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Abstract: Common difficulties in multi-target tracking arise from the fact that the system state and the
collection of measures are unordered and their size evolve randomly through time. The random finite set
theory provides a powerful framework to cope with these issues. This document focuses more particularly
on the PHD (Probability Hypothesis Density) filter proposed by Mahler.

The first part of this report (up to section Hl) is a synthesis of Mahler’s work and aims at providing
a thorough description of the construction of the single-sensor PHD filter. Then, based on a few leads
provided by Mahler, the second part (from section E) proposes several extensions of this filter to the
multi-sensor case.
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Filtre PHD multi-cible : proposition d’extensions au cas
multi-capteur

Résumé : Le pistage multi-cible se trouve confronté au double probléme suivant : I’état du systéme et
la collection de mesures ne sont pas ordonnés et leurs dimensions varient aléatoirement au cours du temps.
Dans ce contexte, I'utilisation des ensembles aléatoires finis apporte un cadre de résolution particuliérement
pertinent et ce travail s’intéresse plus particuliérement au filtre PHD (Probability Hypothesis Density)
introduit par Mahler.

La premiére partie de ce rapport (jusqu’a la section H) est une synthése des travaux de Mahler et se
veut pédagogique : elle reprend en détail la construction du filtre PHD mono-capteur. En se basant sur
les éléments de solution proposés par Mahler, la deuxiéme partie (& partir de la section B) propose des
extensions du filtre au cas multi-capteur.

Mots-clés : Pistage Multi-capteur/Multi-cible, PHD, Ensembles Aléatoires Finis
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1 Introduction

This document deals with the Probability Hypothesis Density (PHD) filter as a solution for multi-target
Bayesian filtering. The aim of this document is to describe the setting of the single-sensor/multi-target
PHD filter as provided by Mahler, and to propose several paths for an extension to the multi-sensor
case. Although the description of the single-sensor case (sections B, Bl and Hl) relies heavily on Mahler’s
work on the topic ([I, [2]), the author found nonetheless important to describe it thoroughly since it
provides ground for the discussion on the multi-sensor case. Pleaste note that this work may be seen as
uncomprehensive and may contain mistakes since it mainly reflects the author’s modest understanding of
Mahler’s work on PHD filtering.

Section Bl provides the general framework of multisensor-multitarget Bayesian filtering, that is, it describes
the problem to solve. The definition of the PHD and a brief description of the fundamental steps which
allows the construction of the PHD-equivalent formulas out of the Bayesian equations are then given in
order to provide an insight on the "logical flow" which leads the construction of the single-sensor/multi-
target PHD filter.

Section Bl describes some basics on the Finite Set Statistics (FISST) calculus and gives some tools which
will be required to "translate" the Bayesian formulas into their PHD-equivalent (section Hl). Note that
some important mathematical proofs are given in section [ As other material in these first sections,
it is strongly based on Mahler’s work ([I]], [2]). However, the author did not fully grasp several proofs
given in [I] and found it interesting to reformulate them in order improve its understanding on the topic.
Moreover, including these proofs allows this document to be as comprehensive as possible.

In section B, the extension of the single-sensor/multi-target PHD equation to the multi-sensor case are
presented. Then, a few leads are discussed in order to simplify the Bayes update equations in a more
tractable form. Note that this report is a first version and focuses on theoretical results. Works are in
progress to validate the assumptions on the proposed extensions.

RR n° 0123456789
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2 Multi-sensor/multi-target Bayesian filtering

In the general multisensor-multitarget Bayesian framework, the time update and data update equations
at step k + 1 are given by the following formulas:

Fernn(X1209) = / Fer i (XIW) fu (W12 5w (1)

Fr1(Zig1 | X) frop 1 (X[ Z3)
(k+1)y
Seriper(X12 )= I fer1(Zia W) frogr e (W ZR0)6W )

where:

e X = {x1,...,x,} is a multi-target state, i.e. a finite set of elements x; defined on the single-target
space X ;E

Zi+1 = {21, ..., Zm} s the current multi-sensor observation, i.e. a collection of measures z; produced
at time k + 1 by all the sensors;

o Z(k) = Ui<k Zt is the collection of observations up to time k;

fk|k(W|Z(k)) is the current multi-target posterior density in state W;

Jr+1)k(X|W) is the current multi-target Markov transition density, from state W to state X;

fr+1(Z]X) is the current multi-sensor/multi-target likelihood function.

Although equations () and () may seem similar to the classical single-sensor/single-target Bayesians
equations, they are generally untractable because of the presence of the set integrals. Integrals in () and
@) are indeed computed over multi-target sets rather than single-target states. Because multi-target sets
belongs to multi-target space X = Un20 X", to compute every possible set one must compute every possible
dimension (i.e number of target) n, and for each n compute every possible n-state collection (x1, ..., Zy).
Likewise, the construction of the multi-target transition function fi,); or the multi-sensor/multi-target
likelihood function fx41 may be tedious in many tracking problems.

Hence the introduction of the PHD:

Definition 2.1. ([ p.1154) The Probability Hypothesis Density (PHD) is the density Dk‘k(x|Z(k)) de-
fined on single-target state space X whose integral fS Dk|k(z|Z(k))da§ on any region S C X is the expected
number Ny (S) = [ |X N S| fux(X|ZH)5X of targets contained in S.

Although defined on single-state space X', the PHD encapsulates information on both target number
and states and therefore provides a nice alternative to cumbersome multitarget posterior fyx(X|Z*)).
Furthermore, should the posterior be approximated as a multitarget Poisson as required later (see section
E2), Mahler proved ([T, theorem 4 p.1166) that the best Poisson approximation - in an information-
theoretic sense - has an intensity equal to its PHD Dk|k(z|Z(k)).

IThe state z; of a target is usually composed of its position, its velocity, etc.

RR n°® 0123456789
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Assuming that propagating the PHD is sufficient enough for an accurate estimation of target number
and target states, the challenge is to find the PHD-equivalent of Bayes formulas (@) and @) in order to
propagate densities Dy 1x(2|Z®)) and Dyyq)5+1 (2| Z¥+Y)) rather than multi-target densities. Essentially,
the construction of the PHD follows from the following points:

1. The multitarget prior fi, can be seen as a probability distribution fz of a random finite set =;

2. Thanks to Finite Set Statistics (FISST) calculus, f= and its multimoment densities can be con-
structed as set derivatives of its probability generating density functional (PGFl) Gz[h];

3. Under certain assumptions - particularly on the target motion model - the PGF1 Gz[h]| can be
constructed explicitly;

4. The PHD Dy, is the first-moment density of the multitarget prior fy .

Therefore, under the same assumptions, the PHD Dy, ;, can be constructed explicitly. Likewise, the multi-
target Bayes equations can be "translated" in explicit PHD-equivalent formulas.

Although the closed-form PHD-equivalent of the time update equation () requires no strong assumption
on the multitarget posterior (see section EJ), this is not true for the data update equation (), which
requires the multitarget posterior to be approximately Poisson (see section EEZ). But, even with this
assumption, the PHD-equivalent remains tractable in the single-sensor case only. That is why a few leads
are discussed in section Bl in order to simplify the Bayesupdate equation in the multi-sensor case.

RR n°® 0123456789
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3 Finite set statistics and generalized FISST multi-target calculus

3.1 Multi-target states and finite sets

The multitarget state X = {x1,...,z,} can be formulated equivalently by a point process = on space X.
If we further assume that the elements x; are distincts, then the corresponding simple point process (or
random finite set - RFS) = is equivalently described by the counting measure Nz(S) = |[E N S| or the
Dirac d=(7) = ), cz 0w(z). From now on, this assumption will be considered valid so that multi-target
sets and the posterior densities can be described using FISST calculus.

A RFS Zis characterized by the family of its Janossy densities jz 1(x1), j=,2(21, 2)... (see [3] for a thorough
description). These densities are symmetric in all arguments (since elements in = are unordered), vanish
whenever two elements are equal (since = is simple), and are jointly normalized:

ZE /jan(a}l, oy Ty )dxy o dxy =1 (3)
n=0"

The multitarget posterior fk‘k(X|Z(k)) can then be described using the Janossy densities of the corre-
sponding RFS =y

fk|k({$1a -'-al'n}'Z(k)) = jEk\kan(‘Tl’ "Tn) (4)

Because multi-target densities must be described as simple RFS in order to use the convenient FISST
calculus rules as explained later, an important consequence is that fy ({71, oy Y| Z®)) = 0 whenever
two elements z;, x; are equal. Whether this might have unwanted consequences on PHD filtering in certain
cases (e.g. very close targets in space X)) is an interesting question to be answered.

3.2 Probability generating functionals

The probability generating functionals (PGFls) are a generalization of the belief-mass functions that will
prove to be convenient tools to compute both multi-target posteriors and PHDs.

Definition 3.1. ([Il] p.1161) Let E be a RFS on X with density f= and h a real-valued function such that
Ve € X, 0 < h(z) < 1. The PGFl G= of E is defined as:

Gz[h] = / hXf=(x)x B (5)

Note that the PGF1 Gz is the functional generalization of the belief-mass set function 0= since:
VS € X, p=(S) = /1§fE(X)5X = Gz[ls] (6)

where 1g is the indicator function on S. Mahler provides the following intuitive interpretation of this
functional. If h(z) is seen as the detection probability of a sensor’s field of view on a single target space X',
then Gz[h] is the probability of some RFS Z (describing a multi-target state, for example) to be included
in the field of view. In that sense, the PGFls can be seen as a generalization of belief-mass functions on
fuzzy subsets - with h as their membership function - rather than on "certain states" S.

pX = HzeX h($),h@ =1

RR n°® 0123456789
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An important property that will be used to build PGFls is shared with the belief-function. If = =
=2 U...UZ, it the union of independent RFSs, then their respective PGFls Gz, Gz, ,...Gz,, are linked by
the following relation:

vh,Gz[h] = [ [ G=. 1] (7)

3.3 Set derivatives and functional derivatives

In a similar fashion than the gradient derivative of real functions G(z) on X are defined, the gradient
derivative of a PGFI G[h] in function direction g is given by:

%[h] — fim Glh + e.g] — G[h]
8g e—0 €

(8)

The PGFIs being the "functional conterpart" (although expanded) of the "set" belief-mass functions,
Mabhler showed using set derivatives rules that gradient derivatives on PGFls are equivalent to set deriva-
tives on belief-mass functions. That is, for all multi-target set X = {z1,...,x,} for all subset S C X

0" B=

0x1...0Z,,

0"G=

() = 005,...00,.

[1s] (9)

That is, the set derivative in the singleton {z} is the conterpart of the gradient derivative in Dirac delta
function 4§, (also called functional derivative in z). Hence the following simplified notation of gradient
derivatives:

Definition 3.2. ([1] p.1162) The functional derivatives of PGFl G[h] in distinct points x1, ..., x, are:

3G
ﬁ[h] = GIh] (10)
G oG
5o, M= 2o, (] (11)
NG oG
8x1...00,, [h] = 95y,...00, [l (12)

3.4 Some essential properties of functional derivatives

Let G[h] = h(z1) for some x; € X, then:

oG
] = bal) (13)
The proof is given in section [l
Let G[h] = [ h(z)f(x)dz, then:
0G
S = f() (14

The proof is given in section

RR n°® 0123456789
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Proposition 3.1. Let E be a RFS with density f= and PGFl Gz, X = {x1,...,xn,} a RFS of distinct

points of X, then:
"Gz

f2(X) = 57100, [0] (15)

The proof is given in section

3.5 Multitarget moment densities

Definition 3.3. ([I] p.1162) Let = be a RFS on X with density f=. Its moment density Dz is defined as:
D=(x) = [ = uwyow (16)

The function of n variables Dz({x1,...,x,}) is the moment of order n (or n-th moment) of E.

The moment density D=(X) of a given multi-target set X = {z1,...,2,} can be seen as the relative
likelihood that a realisation of the RFS Z contains at least the points x1, ..., z,. Therefore, if the state
space X is a single-target space, Dz(X) can be seen as the relative likelihood that there are at least n
targets, with distinct states x1, ..., .

As for the density fz, the moment density D=z can be computed as a set derivative of the PGFI.

Theorem 3.1. ([1] p.1162) Let = be a RFS with density f=, moment density Dz and PGFl Gz, X =
{z1...x,} a collection of distinct points of X, then:

"Gz

D=(X)= ——
H( ) (5,@151‘”

1] (17)
The proof is given in section [

The following calculus rule is an example of the use of the first moment in order to compute set integrals.

Proposition 3.2. ([ p.1163) Let = be a RFS with density f= and moment density D= and PGFl G=,
and h a real-valued function on X. Then:

[ by =)8Y = [ mwD=((hay B (18)
In particular, setting h = 8, gives ([ p.1162) :
vreX, Ds({z}) = / Sy (2) f=(V)oy (19)
The proof can be found in section [Z3

Another important result involves PGFls and functional tranformation:

Proposition 3.3. ([1] p.1163) Let h — ®[h] be a functional transformation such that ®[1) = 1. Let Gz
be a PGFI with corresponding moment density D=, and G the functional defined by G[h] = G=[®[h]] for
all h, with corresponding moment density D. Then:

D({a}) = / Do ({a})D=({w})dw (20)

where D, is the corresponding moment density of the PGFl ®,, defined by ®,,[h] = ®[h](w).
The proof is given in section [0l

Phx = Tgex h(@), hg =0
By (@) = &y 8y(@). 09 = 0

RR n°® 0123456789
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The fundamental result for later is that the PHD is the first moment density:

Theorem 3.2. ([1lf p.1163) Let =), be a multitarget RFS with density fk|k(X|Z(k)) and moment density
Dk‘k(X|Z(k)). Then, for any region S C X:

[ Dunta}2)de = E(=0 01 5) (21)

That is, the first-moment density equals the PHD almost everywhere:
Dy({x}|1Z2™)) = Dy (2| 2) (22)
The proof is given in section [

Equation 1) is fundamental because it provides the PHD with a traditionnal statistical interpretation.
Being the first moment density, the PHD can be seen as the "expectation" in the multitarget space.
Indeed, the set integral [ X.fyx(X|Z*))§X does not exist since the sum operator has no sense in the
class of finite sets, hence the absence of a "conventional" expectation operator.

Note also that the combination of results () and Z2) allows the computation of the PHD as a set
derivative, since:

0G=

D=(z) = D= = —

() = D=({r}) = °5

[1] (23)

Since the PHD Dy, (z|Z®)) is merely the first-moment of the multi-target density fix(X|Z), propagating
the PHD rather than the multi-target density reduces the information available on targets. Although this
cost is necessary to transform general Bayes equations in their more tractable PHD-equivalents, one must
keep it in mind for the design of a practical filter.

RR n°® 0123456789
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4 Single-sensor/multi-target PHD filtering

4.1 Time update equation

The challenge is to find the conterpart of the set-based Bayes time update equation (), repeated here:

fk+1‘k(X|Z(k)):/fk+1\k(X|W)fk|k(W|Z(k))5W

First, some assumptions on the target model must be made in order to shape the corresponding PGFls.
It is assumed that, at time k:

e Each existing target i, with state 2, dies with a probability 1 — ps(z¥); A

o If it survives, target xj evolves towards state x}, ,, with probability distribution f1§+1| NEETSE

For each existing target with state x},, a collection of spawned targets Y}’ | is created whose proba-
bility distribution is £\, (-|2});

A collection of spontaneous birth targets Yy is created whose probability distribution is f,fﬂ‘k(.);

e The evolution, spawning and spontaneous processes are statistically indendent conditionnaly on the
multitarget state X of existing targets.

Note that the transition f,f+1|k(.|z}'€) is a state function, but the spawning f,f+1‘k(.|x§€) and the birth
f,firl‘ (-) processes are still set function. The above assumptions on the target transition model are

fundamental because they allow the "decoupling" of the set transition function f;q1;(.[W) in a much
simpler state function fzfﬂ\ k(|x}€) Therefore, with no additional assumptions on spawning or birth
processes, the sole part of the PGFI of the multi-target state RFS =1, which is contructed explicitly is
the transition part and we have:

Proposition 4.1. ([1] p.1164) Conditionnaly on previous multi-target set X, the multi-target RFS Zj, 1),
with density fr1x(Y|X) has a PGFl Giq1)x[h|X] equal to:

Gk+1\k[h|X] = (1—ps +P5-PE)X-(PE)X-P§ (24)
where:
o pP(.) is the function pf(z) = [ h(y ka‘k (y|x)dy;
e p; () is the PGFI of the spawning multi-target RFS E£+1|k(x)?
o pf is the PGFI of the spontaneous birth multi-target RFS EkBH‘k.

The proof is given in section

5ps(.) = ps,k+1(.), time subscripts are omitted for simplicity’s sake.

RR n°® 0123456789



Multi-sensor/multi-target PHD filtering 12

From the construction of the PGFI, the time update formula follows:

Theorem 4.1. ([1] p.1167) The time update equation is given by:

Diy1jr(z) = ka+1\k(9U) + / (ps(w)f£+1\k($|w) + bf+1|k($|w)) Dy (w)dw (25)
where:
e Dyyqp(r) = Dk+1‘k(x|Z(k)) is the PHD of the time updated multi-target RFS Sy q)5;
e Dyp(z) = Dk‘k(x|Z(k)) is the PHD of the posterior multi-target RFS Zy,;
o bfﬂ‘k(ﬂw) is the PHD of the spawning multi-target RF'S Engl'k(w)’.
o ka+1\1¢($) is the PHD of the spontaneous birth multi-target RFS Ef—kllk'

The proof is given in [[9

Theorem BTl allows (in theory) the computation of the time updated expected number of targets Ny
since, according to definition 2Tk

Ni1jk :/Dk+1|k(9€)d9€

- /kaJrl\k(:E)d:C—i—/ [(Ps(w) +/bf+1k(x|w)dx) Dk|k(w)] dw (26)

However, depending on the shape of the spawning and spontaneous birth processes, the computation of
integrals [ by, (¢)dz and [}, (¢jw)dz for all w may be tricky. In order to overcome this difficulty,
the set functions of the spawning and spontaneous birth processes can be "decoupled" in state functions so
that their PGF1, and henceforth their PHD, can be constructed explicitly. As for the transition function,
this requires additionnal assumptions. It is common to assume than spawning and spontaneous birth
processes are Poisson, i.e.:

fip(Ylz) = exp( /\k-i-l\k H /\k-i-l\k )sio i1 (ylz) (27)
yeYy
fl?+1|k(y) = eXp(_)‘kBJrl\k) H )‘kBJrl\kskBJrl\k(y) (28)
yey

where:

o Vz, I°(y|z) = )\fﬂ‘k( )sk+1|k(y|x) with )‘gﬂlk( x) > 0 and f5k+1\k (ylx)dy = 1 is the intensity of
the spawning process in y originating from target in x;

B(,\ — \B B
oI (y)*/\k+1\k5k+1|k

birth process in y.

(y) with )‘k+1|k 0 and [ sf+1|k(y)dy = 1 is the intensity of the spontaneous

6Dk‘k(z) is stated as "posterior" since it is the density which results from the Bayes update following the previous
observation.

RR n°® 0123456789
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The following proposition is a useful tool when dealing with Poisson processes:

Proposition 4.2. ([1] p.1164) Let = be a RFS whose density f=(X) is Poisson with intensity I(x) and
parameter A = [ I(x)dx. Then:

e Its moment density D= is D=(X) = [[,cx 1(z);
e Its PGFIl Gz is D=z[h] = exp(I[h] — ).
where I[h] is the functional I[h] = [ h(x)I(x)dzx.

The proof is given in [LI0

Since the PHD is the first-moment density (see [2)) and therefore the intensity (see proposition EZ
above), then the Poisson assumption immediately leads to the following simplified versions of theorem E]

and equality (28):

Corollary 4.1. ([1] P.1167) If the spawning and spontaneous birth processes are Poisson with respective
intensities 1% (y|z) = /\fﬂ‘k(z)sfﬂ‘k(mx) and I8 (y) = /\kB+1\kskB+1|k(y)’ the time update equation is given
by:

Dk+1\k(~’0) = /\kB+1\k5kB+1|k(z) + / (ps(w)flﬂuk(ﬂw) + /\fﬂ\k(w)sfﬂ\k(ﬂw)) Dy (w)dw (29)
Furthermore, the time updated expected number of targets Ny 1)), is given by:

Nevie = Myt [ (pe(0) + A yp(0) Dige(w)du (30)

From now on, we will assume spawning and spontaneous birth processes to be Poisson so that results from
corollary BTl are valid.

4.2 Single-sensor data update equation

The challenge is to find the conterpart of the set-based data update equation (@), repeated here:

Zir | X) frpa i (X|Z2®)
x|z k+1)y — fk-i—l( k+1 +1]
fiertjin (X1 ) [ Frst(Zisd|W) fro i (W[ 28 ) S W

First, some assumptions on the observation model must be made in order to shape the corresponding
PGFIs. It is assumed that, at time k:
e Each existing target i, with state %, is detected with probability 1 — pg(z¥); A

o If it is detected, target z! produces a single observation z € Z with probability distribution
f2.1(|2%) = L.(aF) (L. is the vraisemblance function) ;

A collection of false alarms are created, who is assumed Poisson with parameter A and intensity
A.c(L);

The observation processes on each target are statistically independent, conditionnaly on the multi-
target set X, of existing targets.

pa(.) = Pd,k+1(.), time subscripts are omitted for simplicity’s sake.

RR n°® 0123456789
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Proposition 4.3. ([1] p.1168) Conditionnaly on previous multi-target set X, the single-sensor/multi-
target observation RFS ¥y, with density fri1(Zky1|X) has a PGFl Gyi1[g|X] equal to:

Grr1l91X] = (1 = pg + pa.p§) ™ .e*elol=> (31)
where:
e p0(.) is the function p§(x) = [ g(2) 2 (z]x)dz;
e c[] is the false alarm functional c[g] = [ g(z)c(z)dz.
The proof is given in [ZT1]

In order to find the PHD-equivalent of the set-based data update, an assumption on the time updated
PHD (i.e. the density Dy, resulting from corollary ELT) is necessary (see below). From now on, it will
be assumed that time updated distribution f 1, (X|Z (k)) is approximately Poisson with intensity us and
parameter p H. The following definition introduces the "cross-terms". Even though these terms were not
coined by Mahler, they will be introduced since they will play an important role in the extension to the
multi-sensor case (see section H).

Definition 4.1. Let g be a real-valued function defined on observation space Z such that ¥z € ZU!,
0 < gl(2) < 1. Let h be a real-valued function defined on state space X such that Vx € X, 0 < h(x) < 1.
Assume that the time updated distribution fk+1‘k(X|Z(k)) s approximately Poisson with intensity pus and
parameter ji. Then, the generic single-sensor cross-term is the functional defined by:

Blg, h] = Aclg] = A+ ps [A(L = pa +pap])] — 1 (32)
where:
e p§ is the function pQ(x) = [ g(2) f2 1 (z|2)dz;

e c is the false alarm functional c[g] = [ g(2)c(z)dz.

As for the PGFLs, g and h can be seen as fuzzy membership functions in observation space Z and target
state space X respectively. When differentiated in a single point of state space z and/or observation space
z, the generic cross-term becomes set in = and/or z:

Definition 4.2. Let (g, h] be the generic single-sensor cross-term. Let x € X be any point in target
space. The single-sensor cross-term set in point x is defined by:

)

B[gaéw] = Eﬁ[g’h]

Let z € Ziy1 be one of the current measures, where Zi,1 is assumed non empty. The single-sensor
cross-term set in z is defined by:

3152, 4] = 569,

The single-sensor cross-term set in x and z is defined by:

4] ]

B[(Sz;(sz] = gﬁ[gaém](: %ﬁ[é‘zah])

Sus(.) = Hk41|kSk+1|k(-), time subscripts are omitted for simplicity’s sake
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The following proposition gives an explicit expression of the set cross-terms and provides ground for their
intuitive interpretation:

Proposition 4.4. With the same notations as in definition [{.3, we have:
Blg, 0] = p(1 — pa(x) + pa(x)pg (x))s(x)

Bl6=, h] = Ac(2) + ps[hpaL.]
B[(Sz; 6z] = :U/pd(‘r)Lz(‘T)S(‘T)

In particular, setting g =0,h =1 gives:

B10,6z] = (1 — pa(x))s(x) (33)
Bl0z,1] = Ae(z) + ps[paLl.] (34)
B[(Sz; 6z] = :U/pd(‘r)Lz(‘T)S(‘T) (35)

The proof is given in These cross-terms can therefore be seen as the likelihood that:
e 3[0,4,]: a target is in state z and is undetected by the current observation;
e (3[0.,0,]: a target is in state x, is detected and produces measure z;
e [3[0.,1]: a measure is produced in point z.

Since ([d,, 1] is the likelihood that a measure is produced in point z, it covers both possible events that
z is a false alarm ("Ac(2)") or z is produced by an underlying target ("us[paL.]", which can be seen as
an "expectation" over state space). Note also that, according to the results of the proposition above, a

cross-term which is set in several observation points (e.g. #;lﬁ[g,h] = 5Z2 [0.,,h]) and/or in several

state points (e.g. Mg—émlﬁ[g, h] = 512 [g,02,]) equals to zero. Indeed, under the observation model, the
likelihood that several targets produce a single measure and, alternatively, the likelihood that several
measures are produced by a single target are null.

Finally, the single-sensor data update formula can be constructed with derivatives of the generic single-
sensor terms and constructed explicitely as follows:

Theorem 4.2. ([1] p.1168) Let Zy11 = {z1,...,2m} be the set of current measures. Assuming that the
time updated distribution fk+1‘k(X|Z(k)) is approzimately Poisson with parameter p and intensity us(x),
the data update equation is given by:

[61 (5 ol eﬁ[g,h])}
x 21...0Zm =0,h=
Dk+l\k+1(l‘) ~ |: 9=0 L = 1-— pd E Ac

om Blg,h
6z1...6zme[ ]} z€Zk+1

r)L.(v)
+ Dk-i-l\k[de ]

Digrji(z)

g=0,h=1
(36)
where:
® Dyijpyr(z) = Dk+1‘k+1(x|Z(k+1)) is the PHD of the data updated multi-target RFS Zj 115
® Dyp(z) = Dk+1‘k(x|Z(k)) is the PHD of the time updated multi-target RFS Sy q)5;
e Dy xlh] is the functional Dyyqp[h] = [ h(x) Dy (2)da.

The proof is given in
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5 Extension to the multi-sensor case

As it can be seen in proof [LT3 the single-sensor data update equation is tractable because the set
derivatives on the single-sensor cross-terms are easy to compute. Although it is quite straightforward to
expand the cross-terms to multi-sensor ones and to write the multi-sensor data update equation as set
derivatives of these expanded cross-terms, finding a closed-form expression of the data updated multi-
sensor PHD (as an equivalent to theorem EZ2) is challenging. Some leads will be discussed in this section
in order to answer it.

Note that the time update equation does not involve the observation process (see theorem ELTl) and is
therefore identical in the single-sensor and multi-sensor cases.

5.1 Multi-sensor data update equation

Assume that, at time k, each sensor j € [1 N] produces measures independently of the others according
to the observation model described in section

e Each existing target i, with state z}, is detected with probability 1 — pg (x%);

3

e If it is detected, target zi produces a single observation 2Vl e 2l with probability distribution

J 4
FOaky = LY (b,

o A collection of false alarms are created, which is assumed Poisson with parameter A7/ and intensity
Al eldl ();

e The observation processes on each target are statistically independent, conditionnaly on the multi-
target set X}, of existing targets.

Further assume that the time updated distribution fi 1, (X|Z (k)) is approximately Poisson with param-
eter u and intensity p.s(x). Then, expanding the cross-terms defined in the proof of the single-sensor data
update equation (see proof in section [LT3) gives:

Definition 5.1. For all j € [I NJ, let gVl be a real-valued function defined on observation space Z1! such
that Vz € ZU1, 0 < gVl(2) < 1. Let h be a real-valued function defined on state space X such that Vx € X,
0 < h(z) < 1. The generic multi-sensor cross-term BglY, ..., gV h] is the functional defined by:

N
s o,
BlgM, ..., g™ h) =S (A [gll) = M) 4 s | B H (1= + o7 | = 1 (37)
j=1
where:
. pz;gj](.) is the function p< [J] ng] kO+[1J (z]z)dz
o cUI[] is the false alarm functional 9 [gll] = [ glil(2)cll(2)dz.
As for the single-sensor case, gl!l, ..., g™ and h can be seen as fuzzy membership functions in observation

space Z11 . ZINl and target state space X’ respectively. Since any target may be detected by up to N
sensors and hence may produce up to N different measures, one in each observation spaces Z!). Therefore,
the generic multi-sensor cross-term can be set in a single state = and/or any combination of measures, at
most one per sensor:
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Definition 5.2. Let ﬂ[g[l], gV h] be the generic-cross term. Let x € X be any element in target space.
The multi-sensor cross-term set in point x is defined by:

d
Blg™, ... g™, 8.] = —Blg™, ... g™, 1]

Let 1 < M < N and o be an indexing function such that o1,...0p are the increasing indexes in [ N| of

any M distinct sensors among the N ones. For any sensor o; , let 2loil e Zl[c+]1 be one of the current

measures of sensor j, where Z,[Hfl is assumed non empty. The multi-sensor cross-term set in z[1, ... zlom]
is defined by:

5M
(1] [N] 7 el [N]
6[9 a"'562["115"'aéz["M]a"'ag ah] 52[01 (SZ[UM 6[9 7"'7g 7h’]
The multi-sensor cross-term set in measures z171 ... 217M] and target state v is defined by:

5M

6[9[113-'-36,5[01]’-“’6 lon]s ag[ ] 5 ] ﬁ[g[l]aag[N]a(Sm]

52[01 52[01‘4

(: _ﬁ[ zlo1ly "'362[“M]a“'7g[N]ah])

The following proposition gives an explicit expression of the set cross-terms and provides ground for their
intuitive interpretation:

Proposition 5.1. With the same notation as in definition [Z2, we have:

Blg™, s g™, 8] = H (1-p@ + P @p @) s(a)

)\[01]0[01](z[01])+u3 h(PEz 1]L[01] ) H ( [J] +p[]] [j]) (M

g[J]
Jj#o1
B[g[l]a "'762["1] 3 "'762["1\4] 3 7g[N]a h] = -

s hH( ol ;;11]) H ( ) 1 pl gm[j]) (M > 1)

j¢o([1 M])
M
(ex) (o O
B[g[l]a"'a(sz[“l]a'“aé loar] 7g[ ] 6 ] H (p[d ](x)L[z'[Ul](x)) H (1 D]( )+pb]( )p ]gj](l')) S(:E)
i=1 j¢o([1 M])
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In particular, setting g =0, ..., gV = 0,h =1 gives:

N
8(0,,0,6.] =TT (1= @) s(a) (38)
j=1
Nl @) s | (L5 ) TT (1 =d) |1 =)
B[O,...,52[01],...,5Z[UM],...,0, 1] = y 7o Z
s H (pd Z[ai]) H ( Pq ) (M >1)
i=1 jgo((l M) |
(39)
B0, oy 010115 ey O lona] s MH( [UZ] [UIZ](SC)) H (1 pg]( )) s(x) (40)

j¢o([1 M])

The proof is given in [LT4 Once simplified, these cross-terms have an intuitive interpretation and can be
seen as the likelihood that:

e [0,...,0,0,]: a target is in state 2 and is undetected by the current observation;
® B[0,..; 00115 s 0 1o -, 0, 1]: measures are produced in points 2191, j € [1 M] by a single source;

o 5[0, ..., 00011, s Optonls -, 0, 05]: & target is in state x, is detected by sensors o;,j € [1 M] only and
produces measures z[° ],] € [1 M.

Note that the false alarm term Al (201) vanished in B0, ..., 0011, ey 0 tops1, -, 0, 1] Whenever M > 2.
Indeed, cross-terms quantify the likelihood of the "link" between several points, at most one in state space
(hence only one fuzzy membership function on X, namely /), at most one in each of the observation spaces
(hence one fuzzy membership function per observation space ZlY, namely g!)). Hence, each cross-term
quantifies the likelihood that the measures are produced by a single source. If there is only one measure
(i.e. M = 1), the measure can be either produced by an underlying target or by the false alarm process;
if there are at least two measures (i.e. M > 1), all the measures are produced by a single target.

As it will be seen later, the case where several measures from different sensors are produced by false alarm
processes is covered by a combination of cross-terms. For example, the product 5[6,n1,0,1].5[0,0,, 1]
stands for the likelihood that measures z!) and z[? are produced by different sources, each one can be
produced by an underlying target or by a false alarm process, prom'ded that the (eventual) underlying
targets are different. On the other hand, the cross-term [([d,n1,0,02, 1] stands for the likelihood that
measures z!l and z[? are produced by a smgle source, which is necessarlly a single underlying target.

As for the single-sensor case, a cross-term which is set in several observation points from the same
2
observation space (e.g. ﬁﬂ[gm,gm,h] = [5Z[1],g[2],h]) and/or in several state points (e.g.
2 0% 1

5z
mﬂ[g[” g3 ) = %ﬂ[gm,gm, dz,]) equals to zero. Indeed, under the observation model, the likeli-
hood that several targets produce a single measure and, alternatively, the likelihood that several measures
are produced by a single target are null.

The multi-sensor data update equation can then be constructed as the ratio of set derivatives from the
generic multi-sensor cross-term:
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Proposition 5.2. For all sensor j € [1 NJ, let Z,[CJL = {zgj], ...,z}i]m} be the set of current measures
produced by sensor j. Assuming that the time updated distribution fk+1‘k(X|Z(k)) is approximately Poisson

with parameter v and intensity ps(x), the data update equation is given by:

[51< [1] 61[]1HM+EZJ[]N] (V] 65[9[1]""’9[N]’h]):|
T\ b8z ...ézm[l],..zizl ...ézm[N] gl11=0,...,gIN1=0,h=1

Dyt (z) ~ {

sm1]+...4+m[N] eﬂ[gm,»»»yg[myh]]

T T N N
52[1 ] ...ézgn][l] ézg ]...SZER[JN] gl1=0,... gIN1=0 h=1

where:
® Dyijpyr(z) = Dk+1‘k+1(x|Z(k+1)) is the PHD of the data updated multi-target RFS Zj 115
® Dyp(z) = Dk+1‘k(x|Z(k)) is the PHD of the time updated multi-target RFS Sy q)5;
e Dy lh] is the functional Dyyqp[h] = [ h(x) Dy (2)da.

The proof is given in

Equation ) can be computed through the sole cross-terms defined above. The formula is widely
impractical nonetheless, because there is no easy analytical expression such as in the single-sensor case.
Indeed, the computation of the set derivatives of the PGF1 PLICEERRNEND requires two steps: first, every
possible cross-term must be computed; then follows the computation of every combination of these cross-
terms that is involved in the numerator or denominator. For example, assuming that there are three
sensors, that the first one produced a single measure zgl], the second produced two measures z?] , 2:%2] and
the third one none. Then, the data update equation gives:

[% (%eﬁ[gm,gm,gmyh])]
T\ 021702 0% g111=0,9(21 20,9131 =0, h=1

Dyt (z) ~ {

83 (11, gl2] g[3] h
525125, 12 65[-‘7 e ]:|
1 971707 g111=0,g9[21=0,¢[81=0,h=1

A closer look at the denominator gives:

—5[0,0,0,1] &° Aol o121 i3l 1)
¢ | 5 s Bl Bl
0zy 021 0z 411=0,9021 0,51 =0, h=1
= 00,11,0,0,1].5[0, 12,0, 1].5[0, 0 21, 0, 1] + 5[0 111, 0 21, 0, 1].5(0, 0 21, 0, 1] + 5[0 1,0 21, 0, 1].5[0, 6 21, 0, 1]
(43)

Note that the denominator is composed of three terms, each one is the product of a various number
of cross-terms such that among one term, each measure appears once only. Each term represents the
likelihood that a particular combination of sources produced the current measures. For example, the term
B[&zgq ,0,0,1].5[0, 6Z[12] ,0,1].8[0, (5%2] ,0,1] is the likelihood that each measure was produced by a different

source (either an underlying target or false alarm process). The second term 6[5Z[11 ,0,121, 0, 1].58]0, 4 12,0, 1]

is the likelihood that a single underlying target produced both measures zgl] and ZF], whereas the third
measure was produced by another source (either another target or a false alarm process).
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Likewise, the numerator can be expanded as follows:

—510,0,01] |0 &° lgl g2 g2l 1)
‘ oz \ o s 2 ©
0zy 021 0z5 120,971 0,151 —0,h=1

= B[ézgl] ,0,0, 51].5[0, (542] ,0, 1].ﬁ[0, (5%2] ,0, 1] + 5[5251] ,0,0, 1].ﬁ[0, (542] ,0, 51].5[0, (5%2] ,0, 1]
+6[0,11,0,0,1].5[0,0 21,0, 1).5[0, 6 21, 0, 6] + B[0 11,9 9, 0, 2] 5[0, 9 12, 0, 1]

+ 600,115,121, 0,1].5[0, 6 21,0, 82 ] + B0 1,0 21, 0,04]. 5[0, 0 21, 0, 1] + B[S 1,6 a1, 0, 1].8(0, 6 121, 0, 6]
(44)

Once again, each term represents the likelihood that a particular combination of sources produced the

current measures, such that one of the sources is a target with state x. For example, the term

Bl6_11,0,0,0:].6[0,6_2,0,1].8[0,6_rz1, 0, 1] is the likelihood that a target is in point x and produced measure
1 1 2

zgl], whereas each one of the remaining measures was produced by a different source (either an underlying

target or false alarm process).

Clearly the computation becomes tedious when the number of sensor and/or measures per sensor is large
enough, because the number of cross-terms, the number of terms and the size of the terms enlarge too. The
step which seems to be the most computationaly demanding is the "simulation" of the set differentiation,
that is the generation of the term as products of cross-terms (as in 3)), rather than the computation
of the cross-terms afterwards. The following sections deals with some leads to reduce the computational
cost of the data update step.

5.2 Simplification by target space partition

Although the data update equation () involves many cross-terms as seen in examples [{3)) and (@), some
of them may equal to zero. Finding such cross-terms is interesting because it reduces the number of term
to consider (since whenever a cross-term vanishes, every term it belongs to vanishes as well) and hence
simplifies the computation of the data update equation. Moreover, the simplified expression provides the
exact same result as the data update equation, since only void terms are discarded.

This section deals with a solution which discards void cross-terms based on the particular configuration
of the sensors at the current time. In the common case where sensors’ field of views (FOVS) are bounded
in state space and may not completely overlap each other, one can have the intuitive feeling that the
PHD Dy 1jk41 can be updated in any subregion S C &’ without taking into account sensors whose FOVs
are "away" from S. The idea is to set a partition of both the sensors and the state space, such that
each element in the sensor partition is linked to an element in the state space partition. Then, the PHD
Dy 11)k+1 computed in x can be reduced by considering the points form the same partition element than
x and the sensors from the corresponding element in the sensor partition.
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Definition 5.3. For any sensor j € [1 NJ, let F[Jrl C X denote its field of view at time k+ 1 defined as:

VmeXxeF,Ejllﬁp () #£0 (45)

Define the equivalence relation "cross" (<) between sensors as:

Vi,j e[l N], (i « j) < (Fn FUl £ p) (46)
Let {Ps(p)};_, be the sensor partztwn of [1 N] formed by the equivalence classes of the transitive closure
of the "cross relatwn Let {Pr(p)},_, be the space partition of the state space X defined by: A

N
UF? @=0

Prp) =] \s= )
U oo

JEPs(p)

Finally, for any element Ps(p) ot the sensor partition, let n, = |Ps(p)| denotes the number of sensors in
Ps(p), and let p1,...,pn, denote the increasing indexes in [1 N| of sensors belonging to Ps(p).

In the defintion above, it is assumed that Vj € [1 N], F,£J+1 # (). Should any sensor have a void field of
view at the current time, it would be ignored for the data update step, discarded from the sensor indexes
[1 N] which would be reindexed accordingly. Note also that if the combined FOV of all the sensors is the
whole state space, Pr(0) is empty and should not be considered as an element of the state space partition.

The following definition introduces the "bounded" cross-terms whose "scope" are limited to one element
of the sensor partition Pg(p) and to the corresponding element in the state space partition Pr(p).

Definition 5.4. For any p € [1 P, define the generic cross-term limited to element Ps(p) as:

Byl ..., glPnel ] = Z (AUl [gll) — ALY 4+ s | H (1-— [J]er[J] O[J])

JE€Ps(p) JEPs(p)

where s[h], is the restriction of s[h] to Pr(p) C X, i.e. s[h], = s[lp,(p)h] = fPT(Z)) h(z)s(z)dx.
Let x € X be any element in target space. The bounded cross-term set in target state x is defined by:

0

ﬁp[g[’”], oy gl 0a] = Eﬁp[‘q[m]’ oy gPrn], h]

Let 1 < M < N and o be an indexing function such that o1,...0p are the increasing indexes in [ N| of

any M distinct sensors among the N ones. For any sensor o; , let 2loil e Zl[c+]1 be one of the current

measures of sensor j, where Z,[cj]l is assumed non empty. The bounded cross-term set in 2171, ... zlom] s

defined by:

5M
Bp[g[pl]a“'aé‘z["ﬂa' 762["M g[Pnp] h] mﬁp[gtﬂl]’_“’g[?np],h]

9 Pg (p)}f::l = {P37k+1(p)}Pi+l and {PT(p)}P o =1{Pr, k+1(p)}P_ !, time subscripts are omitted for simplicity’s sake.
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The bounded cross-term set in measures z1%), ..., zloM] and target state x is defined by:

5M

ﬁp[g[pl]a“-a(sz[al]a-'-a(sz[UM]a'-'a Pnp] 6] ﬁp[g[pl]a“-ag[pnp]aél]

52 [o1] .. §zlom]

(: B[g[pl . [Ul]a-'-a(sz[UM]a'-'7g[pnp]ah])

That is, the definition of the bounded cross-terms is identical to the definitions BJl and of multi-
sensor cross-terms except that only the sensors belonging to an element Ps(p) are considered. Likewise,
proposition Bl applies to limited cross terms, where all but the sensors in Pg(p) are ignored and the
"expectation" is restricted to the subset Pr(p) C X.

The following proposition is fundamental because it provides tools for reducing the general multi-sensor
cross-terms to the bounded ones:

Proposition 5.3. With the same notations as in definitions 22 and 04, we have:

6[9[1]7 7g[N]7 51] =

{ﬂp[g[m], gl 5] (3pe (L Plx € Pr(p))
ps() (z € Pr(0))

ﬁ[g{l]’ -"’62[01]’ ceny 6Z[UIM] 5 )g{N], h] =

Bplg?'), ooy 0ot o 8otonnts s gl B (3p € [L P),o([L M]) C Ps(p))
0 (otherwise)

ﬁ[g[l]’ ""62[01]’ ceny 6Z[UM] 5 ..,)g{N],éz] =

Bplg?, s 8atonts oo Gotonts s g7 6] (Bp € [L P)Lo([L M]) C Ps(p),x € Pr(p))
0 (otherwise)

The proof is given in section [0

The results above have an intuitive interpretation once the fuzzy functionals gl/! are set to zero and the
fuzzy functional h set to one. First of all, recall that [0, ..., 0, ;] can be seen as the likelihood that there
is a target in point x and that this target was undetected by all the sensors. If this target was outside
the combined FOV of all the sensors (i.e. € Pr(0)) then the fact that the target remained undetected
brings no information as this event was to occur with probability one. Therefore,s[0, ...,0,d,] is exactly
the intensity of the PHD Dy q), before the data update, i.e. ps(x). On the other hand, if a target =
was inside the combined FOV of a sensor partition (i.e. € Pr(p)), then the likelihood that this target
remained undetected by all the sensors is exactly the likelihood that this target remained undetected by
the sensors of Ps(p) only, since x was to be undetected by sensors of others partition with probability

one. Therefore, [ﬁ[g[l],__.,g[N},5I]]g[1]20’m,gm:0 = [ﬁp[g[pl]’_..,g[mp],éz] Jrilo.. g =g
Likewise, the reformulation of 3[0, ..., 0,011, ---s O loasl, -5 0, 0] has a straightforward interpretation. Recall
that it can be seen as the likelihood that a target is in pomt x, that it was detected by sensors o1, ..., 00
only and that it produced measures z[1], ... z[oM] Since a target inside subset Pr(p ) can be detected by
no sensors but the ones inside subset Pg(p), it is clear that 30, ...,0 011, ...s 0 loas1, --., 0, A] = 0 whenever
sensors o1y, ..., o) are not from the same subset.
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If they all belong to the same subset Ps(p) but the target belongs to a subset Pr(q), where ¢ # p, then
target = is undetected by these sensors with probability one, and therefore the likelihood vanishes as
well. However, if all the sensors o1, ..., 057 belong to the same subset Pg(p) and the target belongs to the

corresponding subset Pr(p), then the likelihood 3[0, ..., 0,641, ... ,5Z[,,M .,0,6,] equals to the likelihood
limited to subsets Ps(p) and Ps(p), i.e., 8p[0, ..., 0,011, -, 5z loarls -y 0, 0z]. The same arguments are relevant
for the reformulation of the expectation 3]0, ,52[61] iy O longly -y 0, 1],

These results lead to the following proposition:

Proposition 5.4. Denote by {Ps(p) 5:1 the sensor partition and by {Pr(p) 5:0 the corresponding par-
tition as described in definition 3. Then proposition [ simplifies as following:

Dk_,_l‘k(:c) (SC S PT(O))

5 smp1l+otmipn,] Blglr1l,... glPmpl h]
D11 (@) > ¢ |52 \ sl poim] . omal o gl €
1 1
: (P11=0,...,g""?'=0,n=1

m[p1]"” m[pny,

(SC € PT(p)ap 7& 0)

l (p1] ‘57[11]##[:[13?13] orp] eBlgtr1l,....gmel p]
827V 62 P sz P s P
mlpy] 071 Fmlpn,] glP11=0,... glPnp) =0 =1

(48)
where:

® Dyijpyr(x) = Dk+1‘k+1(x|Z(k+1)) is the PHD of the Bayes updated multitarget RFS Zj, 1415
® Dyyqp() = Dk+1‘k(x|Z(k+1)) is the PHD of the time updated multitarget RFS Zj, 1 |1;
e Vj e[l NJ, Z[J b= {z e Zpn ]} is the collection of current measures produced by sensor j;

o ﬂp[g[pl], .., g0l R] is the generic cross-term limited to sensor partition element Ps(p) and target
partition element Pr(p).

The proof is given in section [[T7

The gain in computational cost when using the partition equation [HX) rather than the general equation
) seems quite difficult to evaluate, because we lack a closed-form expression of the set differentiation
appearing in these equations. Recall that updating the PHD using 1) or [#X) requires the generation of
terms which are the products of general multi-sensor cross-terms (for (Il)) or bounded ones (for @&)). To
be sure, the number of different cross-terms will be reduced with the partition method, but the significant
computational gain is likely to stem from the tedious generation of the terms composing the numerator
(see example () and the denominator (see example E3))) of the data update equation. Still, some
elements of comparison can be given considering;:

e The number of different cross-terms computed in each case;
e The computational cost of the partition step.

Assume that, at current step, each sensor ¢ produces an average of M measures. Assume also that the
PHD is implemented with a particle filter, i.e. the time updated density Dy, is approximated by a
collection of weighted particles {w;, z;}, the current number of particles being K.
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Without the partition step, the generic cross-term has N observation functionals ¢!/ and one state func-
tional h. Since each functional g/ can be differentiated in any current measure produced by sensor i,
the number of cross-terms set in a given particle z; is roughly M. Since the cross-terms which denote
"expectations" over state space are approximated by the sum of the corresponding cross-terms set on each
particle (e.g. 6[541],52?],0, 1] ~ Z]K:1 5[541],5252],0,5%]), the cross-terms set on each particle must be
computed; therefore the number of cross-terms IV, is given by:

NG~ O (K.MY) (49)

With the partition method, the result is similar except that the overall update is splitted on several
"smaller" updates. Assume that partitioning in current step gives P elements, each sensor element has
N, sensors such that 2521 N, = N, and the corresponding particle element has K, particles such that

2521 K, < K (some particles may be outside the combined FOV of all the sensors, i.e. belong to Pr(0)).
The number of bounded cross-terms to compute is therefore:

P
N5~ O <Z Kp.MNP> (50)
p=1

In the best-case scenario where the FOVs are disjoints, we have P = IV and therefore IV, = 1. The multi-
sensor update is merely the union of N independant single-sensor updates and N g‘"t ~ O(K.M). In the

worst-case scenario, all the FOVs are in the same equivalence class and N g’"t ~ Nf“e. The partition
therefore spares the computation of a significant number of cross-terms in general. Keep in mind, though,
that the number of cross-terms does not fully reflect the complexity of the data update; the same study
on the complexity of the terms generation would be quite useful too.

The partition method nonetheless requires the computation of sensor and space partitions at every step
k. The following paragraph provides the pseudo-code for the partitioning assuming that the PHD is
implemented with a particle filter. Since there is a mapping from the sensor partition elements to the
state partition elements, and that the number of sensors N is much smaller than the particle number K,
it is somewhat easier to compute the sensor partition and deduce the particle partition. The input is a
N-by-M binary matrix, called the cover matrix C, where C(i,5) = 0 if pg (zj) = 0 (i.e. particle z; lies
outside the FOV of sensor ¢) and C(i,j) = 1 otherwise. Note that the cover matrix is necessary for the
computation of the cross-terms whether the partition method is used or not, thus it should not add up to

the computational cost of the partition step.
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1. Initialize adjacency matrix A — (C.CT #0)[
. Initialize temp matrix T « (A2 # 0)
3. While T' # A:
3.1. AT
3.2. T — (A2 #£0)
4. Initialize partition number p « 0
5. For ¢ =1 to sensor number N:
5.1. IF A(i,:) # 0
51.1. I p=0
5.1.1.1. Increment partition number p « 1
5.1.1.2. Initialize sensor partition matrix S,(1,:) < A(¢,:)
5.1.2. Elseif S(:,i) =0
5.1.2.1. Increment partition number p < p+1
5.1.2.2. Add a new partition Sy(p,:) «— A(4,:)
6. Compute particle partition matrix P, « (S,.C # 0)

[\

eIf A «— (B # 0), A is the binary matrix with the same size than B such that A(¢,5) = 1 if B(i,5) # 0,
A(i,7) = 0 otherwise.

When step 1 is reached in the pseudo-code above, the N-by-N adjacency matrix A is a matrix represen-
tation of the cross relation as defined in (@S, i.e. A(i,7) = 1 if and only if sensor ¢ and j and overlapping
FOVs, A(i, j) = 0 otherwise. Note that, since the state space is discretised by the collection of particles,
two FOVs overlap if and only if there is at least one common particle z belonging to both FOVs. When
step 4 is reached, A is the matrix representation of the transitive closure of the cross relation. Hence,
A(i,7) = 1if and only if sensor 7 and j are in the same equivalence class of the transitive closure, i.e, they
are in the same sensor partition element. Step 5 simply extracts lines from matrix A to form the sensor
partition matrix S, which is a P-by-N binary matrix, where P is the number of partition, such that
Sp(i,7) = 1 if and only if sensor j belongs to partition element i. Finally, step 6 computes the particle
partition matrix P,, which is a P-by-K binary matrix such that P,(i, j) = 1 if and only if particle j is
inside the combined FOV of the sensor partition element . Note that some particle z; may be outside the
combined FOV of all the sensors (i.e. z; € Pr(0)), in such a case column P,(:, j) is null in the partition
matrix. Although it is far less likely, a sensor may fail to appear in any sensor partition element if its FOV
contains no particle at all; such a sensor will be naturally discarded in the data update equation (prop

5!

Note that the partition step has a relatively low computational cost because the bulk of the processing
involves square matrices whose size does not excess the number of sensors N. To be sure, the following
step is the PHD data update for each particle which requires the computation of bounded cross-terms
limited to the current particle partition element and the corresponding sensor partition element; this
require many memory accesses to the sensor and particle partition matrices which should add up to the
overall computational cost of the partition method. A thorough comparison of the complexity of the PHD
data update with and without the partition step would require at least Monte Carlo runs of both methods;
a formal expression of the complexity of both PHD data update equations would be valuable too.
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5.3 Approximation by restricting hypotheses

Assume that there are N = 3 sensors, that the first sensor produced one observation z&”, the second

sensor one observation z?] and the last sensor two observations z?], zg’]. Then, as in example [E3), the

denominator of the PHD data update can be expanded as follows:

(51)

o—510.0,0,1] &4 oAl 912 g% ) _
_52&1]52?152?}529 g11=0,(21=0,131=0,h=1
15 — order term { 5[541],0, 0,1] . 8[o, 5Z[2] ,0,1] . g[0,0, 52531, 1] . 80,0, 52?1, 1]
+6[6,m,0,0,1] . B[0,6 21,6 a1, 1] - 5[0,0,6 a1, 1]
+5[5Z51J,0,52£31, 1]. 50,6 21,0,1] . ﬁ[O,O,ézP],l]
+ 88,10, 8,2,0,1] . ﬁ[o 0.6 [3],1] 50,0,6 ,1]
2" — order terms ¢ + B[00 21,6 =, 1] . B0, 1,0,0,1] . 5[0,0,6 a1, 1]
+0[6,m,0,8 121, 1] . 5[0,0,121,0,1] . 5[0,0,6 a1, 1]
- 300.8,1,6,50.1] 5[5 m,o 5 0.1]
+5[5z£1170,543],1] . 810, 71]
+ﬁ52[11],52[12],52£3], 1] . B[O O d 1 ,1]
]

3" — order terms
Bl6_ 1,0 21,0 1, 1] . B[0,0, 6 1
1 1 1

Since N = 3 and each sensor produced at least one measure, the generic cross-term can be fixed in one,
two, or three measures. In the expression above, n-th order terms are products of cross-terms set in at
most n observations, such that at least one cross-term in the product is set in n measures.

An straightforward approximation of the expression above would be to skip some terms to make the com-
putation of the expression easier. Recall that §[0, ..., 0,011, -+, 00215 ---, 0, 0] can be seen as the likelihood
that a target is in point x, that it was detected by sensors o1, ..., 00/ only and that it produced measures
Zlol L zlom] Therefore, a hypothesis restricting the maximum number of sensors which can detect a
single sensor to a given number D,,,, < N implies that all cross-terms set in more than D,,,, measures
vanish and, therefore, implies that all n-th order terms with n > D, vanish as well. However, restricting

the number of detections per target contradicts the independence of sensors’ observation processes.
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Note that the more drastic approximation, which skip all terms but the first-order one, has the following
closed-form expression:

[%( e ety eﬁ[gmwg[N]’h])}
x 6zy ...5zm[1]...5zl ...5zm[N] gll=0 gINI=0,h=1

.....

sm[1]l+...+m[N] [1] h
[&m PPN G R efls ]]
1 0%mny mIN] gl11=0,...,gIN1=0,h=1
5 (Bl g™ n] mlj] G=1_§ . gli+l] [N]
|:6z (6 H] IH [ ) g aazl[ﬂvg yeen g 7h] gll=0,....gIN1=0,h=1

=U,...,

5[0,...,0,596]6&{0 ,,,,, oA T, T (4 ( 0 ,...,o,azm,o,...,o,u)
eﬁ[07 ’ Hg 11‘[’”[] ( [ ,---,0,64;‘],0,...,0,1])
. [ Bl040.8_151.0,...,0,6,]
bl0:---,0,1] H] 1! ( [,...,0,(52[1],0,..., ]) Z] Dy (5[0,...,0,6:[].],0,...,0,1])

00 [T T2 (5 ( 0 ,_._,o,5z[j],o,...,o,1])
™l g[o, ...,0,6 11,0, ..., 0, 8,]
2 2 B0,.00,8,50,0,,0, 1]

N _ [4] U]msx
L (- ) st +ZZ qu;ﬁj(l P@)) o @) L ) ()

j=1 zegbl, Alelil(z) + ps [Hl# (1 —pg]) pl[ij]LLj]}

+

N
= B[0,..,0,02] + >

—_
~

i—1

That is:

N N _ )l () L (o
= ([t 5 3 Tl Ao

° , j _ 1Y ]
Jj=1 ZGZ][CJil )\[]]C[J]( )+MS |:Hl7£] (1 p )pd Lz i|

Dipi()

Note that this equation is somewhat similar to the single-sensor PHD data update (B8). Indeed, since no
target may be detected by more than one sensor, each target produces at most on observation in Zj,1,
the combined observation set of all the sensors. Therefore, the combination of all the sensors may be seen

as a "pseudo-sensor"; however, the quantities Hl# (1 fpl[il] (x)) .pl[iﬂ (z) are unconsistent because they

cannot be interpreted as detection probabilities. Mahler proposed in [I] another approximation based on
a "pseudo-sensor" which encapsulates all the sensors in a single observation process, but it also contradicts
the single observation processes since any target produces at most one measure when detected.

In addition to the contradiction with the independence of sensors’ observation processes, this method
has another notable problem that would require further study to address. Even if cutting off higher-
order terms seems appealing because it spares the computation of some cross-terms (which will be set to
zero), the computational gain is likely to be significant only if we can directly spare the generation of the
higher-order terms. In the example ([EIl) above, rather than first generating the 10 terms, then discard
the 2 third-order terms, then computing the cross-terms composing the remaining 8 terms, one would
like to generate directly the 8 proper terms (i.e. first or second-order terms only), and then compute the
corresponding cross-terms.
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5.4 Approximation by sequential filtering

Since the complexity in using the general data update formula () seems to arise from the fact that the
cross-terms involve the measures from all the sensors in a whole, several approximations can be proposed
by processing the sensors sequentially. In this section, three such approximations are presented.

5.4.1 Product approximation

The simplest approximation is the product approzimation, similar to the one proposed by Mahler in [2] or
[

Definition 5.5. Assuming that time updated density is Poisson with PHD Dy, (x) = ps(x), the product
approzimation of the data update formula is given by:

D1t (x (HCM ;[ﬂrl )DkJrlk() (52)

o (2) L
where C1J (Zl[jrlkn) =1- [Z] Z J)r Ex[Z]LH] is the product corrector of the i-th sensor.
uslp

ZGZk+1

Note that the expression of the product corrector is similar to the single-sensor PHD data update equation
@B4). Indeed, Cl[f,] is computed independently of the other correctors, ignoring all the measures but those

produced by sensor ¢, and we have:
o [ amt (gl )
oz \ gl 5,00 )
1 mli] glil=0,h=1

mémimmeﬂﬁ] (97, h)
6z ...6zmm

Ol Z |x)us(x) = (53)

glil=0,h=1

where 6@ (g0, h] = Al [gld] — AU 4 pus[h(1 — pg] +pg] .p[gi[]i’]o)] —  is the product cross-term of sensor i.

For comparison’s sake, the following proposition gives the expanded expression of the product approxima-
tion:

Proposition 5.5. The expanded expression of the product approzimation is given by:

mlk! ]pEIk ]( )L[j;l](:ﬁ) H (1 _pgc]( ))

N
Di1ja (2 :[[ ( ) + Z Z : kf]#Z[kl]

[
1<KIESN | gi=1 Denp (jl )

k! EN k
i) mieypl @) LB (@) pl )z ) (@)

bt Z Z Z “1 5 = [J,CJJVV] Dy ()

k1
e Ziven | A0 AT Deni 1GRT) Denlt (7 )

(54)

where the product denominator of the i-th sensor Den[li] is given by:

Deng (z) = Al (2) + Hs[pl[ii]L,[zﬂ] (55)
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The proof is easily obtained when expanding (&2).

As it is shown on a simple example later in this document, the expanded expression of the product
approximation (B4) is similar to the multi-sensor data update expression ([I). The numerators in (&)
denote all the association combinations between an eventual target in = and the measures by all the
sensors (see example (B8)). The exact same numerators are found in the expanded expression of the
"exact" mutli-sensor data update (see example (B7)). However, the cost of the independant processing of
the sensors in the product approximation is clearly seen in the expression of the denominators (B3), which
fails at taking into account each association combination since no "multi-sensor normalization terms" such

s us[pg ' Lpg Lo (1= 9 (2)) - (1= pg" ()] appear.

z

5.4.2 Myopic sequential approximation

The second approximation is the myopic sequential approzimation, defined by:

Definition 5.6. Assuming that the time updated density is Poisson with PHD Dy q,(x) = ps(x), the
sequence of intermediate myopic PHDs pul sl (x) are given by:

vi € [1 N], ullslil(z) = Ci)(Z[ | |a) = sl () (56)

where:

L _ ({] () 1)
o CJ[&](Z,[CZJFJ;E) =1- pg] + Z Py (@)L= () is the myopic corrector of the i-th

i) Ali i—1] o[i—1][, 7 [l
c ,[;]H /\[]c[](z)+u[ Il ][pd Z/Z]
sensor;

o sl (z) = ps(z) = Dyy1j(z) by convention.

Then, the myopic sequential approximation is simply given by the last intermediate myopic PHD:
Dyt (z) ~ /L[N]S[N] (z) (57)

Again, the expression of the myopic corrector is similar to the single-sensor PHD data update equation
@B8) since C’][\l/} is computed by ignoring all the measures but those produced by sensor i. The major

difference with the product approximation is that the myopic correctors C]@ can be contructed recursively

and we have:
S (—omt_ Biile )
ox 6Z[Z]...(5Z[Z] . .
1 m[i] glil=0,h=1

smlil eg[ﬂi)[g[i],h]
6z£l]...6z[l][.] (=0 he1
mls gli1=0,h=

CYHZ | |y uli=Ysli= (z) = (58)

where 4}[g1, h] = A el [gl1] — U 4 =1 l= 1 (1 — pl 4 pf pl1C

sensor ¢. Unlike the product cross-terms (see (B3)), the myopic cross-terms take into account the updated
information resulting from the process of previous sensors. However, they ignore the fact that the current
measures from the remaining sensors are yet to be processed, hence their name.

)] — 1= is the myopic cross-term of
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For comparison’s sake, the following proposition gives the expanded expression of the myopic sequential
approximation:

Proposition 5.6. The expanded expression of the myopic sequential approzimation is given by:

i nﬂkqugkx)Lz;%(z} III(14,p§%z))
1 ktk
Diyij1(z 1:[ ( ) + 2 | X (K17 [K1]

1<KIEN | ji=1 Deny, (Zjls)

kl kN k}N
i) 0l (@)L @)l ](SC)L[Z[J]@)

Zj J
4+ oo+ Z Z Z 1] lz[kl] “. en[kN] []iVN] Dk+1|k(1')

1<k <ENEN | 1=1 jn=1 Deny, (jl )+ Deny, (ZjN )

[]

where the myopic denominator of the i-th sensor Deny; is given by:

s 11 (17pu) pngL[[k]l]ngL[i]

k<i,kAk! i
+ Z Z - [ k1]

1<ki<i J1=1 DenM]( Jl )

Deng\l}(zz) =\l (2) + ps

II( M) i 7

k<i

k'] [k L P L I 1
+ -+ Z Z T Z K1 ]lkl kiii;l ki—1 (60)
Denl ](z[ ])-'-Dengw ](z[ ])

1<k g<ki—1<i | gi=1 Ji—1=1 N (%5 Ji—1

The proof is given in section

Once again, the expanded expression of the myopic approximation (&) is similar to the multi-sensor data
update expression #I)). The numerators in the expanded expression (see example ([Ed)) are identical to
those in the expanded expression of the "exact" multi-sensor data update (see example ([E7)) or those in
the expanded expression of the product approximation (see example (B8)). Unlike the product approxi-
mation, the myopic approximation does take into account the processing of the previous sensors; in some
denominators "multi-sensor normalization terms" such as

us |(1— pl[il]) (1= p([iN_l] )pl[iN]L[ZN] appear. However, the remaining sensors (i.e. those whose measures

have not been processed yet) are ignored, hence the myopic. That is why some "multi-sensor normaliza-

tion terms" such as ps |(1 — pg]) (1= pg 1 )pg]L[ ](1 — p[iﬂ]) e (1- pEIN])} will appear in the myopic

approximation on a "truncated" form ps [(1 - pEI]) -(1- ps 1]) g] L[Zi]}.
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5.4.3 Nonmyopic sequential approximation
The third proposed approximation is the non myopic sequential approximation, defined by:

Definition 5.7. Assuming that the time updated density is Poisson with PHD Dy q,(x) = ps(x), the
sequence of intermediate nonmyopic PHDs ! sl (x) is given by:

Vi e [1 NJ, pllsld(z) = C][\Z',](Z,[jr1|:c)u[i_1]s[i_l] (x) (61)
where:
(2] (]
[l (7l py (x)L= () :
o Oy (Z 1lz) = pd + g 0 - is the non-
ez, NI + g L —py ™) - (1= pg )

myopic corrector of the i-th sensor;
o Dyyijp(x) = ps(z) = pl%sl% () by convention.

Then, the nonmyopic sequential approxzimation is simply given by the last intermediate nonmyopic PHD:

Dyt () o2 pM sV () (62)

Once more, the expression of the nonmyopic corrector is similar to the single-sensor PHD data update
equation (BH) since C][f,] is computed by ignoring all the measures but those produced by sensor i. The
nonmyopic correctors C’J[&] can also be constructed recursively and we have:

5 ol BN gt N h)
oz SZM ézm ;
10900 glil=0,-.- ,gIN1=0,h=1

7 7 7 N 71— 71—
Azl o) (1=p (@) - (1—plM (@)l Vsl () =

5z£i] ...5Z£:I]

{757’1”] BN 1gl, - ,g[N]yh]]
1]

glil=0,--- ,gIN1=0,h=1

(63)
where Bl [gl1], ... (b = SN ARk IR — AR 4 i1l (R T (1 — plH 4 pli), [gk[};]o)] — pli=1
is the nonmyopic Cross- term of sensor 4. Unlike the product cross-terms (see (EB])), the nonmyopic cross-
terms take into account the updated information resulting from the process of previous sensors. Unlike
the myopic cross-terms, they also take into the yet-to-be-processed sensors, hence their name.

For comparison’s sake, the following proposition gives the expanded expression of the nonmyopic sequential
approximation:

Proposition 5.7. The expanded expression of the nonmyopic sequential approximation is given by:

N iy 11 (1= (@) ](x)L[j;l](x)
kit k |
Dk+1|k+1 1:[ ( ) + Z Z z en[kl] 1]

1<ki<nN | jimt Deny *(zj, )

k! k! kN kN
m[k'] m[kN]P[d ](x)L[Z[‘kl] () - 'PEI ](x)L[Z[_kf% ()
+ -+ Z Z Z T A [kt en[kN] [J]iVN] Dk+1|k(z)

k
1<K <RV KN | in=1 Den[lv](zjl])"'D N (Zy )
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where the nonmyopic denominator of the i-th sensor Dengg is given by:

k kY [k i i
miet 1 11 (1_p£l])'p£l ]L{Z[ﬁ]l]pgl]L[z]

i i i i1l ki, k#k? i
Denly(z) =AWcll () + ps II(lpr)J%ué] + > 1> T ]
ki 1<ki<i | Ji=1 Deny (Zjl )

k kl kl ki—l ki71 i i
mlk']  mE P [H (1 —pg]) P ]L,[z[_k]l] pg ]Li[ki,l]pg]LL]
J1

N Z Z Z k>i di-1

1<k Lki-1<i | =1 Ji—1=1

Deny\cfl] (zj[]fl]) . 'Deny\?iil] (z[}kiil])

Ji—1
(65)
The proof is similar to the myopic case (see section [[LI8).

Again, the expanded expression of the nonmyopic approximation (B4 is similar to the multi-sensor data
update expression I). The numerators in the expanded expression (see example ([[0)) are identical to
those in the expanded expression of the "exact" multi-sensor data update (see example (1)), those in the
expanded expression of the product (see example (B8)) or the myopic approximation (see example (G3)).
Unlike the myopic case, no "multi-sensor normalization terms" such as

ws [(1— pg]) (1= pgfl] )pS}L[zi] (1- pgﬂ]) (1= pEIN])} appear in the nonmyopic approximation on a

"truncated" form pus [(1 — pg]) (1= pgfl])pg] L[Zi]}. In that sense, the nonmyopic approximation seems

closer to the "exact" multi-sensor data update than the myopic approximation.

5.4.4 Elements of comparison between the three approximation methods

Although these approximations are currently implemented with particle filtering methods, no Monte Carlo
runs have been implemented yet; thus it is fairly difficult to compare the three approximations with regard
to the "exact" multi-sensor data update, concerning their complexity as well as their accuracy. The current
version of this document aims at describing these approximations rather than testing and comparing them,
this next step will nevertheless be necessary in further studies.

The easier aspect on which these approximations can be compared is perhaps the complexity. Assume
that, at current step, each sensor ¢ produces an average of M measures. Assume also that the PHD is
implemented with a particle filter, i.e. the time updated density Dy ) is approximated by a collection
of weighted particles {w;, x;}, the current number of particles being K. Recall that in the single-sensor
data update (see ([BH)), the generic cross-term has one obervation functional g and one state fonctional h.
Therefore, the generic cross-term can be set in any one of the M measures of the current sensor and/or
any one of the K particles; the number of cross-term to compute is roughly K.M. By construction, the
three approximations are merely sequences of N single-sensor data updates; indeed, the construction of
each corrector (see definitions BH, B6 and B7) is similar to a single-sensor data update (see theorem EL2).
The number of cross-terms N”""** for each approximation roughly N.K.M and we have:

NGPP™o" ~ O(N.K.M) (66)
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Even though the approximation methods spare the computation of a large number of cross-terms (compare
the result above with result ([@d)), the most significant computational gain with the approximations is likely
to stem from the fact that the correctors have nice tractable expressions, whereas the multi-sensor Bayes
equation do not. That is, the computional burden of the generation of the terms in the general case (see
example ([3))) is unnecessary in the computation of the correctors whether product, myopic or nonmyopic.
However, the number of computed cross-terms is a limited criteria since it does not account for the fact
the cross-terms are different in each approximation methods, which may have an effect on the complexity
as well.

Comparing the accuracy of the three approximation methods through their closed-form expressions (&4),
BY), ) seems quite challenging. Should a closed-form expression of the "exact" multi-sensor data
updated density @Il) were available, one could use this density as a reference density to compare the three
approximated PHDs with the following criteria:

1. The expected number of targets according to each PHD;
2. The Kullback-Leibler distance between the normalized reference density and each normalized PHD.

Even if the closed-form expression of the reference density is not available, the same criteria should be
computed on Monte Carlo runs in further studies in order to be able to quantify the accuracy of each one
of the approximations. The following paragraph is by no means a rigorous and quantitative comparison,
it merely shows the differences between the four PHDs (the "exact" one and the three approximations)
on a very simple example.

n _
k41 =
{zgl]} and Z,[i]rl = {z?]}) For clarity’sake, 1 fp([il] () and 1 fp([f] (z) will be respectively denoted by qgl] (x)
and qc[f] (x). Furthermore, since there is only one measure per sensor, there is no association ambiguity
and therefore (2", LM (2), @ (2, L[Q[]Z] (x) will be respectively denoted by c!*l, LI ¢l? and L[]

21

Suppose that there are two sensors, each one produced a single measure in the current time (i.e. Z

(1]
21
The expression of the data update correctors in a given x € X (i.e. the ratio of the data updated PHD
Djt1)i+1(x) over the time updated corrector Dyyq)5(2)) for each method are:

First, the "reference corrector" is provided by the multi-sensor data update:

Dy 11 ()
ZhAlk+1\) ‘L[il] (:c)q([f] (z)

Djeq1ji(z)
. pa @U@ @)
AW + puslply! LGS + & [[ﬁ!,f[[;?[];ﬂ;]w
. gy ()P (x) L) (x)

uslpl L0 pR L121]

>\[1]c[1]+us[p£il]L[l]q([f]]
. P (@) LW (@)plf! () L ()
(1] (1] (71,2 12] +[2] 1,2l 721 W71, 712
(AHett 4 ps[py  Ltq ) (APl + pslqy pg L) + pspy  Litpg” LP]

A2l + s p LR +
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Then, the product approximation gives:
Dippra(®) 2
— = ~q, (v)q; (x
Dy y1ik(2) @ ()4 (7)

P (@) L @)y (@)

At 4 ps[pl L]

L 42 @pg (@)LP ()

A2l ps[pl L12]
(«

pa @)L @), (2) 1P (2)

(Altlelt] 4 Ms[ ML) (A2 el2) + pspl LI2)) (68)
Then, the myopic sequential approximation gives:
S o )
Py (@)L (2)g ()
At + ps[pl L]
. ag (@)pg (@) L) ()
ARIcl2) + puslgly pl L] + Wm
. Py (@)L > W ()pg (x) LI () (69)
(At 4 puslpl LY (A2 2] + puslgly'py LI2N) + ps[ply LUpf L12]
Finally, the nonmyopic sequential approximation gives:
Dol o e e)
Py () LW (@)} ()
At + pusfpl L gR)
. a1 (@)p () LP) (@)
e+ sl LY + AL
Py (@) LM @)plf’ (x) L () (70)

T 7 0.2 [0 2l M7 1.2
(MM + ps[py LMy ) (APIeP + ps(qy g LPI]) + pslpy LMpy” LI7]

The first expression (7)) is simply the multi-sensor data update equation ([Il) applied to this example;
it is the reference corrector in the sense that one would like the approximation to be as close as possible
to the multi-sensor data update equation. The last denominator is a normalization over all the state
space of the association likelihoods, it denote the likelihood that the two current measures are produced,
either by two different sources ((AMel!) 4 us[pl[il]L[l]q([f]])(/\[Q]c[Q] + us[q([;]pf]L[Q]])) or by a single source
(;Ls[p([il]L[l]p([f]L[Q]]). Modifying each fraction such they have this same denominator provides an intuitive
interpretation of the corrector. For example, the second term becomes:

i (@) LV (2)ql] (2). (AP ) + pus[gly p L))
(Al 4 us[pl L)) (A2 el2) + pusfay p L20) + puslplf L) L2
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which denote the relative likelihood that, given the two current measures, the (eventual) target in x

produced the measure zgl] but was undetected by the second sensor (pg] (z)LM (:z:)qc[f] (x)), whereas the

second measure z\) was produced by another source (A2c[2 + us[qg] pEIQ]L[Q]]).

A quick glance to the approximated correctors shows that the four numerators are identical to those in the
reference (B7), that is, the four possible target in z-to-measure associations are covered. However, because
the measures are processed sequentially (per sensor) rather than in a whole, each approximation fails
at enumerating all the measure-to-target associations in the normalization terms, hence the differences
between the denominators in the approximated correctors and in the reference corrector.

In the product corrector (B5]), the batch of measures of each sensor are processed independently; therefore,
the associations of a single source to measures from different sensors are never covered. In the example
above, it is clearly shown since the multi-sensor cross-term us[pg]L[l]pg]Lm] does not appear. Further-
more, cross-terms such as A2 + us[qc[ll]p?]L[Q]] are approximated by A2 ¢2l + us[pg]L[Q]] which fails
at considering multi-sensor interaction. Note the expression of the product corrector is symmetrical with
respect to both sensors. The strong advantage of the product corrector lies indeed in the fact that the
resulting density does not depend on the order in which the sensors are processed.

In the myopic corrector case (), the sensors are still processed sequentially but at each step, the input
is the density resulting from the processing of the previous sensors rather then the time updated density.
In the example above, it means that the processing of the first sensor is equivalent in both product and

Wy 7 [ ()0 [2)
Py (@)L (2)qy () : :
AT e o fpH 210 appears in both (B8) and (Bd)), but the processing of the

second sensor in the myopic case does include multi-sensor interaction with the first sensor, whereas the

myopic correctors (the ratio

product approximation does not. Note that the approximated normalization A\l + us[pg]L[”] (rather

than AYelt) 4 us[pg]L[l]qLQ]]) does appear in subsequent denominators in the myopic case. Indeed, the
denominators are constructed recursively (see equation (B0)) and initial approximations propagate through
the sequence of denominators. On this example, the myopic corrector seems "closer" to the reference than
the product one is, but this proves by no means the superior accuracy of the myopic method. Note that
the myopic corrector is inherently asymmetrical with respect to the sensors, the order in which the sensors
are processed could be an important factor contributing to its relative accuracy.

The nonmyopic method ([{d) aims at smoothing the successive approximations propagated through the

denominator of the myopic corrector. In the example above, the cross-term A\ el + us[pgl]L[”q([f]] which
is computed during the processing of the first sensor does take into account the second sensor as well.
Since this "exact" cross-term is propagated in subsequent denominators, the nonmyopic corrector seems
event "closer" to the reference that the myopic corrector is. Note that the nonmyopic case shares the
assymmetry issue with the myopic one.
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6 Conclusion

This section will be filled when further work will allow the comparison of the several proposed extensions
through proper simulations.
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7 Mathematical proofs

7.1 Property ([3)

Proof.
0G oG .
= oo (using (TD)
G[h + €.0,] — G[h ,
_ iy Shc+e] =Gl asing @)
_y h(z1) + €0, (z1) — h(z1)
e—0 €
0z (1)
[l
7.2 Property (I4)
Proof.
0G oG
5 1= 5, 1 (using (TI)
G[h + €.0;] — G[h .
:P—% [ +€€] (1] (using @))
() + 8 (@) f(@)dx — [ () f()da
e—0 €
= f(x1)
[l
7.3 Proposition 3.1
Proof.
0"G= snhY
5$1...5Trn [h] = 8x...0%, f=(Y)oy (using ()
= Z /X h(yl)...;—xhl(yil)...%(yin)...h(yp) Jzp(Y1s -Yp)dyr...dyp

1< 7& Fin<p

= Z /Xp Do (B Gay (Yir) O (yin) - (yp)) Gz p (U, - yp)dundyy,  (using ([T3)

1ISii#.. . Fin<p

Setting h to 0 gives:

5"G— .
n,/ (021 (Yir) -0, (Yi)] G20 (Y15 Y0 ) Ay ..y,
xn 1<11;£ Fin<n

6y...02,

= /;m 00 (Y1) -2, (Yn)] J2n (Y15 - Yn)dy1 ...dyn

= jan(T1,...Tn)
= f=(X)
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7.4 Theorem [3.1]
Proof.

"Gy, / Ch vy (using @)
_— = _— J= ustn
0xy...0%y, 0xy...0x," g

oh oh .
:Z / {h(yl)---é—(yn)---é—(yzn) Byp) | d2p (Y1, --Yp)dyi-.dyp
v 1<mé Fin<p o on
= Z / (h(y1)--- 0z, (Yir) -0, (Y3 )---P(Yp)] G2 (Y1, - Yp)dy1 ... dyp (using (I3))
T 1<mé Fin<p
Setting h to 1 gives:
5 GH .
Z / Do 6 i) (Wi Gz p (U, yp)dyn .y,
YU #. #in<p
0o An
/ Oy (Y1)--0a,, (Yn)) J2p (Y1, - Yp)dy1...dyp
= 2_7/ JEp(T1s ey Tny W1, ooy Wp—p ) AW ...dWp—p,
p:n(P n)!Jxp—n
= 217 XPJE,ern(xl,...,xn,wl,...,wp)dwl...dwp
p=0
:/fg({xl,...,xn}UW)(WV
= D=(X)
O

7.5 Proposition
Proof.

/hny(Y)5Y = Z%/Xn (Zh(yz)> jE,n(’yl, ceey yn)dyldyn

=3 = hy)iza, o yn)dyr...dyn

n=0 n! xn
= E ,/ h(y) (/ ]E,n(yawlv'--vwn1)dw1---dwnl> dy
n:l(n LY xn-1

hiy (Zm/ JEmt1 y,wh---,’wn)dwl...dwn) dy

- J
= [ 1) ([ =t owow ) ay
/.

h(y)D=({y})dy
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O
7.6 Theorem B.3
Proof.
D)) = 1] (using (TD)
= [[omr|  somiaw (using @)
L h=1
-1z (%@[huwm [h]W\{w})] f=(W)
LweW h=1
- [ (Gem [h]W\{w})] J=(w)ow
LweW h=1
-/ (Z %[1]) F=(W )W
weWw
_ / S Du({a}) f2(W)ow (using (D)
weW
Setting h,(w) = D, ({z}) and using [IR) gives:
D)) = [ holw)D=({uh)du
— [ D)) D=}
O
7.7 Theorem B.2
Proof.
[ Dttt z®)do = [ 15(2)Du((}29)da
S
= [156a) ([ (@ entriz sy ) as (using ([)

_ / < / 15(z)5y(z)d$> Fep(Y125)5y

:/|Yms|fk\k(Y|Z(k))6Y
=E(|ZEr N S)

But, according to the definition Tk

/sDklk($|Z(k))d$ =E(|Exr N S))

Thus, [¢ Dyx(z|Z™)de = [ Dy ({2}|Z™)dz and thereforeDy (2| Z*)) =

erywhere.
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7.8 Proposition @1l
Proof. Conditionnaly on the multi-target set X = {z},..., 2%} the RFS Ep1)k equals to:

- =E 1 =E =S 1 =S =B
Ertlk = Sppae(@r) U UEL (@) UEL 1 (@r) U e UL () U E
where:
® 7,1, (2}) is the RFS describing the evolution of the i-th existing target;

. Ef 41| k(xz) is the RFS describing the creation of spawning targets originating from the i-th existing

target;

. EkB—i-llk is the RFS describing the creation of spontaneous birth targets.

Since EkEH‘k(z};) equals to:
e () with probability 1 — ps(z%) (target i dies);
o {y},y € X with probability f£+1\k(y|z2 )ps(xh) (target ¢ survives and evolves to new state y);
e Y € X" n > 2 with zero probability.

its PGF1 GEkE+ equals to:

1\k(zi)
GEE+1\k($Z)[h] :/th]i_llk(YM};)(SY

= Jzp,, o) + th(yl) Jzp,, @oay) dy
~— —
:17p5(mi_) :fli,l‘k(ylll;c)ps(mz)

+ Z—,/ h(yn)--hp) Jzr, | at)p U1 ) dyr-..dyp
p_2p- xr

=0
— 1 pu(al) + / h() £y o () ps ()

=1 _pS(‘T?c) +Ps($Z)Pf($Z)

Denoting by p3(zi) = fhyf,fﬂ‘k(ﬂx?;)é}/ the PGFI of Efﬂ‘k(z};) and by pP = fhyffﬂ‘k(Y)éY the

PGFI of EkB—i-llk and using the product rule of independent PGFls (@), we have:

GrerwlhIX] =TT (Gzz., o) TT (Gss,.,ol) Gep, 0]

reX rzeX
= (1= ps+psr) (05~ 28

10Remember that "splitting" targets are not covered by the transition process but by the spawning process.
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7.9 Theorem A.1]
Proof. Using the definition of the PGFI (@), we can write:

Grrklh] = /hyfk+1|k(Y|Z(k))6Y

= /hY </ fk+1|k(Y|X)fkk(X|Z(k>)5X> 5Y (using ()
= [ ([ ey 13057 ) fun(x120)5

— [ G bl X1 6120 (using @)
= [t o) ¥ 05 i (X205 (using @)

=i / (1= ps +pop)-03) ™ frn(X| 200X
Let ® be the functional ®[h](z) = (1 — ps(x) + ps(x).pE (x)).(py (x)), then:
Gusielh] = pf. [ (@[ Fun(X|209)5X

= i -G 2[1]] (using (&)

Then, using the caracterization of the PHD as a set derivative of the PGF! [23) gives:

D) = | " o]

h=1
B
_ [5%} Gunl®l]+ pF . [‘“j’”k [@[hﬂ]
T | ph=1 %/—’B \C’/ v il
A D

Since kaHlk(z) is the PHD of the spontaneous birth multitarget RFS EkB—i-llk with PGFI p?, using @3)
again gives:

5pB}
A= [—h =02 .(2)
St et k+1|k
Then, one can note that, for all x € X:
O1](2) = (1 — ps() + ps(x)p7 (2))- (07 ()

_ (1 ~pa() +ps(x)./1(y)fzf+1k(9|$)dy) . (/ 1Yf;f+1|k(Y|a:Z)6Y)

L= pu(o) 4 pula). [ SEeololdy || [ 52V Ial)sy

=1 =1

=1—ps(x) + ps(x)
=1
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Then, since ®[1] = 1:

B = Gy [®[1]]
= Gpp1]

= [ funtviz®)sy (using @)
=1
Using once more the definition of a PGF! (@) gives:
C=pf = /1Yf1?+1\k(y)6y =1

Finally, we have:

D= |[“Fiam)] = Dunte) (using @D)
h=1

where ﬁk‘ 1 denotes the moment density corresponding to the PGF1 Gy, [®[h]]. Denote by ®,, the PGFI
®,[h] = ®[h](w) and D,, the corresponding moment density. Then, since ®[1] = 1, proposition B3 applies
and we have:

D= / Do ({e}) Dege({w})duw

/{ o :|h_1
= [ 122vm] Dyetw)dw (using (E2))
/{ o L—1
Then:
0D,

= () (0B ) 800 + (0= ) + ) ) (00 )

Setting G[h] = pF(w) = [ h(y)f,f+1|k(y|w)dy and using property (@) gives:
0P B s B o s
D00 1) = (w0 £y ) () + (1= pai) + pa) 2 () (o)

Therefore, by setting h = 1, one have:

50, P

] = e o)) + (1 = )+ 0 2 ) | )

h=1

That is, since bfﬂ‘k(xhu) is the PHD of the spawning multitarget REF'S Efﬂ‘k(w) with PGFI py (w):

] = ) £ o) )+ 0 = )+ ) 2 ) ) (using ()
= p) )L+ (1= pa) + () B3, o)

= ps(w)f;f+1|k($|w) + b€+1|k(z|w)
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Hence, D = [ (ps ka‘k( z|w) + bk+1|k(x|w)) Dy (w)dw and finally:

Dsiti(®) = 4.8 +C.D =Wy (w) + [ (paw)fyeale) + b e lafe)) Dug(w)du

7.10 Proposition

Proof. Since fz is Poisson, f=(X) = e *[[,cx I(z). Let X = {x1,..,2,} be a collection of distinct
elements from X. Then:

/f— {z1, ., zn } UW)OW
= ZﬁAij’p+"(xl""’x"’wl’""wp)dwl"'dwp

[I]

= l e —A - - w W
;Op!/m Hl 1;[ )) dw....dw,
T3 [ ] dur i,
=1 p:O j=1
= - T e 3 i w ’
~luen 3 ([ 1w )
= H (I(x;)) .ef/\.zi')\p
i=1 p:Op'
:HI(xZ—)

Furthermore:
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7.11 Proposition

Proof. Conditionnaly on the multi-target set X = {z},...,z7} the single-sensor/multi-target observation
RFS X1 equals to:
o 0 FA
Sir1 = B4 (@) U USE (27) USY

where:

. Egﬂ(x@ is the RFS describing the observation of the i-th existing target;

o X4 is the RFS describing the false alarm process.

Since £¢, , (z}) equals to:
e () with probability 1 — pg(z) (target ¢ undetected);
o {z},z € Z with probability fC,,(z|z})pa(z}) (target i produces a measure z);
o 7 € Z" n > 2 with zero probability.

its PGF1 GEQH(I};) equals to:

szo+l(m}'€)[g] :/ngl?+1|k(z|z?c)5z

= Jxo,, @i)0(?) +/ 9(21) Jso (i) (1) dy
—_—— —_—

Zl
=1-pa(z} =0, (2wt )pa(ai)
=1
+Z_|/ 9(21)...g(zp>jzkoﬂ(mi),p(zl,...,zp)dzl...dzp
p_2p- Zp
=0

=1 —pa(z}) + [ 9(2) 1 (2} )palay)dz
=1-pa(},) + pa(z})pS ()

Since the RFS X%, is Poisson, according to proposition E2its PGF1 Gyra equals to Gyra [g] = eMelal=A,
Then, using the product rule of independent PGFls (), we have:

GrrlglX] = H (G2k0+l(z)[g]) Gyra 9]

k1
reX

= (1= pa+pap)~ e
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7.12 Proposition 4.4

Proof.
We have:
)
ﬂ[gv 5z] = %ﬂ[gv h]

= % (Aclg] — A+ ps[h(1 = pa)] + pslhpa.pS] — )

= ([ ) = patwpstwre) 4 ([ st sty )

— (1 = pa(@))s(x) + upa(x)p? («)s(x) (using ()
Furthermore:

]
Bl6..h] = 5= Blg.

_ % (Aclg] = A+ pslh(1 = pa)] + pslhpa-pg] = 1)

£ ([ stetwae) 4 [ 1mato) 3 ( [ atw) s ulolan) sty
= ee) [ ba)pale) fin (o) sl (using ()

=L.(z)

=A

= Ac(2) + ps[hpal:]

Finally:

315..6.) = < Bl6.. ]
9
5

(Ae(z) + us[hpaLy))

Sy < / h(w)pd<w>Lz<w>s<w>dw>
= ppa(x)Lo(z)s(x) (using ()

7.13 Theorem
Proof. Let F|g,h] be the two-variable PGF! defined by:

Flg.h] = / / WX 07 foss (Z1X) o (X 200)5X 62
= /hX (/ngk+1(Z|X)5Z) Frr(X1Z28)5 X

= /hXGkJrl[9|X]fk+1\k(X|Z(k))5X
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Let Zy+1 = {#1,..., zm} be the collection of current measures. Differentiating F'[g, h] in points z1, ...

gives:

om §m
———Flg,h = [ h¥ | — X X|zMsx
[621...6zm 9, ]L—o / {521_“5sz1€+1[9| ] g:Ofk+1|k( 1Z2)

= / WX fri1 (Zesa |X) frann(X |1 Z0) 6 X

Therefore, the PGF1 G144 of data update multi-target RFS = )41 is:

Gryjhr1[h] = /h Frppper (X256 X
:/hX fk-i—l(Zk+1|X)fk+1\k(X|Z(k)) 5X
I o1 (ZerdlW) frpr e (W28 oW

T s (B X) fren (X 20)5X
f Jrt1(Zrta |W)fk+1|k(W|Z(k))5W

) |55 Flo. ]

[#T}ZMF[Q, h]]

g=0,h=1
Then, using ([Z3), we have:
Dk+1|k+1(z)[ Grtilkt1 [l ]
h=1
6TL+1
|:6z1 ézmSzF[g’ ]i|g 0,h=1
|:§zl §zm h’:|g 0.h=1

7Zm

That is, the data updated PHD Dy ;11 is the ratio of set derivatives of the fundamental PGF1 F[g, h].

Now, F'[g, h] must be constructed explicitely. We have:

Flg,h] = / WX Gy 9 X) o (X1 20)6 X
:/hX(lfpd +pap) X A k(X 26X

Mol — X
erld] A-/(h(l—Pal-Fpal-P(g))) Fran(X1ZW)6 X

= I Gy [B(1 = pa + pap?)]

Since fk+1‘k(X|Z(k)) is assumed approximately Poisson With intensity us(x) and parameter p, according

to proposition we have G, [h] ~ et-s=r with s[h = [ h(z)s(z)dz. Therefore:

Flg,h] = €kc[g]_’\-Gk+1\k[h(1 —Pd erd-??)]
~ erelgl=A+ush(l=patpa-pg))—n

~ Pla:h]
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The data updated PHD Dy 1541 can therefore be computed using set derivatives of the generic cross-term
only:

smt1
[m...azn(st[gah]}
o R h}
|:6z1...6zm [g’ ] g=0,h=1

[1( 5 eﬁ[g,hl)}
dxr \ 0z1...02m g=0,h=1

eBlg h]}

g=0,h=1

Dy i1t (z) =

12

{5 g 9=0,h=1
~ [ (ePloM T, 5[5Zi’hm9:07h21
T [ePlen TR, Blo-,, hﬂgzo,hzl
(80, 02] 0TIy 810, ] + X0 S5, (518,62 1, B10-, 1] )
[eﬁ a:hI TT, B[6, Hg:o,hzl

g=0,h=1

12

ﬁ
t 2
2EZK 4

~ (1 = pa(z))s(z) +

2€ZKk 11

ppa(r) L (x)s()
Ac(z) + ps[pal:]

L.(x
~ | 1= palz Z Ac(z —1—),us[(pd>L] s (@)

2€20,41

Finally, since the time updated RFS X)) is assumed Poisson, its intensity pus(x) equals its first order
moment Dy ({z}) (proposition EE2) or, equivalently, its PHD Dy ;(x) (equation [£2)):

x)L.(x)
Diap(@) = | 1=pal@)+ > (= +Dk+1|k[de] Diaie(z)

2€20541

RR n°® 0123456789



Multi-sensor/multi-target PHD filtering 48

7.14 Proposition Bl

Proof.
We have:
ﬂ[g[l]v 7g[N]55I]
0
N
Z ALl [glal) — ATy 4 s hH ( P 4 Iy [J]) iy
j=1 j=1
N
02 [ Ul ] d
s H w) +pg (w )pgm (w) ) s(w)dw
j=1
N
O,[j
=TT (1 =ri) ol ) o)
Furthermore:

5[9[1]7"'762'["1]7'“75 lonr] g[N] h]

oM N
5[9[”,---79[ N

52[‘71 Ozlom]

N
52[01 5Z[O-M (Z )\[] j] + s [h H ( pj] er J g[JEJ])] - M)
(f g () [T (21 )z

)\[01}0[01](2[01])+M/h(x)pgl H (1 m( )—l—pm( )pojg]] (ac)) s(x)de (M =1)

62 01] Jj#o1
- M [ gloil(2) )2 1 (z|ac)dz
w [ 1 IT | o) il 52"; ) ¢ (1[1 ! (1= 2@ + P @ @) st@)de - (M > 1)
i=1 jéo([1 M

o1 o1 o1 (e} O,[o o1 O,[7 _
NG 4 [ el ) S0 G e) TT (- ) + @) starde (a1 =1)
—/_/4 o1
7L[01] ( ) J¢

zlo1]

M
o O,loi](lo; O,[j
p [0 T [ @ 26 | T (1 @)+ i@ @) stnde (01> 1)
=1 Jgo([t M)

_glog]
=L 5@

Aol (o) 4 g |:hp[01] =T ( 4 plilp om) (M =1)

g[J]
Jj#o1 |

18 |:hH< z]L[m ) H ( [J] +p[J] ;gﬂ) (M >1)

j¢o([1 M])

RR n°® 0123456789



Multi-sensor/multi-target PHD filtering 49

Finally:
B[g[l] . 6 zloals ,(S lonr] ag[N] ) ]
- 5[ 0, s 8 e, ---,52[”4],...,9[1\’],}1]

H% /h(u})pl[io'l](w)L‘[:[.;]l](w) H (1 [J]( )er[J]( )pO’.m (w)) s(w)dw (M = 1)

glil
Jj#o1

nl / nw) [T (5 @7 @) TT (1= o)+ G ) stwydw | (01> 1)

. =1 igo(ll M)

:MH< [Uw [Uw] (:c)) H (1 [J]( )er[J]( )p_f[;gj] (:c)) s(z)

J¢o([1 M])

7.15 Proposition

Proof. Let 2! be the observation RFS of the j-th sensor, with density f[j] and PGF1 GY! . The current
k+1 o k+1 E+1
j

observation Zj41 is the "union" of current observations Z
single-observation space ZUl. Therefore, the set-based data update equation () can be written as follows:

'+, Which are defined on (eventually) different

Fr1(Zig1 | X) fropa 1 (X | Z3)
I frs1(Zir W) froqa s (W ZR0) W

T (L ZEL1X) ) fen(X120)
TS (F2L EELIW)) fa (W1 Z6)0W

Fratpar (X[ 20Dy =

Let F[g!, ..., g™ k] be the N + 1-variable PGFI defined as:
N
Flg!, .. / / H (2" il (z U1|X)) sx5zM. 57N
= /hX H

Jj=1

(@ 206210 ) X120

- /hX ﬂ (GEL11971XT) Frann(X 1200 X

Jj=1
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Let ijjrl = {z [j][j]} be the collection of current measures produced by sensor j. Differentiating
Fl[g, h] in points z[ ] ...,lel][l], ...,ng], "'727[7]:?1\/] gives:

m + Am[N

024 ...5zm[1]...5zl o2 [N] o1, .. gl¥I=
1 omul il o ®)
= / 11 WGICH[QJ | X] S (X[ZY)0X
J=1 # Zmlj] glil=0

N
/ H ( 1 []11|X)) fk+1\k(X|Z(k))5X

Therefore, the PGF1 Gj41)x41 of the data updated multi-target RFS Zj 1541 is:

Gry1ps1[h] = /thk+1\k+1(X|Z(kH))6X

:/hX [T (fkﬂ( Z{311X) )fk+1|k(X|Z(k))

0X
IHJ 1 (fk+1( +1|W)) Ses1e(W|ZE))W
th (fk+1( k+1|X)) Frerr (X235 X
IHJ 1 (fk+1( k+1|W ) Ses1e(W|ZF))6W
sml+...+m[N] ] (V] :|
Flgtl, ..., h
|:5Z[11]”"SZLIL]D]v»»52[1N],..§zL1LV[]N] [g g ] Jli1Zo,... oMo

§ml1l+...+m[N] Flglll (N] p,
1] 6] N] ) (gt ..., g™, h]
|:5zl ...ézm[l]...ézl ...ézm[N] e

Then, using ([Z3), we have:

1)
Dyyajpsr(w) = |:EGk+1k+1 [h]}
h=1

5 sml+. . +m[N] (1] (N]
{E (6z“] 5200 eV s N Flg™, ..., ]
1oy gll=0 [N]=0,h=1

m[N]

......

smlll+...+m[N] Flall N p,
5,0 N _5,1M] g, ..., gVl B
[5 IR SN SO
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That is, the data updated PHD Dy, ;41 is the ratio of set derivatives of the fundamental PGF1 Flg™M, ..., gV, A].
This PGFI can be written:

=

FlgM, ..., g™ h] = /hX (GEgJ]d[gUHX]) fk+1\k(X|Z(k))5X

<.
I
—

N
AN\ Gl gl L] .
- / hXH<( P+ B p Q) A e A’)fk+1|k<X|Z<k>>6X (using (E1))
j=1
X
N 1] old] [l — \14] 5 [4] 1] k
:H(e/\ g - )/ hH(l—p +p]- gmj) fk+1|k(X|Z( ))5X
j=1 Jj=1
N (Ul gl O,[j
— it (Ve g -ab Gk+1|k hH( ]-Pgug]])

Since fiq1x(X|Z (k) is assumed approximately Poisson with parameter p and intensity ps(z), according
to proposition we have Gy q,[h] ~ etst=1 with s[h = [ h(z)s(z)dz. Therefore:

ble bh—
Flg,h] = eZim W2 gy hH( p”+p”.0m)

er-Vzl(k“]cm[g[”]—/\[ )+us[h1'[] 1<1 —pl 4 pl p [,J[]ﬂﬂ_u

And finally:

5 sl mIN) . N
[E (52[11 LRSI Flg™,.... g™, 7]
1 T ma] m[N] glt1=0,....9 [Nl=0,h=1

Dii1jps1(x) =

sm1l+...+m[N]
LA S ]F[gm, ey gV h]]

3o
|:JA( 0 6?1[]1]*.#?;9[]]\[] V] eﬁ[g“],---,gm,h])}
x 525 _..ézm[l]...ézl ...(5zm[N] gll=0

12

sm[1l+...+m[N] 8] (1] [N] h)
T T ~ ~T— € ghhengttty,
_525 ]...6z£n][1]...6z£ I 520]
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7.16 Proposition

Proof. The multi-sensor cross-term set in target state x can be reformulated:

B[g[l]a ---ag[N]aéz]

(1= o @) + ) @) (@) s(e)

=

Il
-

=p
J

i~

I

q=1 \j€Ps(q)
If 3p € [1 P,z € Pr(p) then:

ﬂ[g[l]v 7g[N]55I]

=u [T (1 =o@ +of @l @) I1

JEPs(p) q#p

[ (1-od@+pd @l @) | s@)

JE€Ps(q)

—u IT (1=@ + o5 @l @) ) s(a)

Otherwise, 2 € Pr(0) and therefore:

B[g[l]a ---ag[N]aéz]

P
=ulI| II (1-pl@+pi @ el

JEPs(p) -0 -0

|
=

The multi-sensor cross-term set in measures z[71) ...,

B[g[l]a sy 6Z[<’1]a ceey 62["M]a 7g[N]a h]

Jj#o1

" hH( et )j¢o<l[_1IM1> <1
b

)\[Ul]c[all(z[al])+MZ/ h(z)p([i ](
q=0 Pr(q)

P M
> [ @ I (@l

g=0"Pr(a) i=1

RR n°® 0123456789

)\[al]c[ol]( [o1 ])+M5 hp[al] [7;]1] H (1 p[J] +p[

41,,0,17]

g[J]

p[J] +p[J] ;EJ]

2@ IT (1-
Jj#o1

@) II (-
jgo([1 M])

=0

)
)

o
H 1 _p[J]( )+p[J]( )pg[jgi]
S~ =

=0

zl7m] can be reformulated:

(M >1)

pd () + v (@)p;

pd (@) + v (@)py);

()

1]
glil

)17]

glil

(1)) s(@)dz (M =1)

())s(z)dz (M >1)
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If 3p € [1 P],o([1 M]) C Ps(p) then:

B[g[l]a "'762;[‘3’1] ,(SZ [oar] ag[N] h]
)\[Ul]c[ﬁl](z[dl])

i /P el @LE@ ] (1o @+ @M @) T (1 oH @) + @) 0GP @) | sty

JEPs(p) J¢Ps(p) -0 -0
Jj#o1

Jr,LLZ/PT(q) h(:c)pl[fl]( )L[Ui]l]( ) H (1 [J]( )er[J]( )p;;gﬂ(x)) s(z)da

_ a#p ~ J#o1
M o, o
o r@[] @) T (e l@ndf @) T (1w @l ) s
Pr@) = J€Ps(p) ¢ Ps(p) — T
Jj¢o([1 M]) N N
M o
sud [ @[] (@@ ) T (1@ + sl @) s
arpPr@ =1\ igo ([l M)
Al elenl 1oy 4 / @y @@ T (=@ + ol @pll @) sz (=1
Pr(p) J€Ps (p)
Jj#o1
= M
o o; O,
o[ n@ ] @L @) T (1@ + @l @) ste)ds (M > 1)
Pr) = J€Ps ()
Jj¢o([1 M])
ANrdeln ol s | np L7 T (1= ok + 00 (M =1)
JE€Ps(p)
_ Jj#o1 p
s hH( ol ;;]1) H ( [J]+p[J] O[J]) (M >1)
j€Ps(p)
J¢o([1 M]) p

= Bp[g[plla '-'762[01] ) '-'76Z[UA4]7 -“’g[Pnp], h] (USZTLg prop. m)
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Otherwise Ip1,p2 € [1 P],p1 # pa2, Ji1,i2 € [1 M],i1 # ia,04, € Ps(p1), 04, € Ps(p2) and therefore:

Blg™M, oy 80011 e Ootonsy e gV B
o o, o o O,
—u[ ﬂ(m)LH;i](x)H(pL L @) II (=@ + el @po (@) s(@)da
Pr(p1 —— 7

I i#ia Jge([1 M])
iy iy T g O,[j

b b g @ L] @ T (o @L) @) (1= @) + P @0 @) s(w)da

Pr(p2) “’:0 iia jgo([1 M])

0'11 Oiy o (of? O,[j

> / i @) LT @) TT (b @L% @) T (1= @) + 6 @l @) s(a)de

ap: 7 Pr(@) “’—’_0 iiy igo((1 M)

qF#p2 -
=0

The bounded cross-term set in observations z[7!, ..., zl7m] and target state = can be reformulated:

ﬂ[g[l]v ceey 52["1]7 ceey 52["M]7 cey g[N]7 51]
M o,

[T (PP @rsh@) TI (- @ + e @pl @) s@)
i=1 jgo([1 M)

If 3p € [1 P],o([1 M]) C Ps(p),x € Pr(p) then:

B[g[l]a"'aéz[ffl]a'“aé lonr] g[N] 6]

M
e e O, O,[j
=] (W >LL[UL<x>) [I (-sd@+o @l @) T1 (- @+ @ e @) | sta)
= i ; —— =
i=1 JE€Ps(p) i¢Ps(p) -0 -0
j¢a([1 M])
M
(ex) (ex) 01 j
[T (@5 @) TI (=@ + o @pl @) s(a)
i=1 J€Ps(p)
j¢o([1 M])
= ﬂp[g[m]a ey 5z[°1] ). 5 Zlonmly [;an],é‘x] (USing prop. m)

Otherwise, either x € Pr(0) or Ip1,p2 € [1 P],p1 # p2,Ji1 € [1 M|,z € Pr(p1),0i, € Ps(p2) and in both

cases p¢[1 1]( ) =0 so:

B[g[l]a"'aéz[f’l]a'“a& loals ’g[ ] 6 ]

_ ol o] [o4] [o4] (5] (5] O,1[4]

—upy @ LT @ IT (@l @) T (1= @) + 0 @l @) st)

Sloiq]
i#is igo(l M)
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7.17 Proposition B4
Proof. Using the general PHD data update equation (#Il), we have:

) |
T\ bz; ...ézm[l] 0zg Oz, mIN] gll1=0,...,gIN1=0,h=1

Dyt (z) =~ {

smlil+...4+m[N] eﬁ[g[1]7~-~79[N]7h]:|

T T N
6z£ J "'6z£n,][1] ...6z£ 1.6z gl=0,.... gINI=0,h=1

s+ +mN] [ 8lgM, gINT R
. _3[gl1] N . .

The quantity e =Pl g7 0hl, is a sum of numerous terms, each one bein

q y BEENE NT < _[N] ) g
02y ...§zmm...§zl ,..§zm[N]

. . 1 1 N N
a product of set cross-terms in various measures among zg ], ...,z[] oy 2NN such that each
m[l]’ [ N ’ m[N]

measure appear once in every term (see example [@3) and the following explanations for the illustration
on a simple case). Since all cross-terms set in measures produced by sensors from at least two different
sensor partition elements Ps(p) and Ps(q) vanish (see prop. B3), terms with such cross-terms vanish and
we have:

gmAl+...+m[N] (eﬁ[gW g™, h]) gmlpil+-Amlpn,] (eﬁ[g[”wvgmyh])

o Bl g™ n]

P
_ H Bl g™ h)

5Z£1}---5Z 5Z£N] 5Z[N] 5z[p1] Szl 6z[p"p]...6z[pn"’]
m[p1] m[Pnp]
Thus:
smlU+...+m[N] (emg“mgwhhl) p [ gmlpiltAmipn,] ( 1)
_ o~ (P=1)Blg g™ ) I
o= 620l s s N P N N L B S [p”;j]

Taking the differentiation in any point x € X gives:

5 5m J+...4+m[N ](eﬁ[g[l],...,g[N],h])

L N R B S S

[N]
. p [ gmipilteAmipn,] (eﬁ[g[l],m,gm],h])
= ¢~ (P=1)Blg" .97 0] —(P— 1)5[9[1], ---,g[N],5z] H

p=1 52?1]...527[2371]...52517”’)]...52[1)”"’]

m[Pnp]
P s f§mlpidtetmipa] ( gmlanl+.+mlan,] (eﬁ[g[”,---,gm,h])
+ Z % 52[171 52[171 5 5 [p"p] 52[111] 52 lh] 52[‘171(1] 52[‘171(,]
p=1 mlpn,] / 97P ml@]T 7L T mgn, ]
Therefore:
smllt+mN] (Blalt ., Q[N],h]) 5m[m]+---+m[pnp]( Bl g[N],h]>
5 5
o bt bz 02 iz PO\ sl s s e
‘P
=—(P-1)8g", ...,g"™, 5]+
smil+...+m[N] (eg[g[l] ,,,,, gV n) ( )ﬂ[g R I]Jr 6m[p1]+,“+m[pnp](65[9[1] _____ g[N]Vh])
p=1
] ] [N] V] A Prp] Pnp]
8z ...6zm[1]...6z1 ...5zm[N] 525171]-“6'2321111]---521 D "'6Zm[ppn,p]

B

smlp1l+Fmipn,) (e/j[g[ll _____ o[N1 )
9™ 8
Tox [p1] (p1] [Prp] [Pnp]
6zy ...6zm[p1]...5zl ...6zm[pnp]

o gl .
The quantity e~?l9 is a sum of numerous terms, each one
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. . . [Pnpl [Pnp]
being a product of set cross-terms in various measures among 2", ..., 2P} . P 4
1 7 “ms[py]? " <1 PEXET] m[pnp

2 such that each measure and x appear once in each term (see example ([#4) and the following explanations
for the illustration on a simple case). Since all cross-terms set in measures produced by sensors from sensor
partition element Ps(p) and in state x € Pr(q) vanish if p # ¢ (see prop. B3)), terms with such cross-terms
vanish as well. Thus, if p # ¢, the only remaining terms are those where x appears in the set cross-term
Blgt, ..., g!N1 5,]. Therefore we can write:

] and/or in

smp1l+e .t mlpng] 65[9[1] _____ PIEAINN
B[yl [V] Sz
p Blgts g ba). gl < Tomp]
6Z£‘pl]...6zi‘i:[[z])1]...6zl ? ...6ZWL[ppTI'p] P 0
Zl smlpiltAmipng, 1 (a1l .. g[N] b (1' € T( ))
p=
[p1] p1] [Pnp] [Pnp]
02y ...sz[pl]...ézl ) mipnp]
B =
6m[P1]+...+m[Pnp] (65[9[1] ,,,,, g[N] ,h]) 6m[q1]+“'+m[‘1nq] <eﬁ[g[l],m,y[N],h]>
)
3 (1] [NV]
ox 6z£pl]...525[1’}1]...5z£pnp]...5z£:[r;1;]] 6[‘9 1 d ’51] 5Z5¢11] éz[q%]] 52[1’;"14] 52[’;7[“;]]
) ) p m(qy]™"" m Qn,q
smP1+ - Amipn,] (65[9[1] ,,,,, g[N]Yh]) + Z smlarl+oFmlang] (eﬁ[gm _____ g[N]Yh]) (SC S PT(p)vp 7£ 0)
q#p
[p1] (p1] [Prp] [Prp] la1] la1] [ang] [angl
dzy ...5zm[pl]...6z1 ...5zm[pnp] 6z ...5zm[ql]...6z1 ...5zm[qnq]
1 N
Pplgt, ... g, 6,] (z € Pp(0))
= o smipalt- Amieng] 65[9[1]7»»»79[1\”7’1]
0w\ sole1) gote1) 5ol 5 o]
T mlp]" WL[Pnp] 1 N
ST T mlpny] : . +(P=1)Bg", .., g™, 5,] (x € Pr(p),p #0)
e — eBlgt,....gIN1,h]
P1 P1 np np
R R e S R
Thus
s+ +m[N] eg[g[ll,m,g[N],h]
)
ox [1] [1] [N] [N
ox 0z1 ...ézm[l]...ézl ,..JZM[N]
677L[1]+...+77L[N](e/3[g[1] ,,,,, g[N],h])
ERNE NT =[N
6zy ...6zm[1]...6z1 ...6zm[N]
=A+B
1 N
Blgt, ..., g™, 6,) (z € Pp(0))
— 5 smpLlt tmipn ] ﬁ[g[l]7...7g[N]7h]
oz \ s lp1l s [p1l s [Pnpl o TPnpl
— (z € Pr(p),p #0)
T
6m[P1]+...+m[Pnp] eﬁ[g[l],m,g[N],h] )
5xp1l 5, lp1] Jz[p'”-p] 62[137113]
10 mpy 0% O, ]
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Which can be further simplified according to proposition

1 N
Blgt, ... g™, 5, (z € Pr(0)
— 5 5m[131]+~«+7n[pnp] eﬁp[g[P1],___,g[pnp]7h]
d s2lP1l 5 P .,.52[7)”7)]...52[7)”7)]
1 mp1] 1 m[pnpl (l‘ cP (p) P 7& 0)
T
6mr[P1]+...+[WL[PT]I'p] — eﬁp[g[m],___,g[pnp]ﬁ] ’
ézgpl]...ézz%] ...6z1pnp O P
P1] mlpnp]

Finally, setting g[!! =0, ...,¢¥ = 0,h = 1 gives:

|:(5i ( [1] 67111[]1]+M+:V[]N] [N] eﬁ[g[l]""’g[N]’h]>:|
T\ 6z ---5Zm[1]"'5Z1 ,..5zm[N] gll1=0,...,gIN1=0,h=1

om[l]l+...+m[N] [1]1'”1 [N],h
524t 521 521N 5] elo !
[0%1 0%m)-0%1 0%y

]}
] gli1=0,...,g[N1=0,h=1

_ 5 5m[m]+---+[m[p7]7,p] _— eBplg"1),..,g'Pr) p)
- ox 6z£p1].,.5232%111].--52117"17 .6 ni?ppn,p] glr1l=0 g[Pnp],O h=1
— (z € Pr(p),p #0)
ém[mH“%{:[FTF] rp] eBplg®1),....glPme) p]
ézgpl]...éz[p%] .02y S P
mpq] mlpny] g[pl]:O’_“,g[pTLp]:07h:1

That is, using (B):

N
[j]

fII(1-20@) | s@)  @ePro)

=1 ——

=0
— P 6m[p1]+m+m[pnp] eﬁp[g[pl]“”’g[pnrp]7h]
0w \ el gl szl satel o]
1 np glP1l=0,...,¢'P"r'=0,h=1 (x c PT(p) » 7& O)
)
gninl gl g, g
RYACRIN PCE Y I POl N Pird
1 m[p1] 1 nL[pn,p] g[pl]:01--.,9[””?]:0,h:1
ps()  (w € Pr(0))
5 smlpilttmipng] ﬁp[g[Pl],___,g[Pnp]7h]
= Sz [p1] [p1] [Pnp] [Pnp] €
021 ...5zm[p1]...521 ..,5zm[pn ] (1] [P ]
P g'P11=0,...,g" "P'=0,h=1 (1‘ c PT(p) p?é 0)
3
6m[P1]+...+[m[PT]1rp] : : eﬁp[g“)l],---,g[p"p]ﬁ]
s5xP1l  so el s WPmpl oo Pmp
1 m[p1] 1 mlpnp] g[pl]:01'”19[971,1,]:07}7‘:1
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7.18 Proposition

Proof. Let us prove by induction that for any sensor ¢ in [1 N] and any = in X, we have:

e I (= @) 2 @t @)
. 2 1, 1 J1
i) = (I (- sto) + 3 |

k<i 1<k | =1 %

1 k;’L kl
wiir) wppl @ L @) @) 28 (@)

LD Y DIEEDD G - Dent1(, ] Hs(@)

]
1<k <RI | 1=l ji=1 Deny, (Z_jl ). D ]M(ji )

The basis is trivial, using definition 6] we have:

sty = (2, o) ps(a)

pU ()Ll
Pl 4 (z)L:(z)
= 1- ps(x)
Z c[l] +M5[pd [Zl]]
[ . [11p5”( )L, (@)
= |1—-p, +27“ ps(w)

1 1
ji=1 Den[IV[]( [])
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Assuming that the induction is true up to step ¢ € [I N — 1], let us prove it at step ¢ + 1. Once again
using definition B8l we have:
[i+1]s[i+1]( )

I
i+1 i+1s i
= N )l s ()
» mli+1] Py @) L (@) N
= |1 —p5+ 1(30) + Z : : — J-m. : : lil ] (z)
SN 4l [l 2
Ji41
L DenliF (2 ][1;11]) |
_ [i+1] [i+1] (1 _p[k] (l‘)) -p[k ]( )L[k 1 ( )
i m[il]pd . )L Y H( (%] ) m[kl]k<'k;ﬁk1 ! ! o
=t @ it1 Jljll : L—py (2)) + ~ 5], kL
Jit1=1 Den [Jr ](Zj['iil]) k<i 1<ki<i | =1 Dengw](zj[_l ])

kl kl kl
mlk'] [k]p[ ]( )L[[kll](z)~~~p£l ](x)L[Z[k]ﬂ(z)

Tt ) DIEEDD kzh kT T ps(x)
Den[ ]( j[-l ])~~~Deng\4](zj[-i ])

1<k <kii | =1 ji=1

m[kl] H?g 1 (1 _pEIk] (l‘)) -pgc ]( )L[kl] ( )
_ K] S J
= H (1 — Dy (x)) + Z Z Den[zlvcjl](zg[‘]fll)

k<i+1 1<ki<i+1 | ji=1

I (=) @l @ el @ @)

mlk'] mlk] L

k<it1,k£kL ... k#ki
Tt > > DenE T ET  pon k]
1<k <hi<irl | 1=l gi=1 enyy (2, °) - Dengy(z5;7)

[I (-#l@) s @kl @

J1

m[k!

n Z Z k<i+1,k#£k!

1<ki=i+1 | j1=1

k1 k1
Dengw ] (Z][1 h
kl kl ki+1
wit mpeip ) @EE @) @ L (@)

+oeee 4+ 1 ]11 i1Zji+i11 MS(Z‘)
Z Z Z Den [k]( j[-lf])---DenE@+](z[k+]

1<k . <kigkitl=i+1 J1=1 Ji=1 Jit1 )

m[k'] B l_Ik;ékl (1 - p([ik] ($)) -pl[ikl](;p)LZ;l] (z)
= (k] <i+1, 1
= H (1 — Dy (x)) + Z Z DGTL[II;;](ZJ[»TI])

k<i+l 1<kI<i+1 | =1

Bl Bl pitl Eitl
i) mperpg  @LYG @) py @)L @)

+ e + e ZJI - Zjijl us(x)
Z Z Z Den[k ]( ][Ilc ]) o Den[k H](z[k +1])

1ISE KR4 | =l Ji+1=1 M Ji+1

RR n°® 0123456789



Multi-sensor/multi-target PHD filtering 60

Therefore, the induction is true up to step N. Then, using definition Bf once more, we have:
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