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Optimizing Performance of Ad-hoc Networks Under
Energy and Scheduling Constraints

Liron Levin, Michael Segal, Senior Member, IEEE, and Hanan Shpungin, Member, IEEE

Abstract—This paper studies the construction of power-
efficient data gathering tree for wireless ad hoc networks.
Because of their high communication cost and limited
capacity, a fundamental requirement in such networks
is designing energy efficient data-gathering algorithms to
ensure long network survivability. Two possible models for
the data gathering problem are explored: scheduling model
and the energy model. In the scheduling model the goal is to
minimize the makespan of the most congested node, while in
the energy model the goal is to maximize the lifetime of the
network. We present a number of provable approximation
algorithms and show inapproximation bounds for various
versions of data-gathering problem.

I. INTRODUCTION

Wireless ad-hoc networks have found their way to
almost every advanced technology in the market; among
those are mobile communication, radio broadcasting,
and sensor monitoring. The network consists of several
transceivers (nodes) located in the plane, communicating
by radio. Unlike wired networks, in which the link topol-
ogy is fixed at the time the network is deployed, wireless
ad-hoc networks have no fixed underlying topology. In
addition, the relational disposition of wireless nodes is
constantly changing. The distribution of the wireless
nodes and the different transmission schemes determine
the temporary physical topology of the network.

One of the most common and critical tasks for which
a wireless ad-hoc network may be deployed is data
gathering — i.e. each node collects information from
its surrounding area and then propagates it, using other
nodes as relays, to some base station, also referred to as
the root node. Many important applications benefit from
data gathering scheme, such as habitat monitoring [1],
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security applications [2] and civil structure monitoring
[3]. The information each node collects is encoded into
messages, which are then propagated by using a data
gathering tree ([4], [5], [6]). The tree is a subgraph of
the directed communication graph, which represents the
underlying physical topology of the network, where nodes
correspond to the transceivers and edges correspond to the
communication links.

There are two models of propagation: with and without
aggregation. The former model allows each node to accu-
mulate the messages of its descendants and then pass only
one fixed size message to its parent in the tree. The latter
model requires that all messages eventually reach the root
node. In this paper we consider data gathering without
aggregation, which is a substantially more complicated
case than the first, with aggregation, model ([7], [8], [9]).

Efficient construction of the data gathering tree was
of interest to the community in previous works ([5], [8],
[10]). By efficiency one can relate to many parameters
that measure the overall performance of the network.
This paper focuses on two different efficiency models —
the scheduling efficiency model and the energy efficiency
model.

Scheduling efficiency — The scheduling efficiency
model addresses the overall time it takes for all the
messages to reach the root node. The time it takes a
node to propagate a single message is fixed; thus, the
processing time of some node v is proportional to the
number of descendants in a subtree rooted at v. As a
result, some of the nodes become overloaded and form
a bottleneck in the network. We wish to minimize the
makespan (or completion time) of the most congested
node.

Energy efficiency — The energy efficiency model re-
flects modern-day communication networks, where the
nodes are positioned in the Euclidean plane. Each node
decides on a transmission power level, and a transmission
from node u can be received at node v if the transmission
power of u is at least d(u,v)®, where d(u,v) is the
Euclidean distance between v and v, where « is a constant
representing the distance-power gradient, usually taken to
be in the interval [2,4] [11]. For simplicity, we assume
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a = 2, though our results can be easily extended to any
constant power of . For each node, the amount of energy
spent depends on the number of descendants in the data
gathering tree and the distance to its parent. The node
with the highest energy demand is the first to deplete its
energy reserves, which are usually limited and impossible
to replenish.

The underlying network topology (the communication
graph) has a great impact on the efficiency of the data
gathering tree. Although the communication graph is
arbitrary (referred to as general graph in this paper),
certain applications have very specific topology require-
ments, which we also address: linear networks — all nodes
are positioned along a straight line, e.g. environmental
monitoring along coastlines, undergrounds, rivers and
aqueducts [12]); grid networks — all nodes are positioned
on a grid, e.g. a lake or a bay [13]; k-layered graphs —
the nodes are partitioned into & tiers, with the the root
being in the first tier. A node in tier ¢ can send messages
to nodes in tier 7 — 1 only. We are especially interested in
3-layered graphs, as this can reduce system complexity
and the impact of inefficient random access protocols,
avoiding inefficient mobile ad-hoc routing, and alleviating
the congestion bottleneck at the Internet gateway model
[14]. Also, a 3-layered network coupled with OFDM
provides two key benefits: diversity and spatial reuse gain
([15D).

The paper is organized as follows. In the rest of this
section we outline the network model and problem defini-
tion, discuss previous work and describe our contribution.
Section II addresses the scheduling model, followed by
the energy model in Section III.

A. Definition of terms and network model

First, we provide some graph theory related definitions:
— For any directed graph G = (V, E), let E and V
denote the edge set and the nodes set, respectively.

— We denote the size of £ as m and the size of V as
n.

— For any graph G, we define a weight function w :
E — R on the edge set of G and a functiong : V —
7™ on the node set of G that defines the number of
messages each node has.

— We say that a function f on a set X is constant if
f:X—eccelZr.

— For any rooted tree T, we define T'(v) to be the
subtree rooted at v, including v.

— We define the weight of the tree o(7(v)), to be the
sum of its nodes weights, i.e. Y - q(v)

— The cost of a node v in T is defined as Cp(v) =
o(T(v)) - w(v,m(v)) , where 7(v) is parent of node

(b) minDG solution (c) maxDG solution

(a) General graph

Figure 1: Example for the data gathering problem

vin T.
— Let 5§ = {s1,s2,..5;} be the set of children of the
root 7 in 7.

— The cost of the root r is zero (Cp(r) = 0).

Network Model. Consider a wireless network with
n nodes and a base station as a directed weighted graph
G = (V,E) with a root r. The time is divided into
discrete rounds when at every round each node v will
sense the environment, gather information and send an
arbitrary amount of ¢ messages to the base station. The
cost of sending a single message from node v to u is
w(v,u). We assume that node v can communicate only
if it has enough energy to send all ¢ messages in the
current round. We define a data gathering tree 7' to be
a reverse arboresence rooted at . As we pointed above,
the communication cost C7(v) for a node v in T is the
cost of sending all the unaggregated messages from all
v descendants in 7T (including that of v) to his father
m(v). Each node v has an initial unrechargeable battery
b, that drains with every message transmission.

For each model, scheduling and energy, the input graph
is defined slightly different. For the scheduling model,
denote by Gg the connected directed input graph with
n nodes, where each node can communicate with some
subset of the nodes in GG g, allowing some fixed processing
time per message, i.e. the weight of all the edges in GGg,
ws is equal to 1. For the energy model, let Gg be a
complete directed graph, where sending a message from
node u to node v is equal to wg = d(u, v)?~ the squared
Euclidean distance between the nodes u and v.

Problem Definition. Many important combinatorial
problems arise on how to build efficiently data-gathering
tree ([8], [10], [5]), where a certain objective function
is optimized. We define the general data gathering (DG)
problem as follows. The input is a graph G = (V, E),
a root r, message quantity g¢; for each node v;, and
a function measuring the cost for sending a message
from node v; to v;, w : £ — R. The output is a

111



convergecast tree 7' = (V| E’) rooted at r that optimizes
a given objective function (defined below). Intuitively,
given G, we wish to find a data-gathering tree such
that the network resources (for example load) are fairly
shared between the nodes. If instead of a tree topology
we would build a connected spanning tree solution
for the data gathering problem, it would force every
node to maintain a very large routing table, which
makes the obtained structure inapplicable for practical
needs. Another practical relaxation that we investigate
under both models is the case where each node has
only one message to transmit in every round (i.e.
q(v) =1,Yv e V).

[Minimum Data Gathering problem (minDG)]

Input: Graph G with a weight function w : £ — R, a
root 7 and a message quantity function ¢ : V — ZT.
Output: A data gathering tree 1" rooted at 7.

Objective: miny(max,(Cr(v))).

[Maximum Data Gathering problem (maxDG)]
Input: Graph G with a weight function w : £ — R, a
root 7 and a message quantity function ¢ : V — ZT.
Output: A data gathering tree 1" rooted at 7.

Objective: maxy(minyes(Cr(v))).

Example 1: To illustrate the problems we use the

graph in Figure la where the numbers represents the
initial message size at each node. The final solutions for
the general minDG and maxDG problems are shown in
Figures 1b and 1c, where the cost of each node v is C7(v)
and is given inside node v.
For the scheduling model the input graph G is a con-
nected directed graph with w : £ — 1. We use the nota-
tion minDGS and maxDGS, respectively, when referring
to both problems under this model. We also consider
the balanced version of the problem where the objective
is minp(maz,es(Cr(v)) — mingyes(Cr(v))). We call
this problem balancedDGS. For the energy model Gg
is a complete directed graph with a weight function
w(u,v) = d(u,v)%. We use the notation minDGE when
referring to the minimum data gathering problem under
energy model.

B. Our contribution

In Section II we explore the solution of our problem
under the scheduling model. We show N P-hardness
proofs, in-approximation results and supplement a num-
ber of approximation algorithms for several versions
of the problem. Section III is devoted to the energy
model, where we show N P-hardness proof and present
approximation algorithm for the minDGE problem. In

addition, we show approximation solutions for different
topologies of underlying input graph such as linear and
grid networks. Summary of our results in Figure 2.

C. Previous work

The mathematical foundations of the data gathering
problem using the un-aggregated model can br found in
([21]), where Camerini et al. introduced a number of open
N'P-hard capacitated tree and flow problems (as a matter
of fact, most of them have remained open until today).
For the un-aggregated model, there are several heuristic
solutions. Liang and Liu [10] suggested three heuristics
for some variation of minDG problem on the Euclidean
plane under the energy model. Their goal was to maxi-
mize the network lifetime, and the proposed heuristics are
based on a greedy distance tree. Unfortunately, this paper
lacks provable achievable performance of the proposed
solutions. For the scheduling model, Buragohain et al. [9]
proved NP-hardness when the batteries power can vary
for each node and proposed a heuristic algorithm and
prove that his performance is worse than Q( gl‘;glg ). In
fact, it can be shown to be as worse as {2(n). Another
heuristic solution based on balancing BFS trees can
be found at [7]. Additional attempt to solve the un-
aggregated problem can be found at [8], [9]. Both papers
introduce an integer flow formulation of the problem that
leads to some approximate solution (without any guar-
antee on the algorithm performance). Moreover, the final
obtained solution is not a tree. Intensive research has been
done for the un-aggregated data gathering problem on
fixed topologies. Pan et al. [22] investigated the lifetime
problem for the two-tired wireless sensor networks. They
provided an approximate solution for 3-layered graph un-
der an energy model that is different for ours. For the grid
topology Hui and Han ([13]) supplemented heuristic tree
solution. Their greedy heuristic incrementally changes the
solution according to the weights of the edges and the
number of descendants in each node. A slightly different
model where only a subset of the sensors is active in each
time unit was suggested by Wang et al. ([23]).

II. SCHEDULING MODEL

In this section we address the efficient data-gathering
problem on different topologies under the scheduling
model. We start with a simple optimal solution to those
problems on 3-layered graph with uniform message quan-
tity (i.e. the number of messages at each node are
the same ¢(v) = q(u),Yu,v € V) and show how
to approximate the general message quantity case (i.e.
q(v) € Z* Vv € V). Next, we show inapproximation
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| Approximation Ratio | w(u,v) [ ¢ | f | G ] Remarks
2 ([16]) 1 Z4 | minmax | k=3 Inapproximation % ((17]), N'P-hard for general k (this paper)
O(log)fgo lgofgo ’g”m) ([18)) 1 Z+ | maxmin | k=3 Inapproximation 2 ([19]), A"P-hard for general k (this paper)
logn ([20] 1 Z4 | minmax | General 10% (this paper)
1 (this paper) 1 1 any k=3
1 (this paper) d(u,v)> | 1 | minmax | Complete| Approximation for linear networks. AP-hard for q € Z¥and for general graphs (this paper)
logn (this paper) | d(u,v)? | 1 | minmax | Complete Approximation for grid networks.
O(log? n) (this paper) | d(u,v)> | 1 | minmax | Complete Approximation for for network with uniform distributed nodes.

Figure 2: Summary of the results.

bound for 1-minDGS problem (when each node has only
one message to send) and supplement an algorithm that
achieves that bound, thus showing that this bound is
tight. We start our explanations with some network flow
notations that we use through this section.

A flownetwork N = (G,s,t,c) is defined as a
directed graph G = (V, E) with a source s € V, a sink
t € V and a capacity function ¢ : E — RY. A feasible
flow f in N is a function f : F — RY that satisfies the
following two constraints: 0 < f(e) < c¢(e),e € E and
f@in(v)) — f(out(v)) = 0,v € V —{s,t}, where in(v) is
the set of edges entering v, and out(v) is the set of edges
leaving v. The goal is to find the maximum flow from
s to t. The fastest algorithm for this problem is due to
King et al. [24] with running time O(nm 10g% n). If
in addition to constraint (1) we demand a lower bound on
the flow in each edge, that is: I(e) < f(e) < c(e),e € E,
then we can use the algorithm from [25] for bounded
flows combined with King et al. [24] algorithm for a total
running time of O(nm log_~_n). We also introduce
the notation of unsplittable/c:)i(l)ﬁr{lent flow. A flow is said
to be unsplittable/confluent if the out flow for every
node/commodity' leaves along a single edge. A directed
graph G = (V,E) with a distinct root r is called a
k-layered graph if all the nodes of the graph can be
partitioned into k sets (X7, Xo,..X}) such that a node v
that belongs to X; is connected only to nodes that belong
to X;_1, each node has at least one outgoing edge and
X1 = {r}. Example of a 3-layered graph in shown in
Figure 1a.

A. 3-layered graphs

We start by showing a polynomial time algorithms
that solve the 1-minDGS, 1-maxDGS and 1-balancedDGS
problems (in all problems ¢(v) = 1,Vv € V). Then
we show N P-hardness, inapproximation results and ap-

'The k-commodity flow problem allow a different demand (between
si and t;) for each commodity.

proximation solutions for unrestricted (but polynomially
bounded) q.

1) Single message relaxation: First, we create an aux-
iliary flow network N = (G, s,t,c) by taking a new
source node s, connecting s to all the nodes that belongs
to X3 and X5. We set c(s,v) = 1,v € Xo U X3,
c(v,w) = 1,v € X3,w € Xo. The capacity ¢ € Z from
nodes in X5 to s will depend on the objective function
we use.

Let f,, be the maximum integer flow for this network.
Note that if f. is equal to n then we can relay all
the messages from the nodes in the graph to the sink.
Also note that setting an upper bound of ¢ on the
capacity implies that each node can propagate at most
c messages to the sink. Clearly, the lowest possible ¢
for which f,, = n implies an optimal solution to 1-
minDGS problem. We can obtain this solution by taking
the edges with non zero flow. Therefore, we need to
compute ¢* = {min c|c € {1,2...n}} which can be easily
obtained by running a binary search over all possible
values of c. The total running time of the algorithm is
O(nm logn log_m n). In a similar way (by setting
lower bounds on' the. outgoing flow), we can solve the
1-maxDGS problem and the 1-balancedDGS problem.

2) General message quantity relaxation: In this sec-
tion we show a connection between minDGS problem
and maxDGS problem to two well-known combinatorial
optimization problems. The first problem is the restricted
assignment case of Scheduling on Unrelated Parallel
Machines [17], where we need to schedule n jobs on
m machines while minimizing the makespan. That is, we
are given a n X m matrix of non-negative numbers, each
entry p;; denotes the amount of time which machine
1 needs to process job j and we wish to minimize the
maximum processing time. In the restricted assignment
version we require that in each row 7 all the entries are
either oo or equal to the same value p;. Lenstra et al. [17]
proved that approximating this problem better than 1.5 is
N'P-hard for the restricted case. They [17] also gave a 2
approximation algorithm for the problem. It is easy to see
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that by setting the number of messages at each one of the
nodes that belong to X7 to 1, and by setting the number
of messages at each one of the nodes that belong to X3
to be equal p;, the formulation of minDGS problem on a
3-layered graph and the stated problem is identical. We
can deduce from this result that we cannot approximate
minDGS problem with a ratio better than 1.5. We note
that if we slightly change the approximation algorithm
from [17] we can get a 2-approximation algorithm for
our problem.

The second problem is commonly known as The Santa
Claus problem [19], where Santa Claus has a set of n
presents that he wants to distribute among a set of m
kids and each kid j has value p;; for each present .
The goal is to distribute the presents in such a way that
the least lucky kid is as happy as possible, that is to
reach max; min ZZ pi,;- Bezakova et al. [19] proved that
this problem cannot be polynomially approximated by
a factor better than 2 , where p;; is equal to p; or 0,
i.e. present ¢ has a constant value for some of the kids
and zero value for others. Notice that this problem has
the same formulation as maxDGS problem (again setting
the number of messages at each node that belongs to
Xy to 1). Thus, maxDGS problem cannot be polynomial
approximated better than 2. The best approximation result
for the restricted case of the Santa Claus is O(blgoil%)
(see [18]). This approximation algorithm also works for
maxDGS problem for 3-layered graph. Note that both
minDGS and maxDGS problems are NP-hard on a k-
layered graph for every k£ > 3 and solving both problems
on general graphs is also NP-hard.

B. General graphs

We first prove that 1-minDGS problem cannot be
approximated with a ratio better than 10% * (implying N'P-
hardness). A previous attempt to prove the hardness of
1-minDGS problem can be found at [9]. However, their
reduction holds only when the initial battery for every
node is different. As far as we aware, this is the first
NP-hardness proof for 1-minDGS problem even for unit
initial battery charge. Finally, we show how to achieve
O(logn) approximation by a polynomial time algorithm
for this problem.

1) Inapproximation for 1-minDGS problem: We argue
that 1-minDGS problem cannot be approximated by a
ratio better than logn, unless P = N'P. We will use a) the
gadget that was first applied by Guruswami et al. ([26])
for the edge-disjoint path problem and b) the underlying
tree structure connecting gadgets that was introduced
in [20]. First, we need to define the 2-vertex disjoint
path problem (which is known to be A P-hard [27]).

2-vertex disjoint directed paths problem:

Instance: A directed graph G with four special nodes
S1, 82,11, t2.

Problem: Does G contains 2-vertex-disjoint directed
paths between s; ~~» t; and s2 ~~ ta.

Given an instance (G, s, S2,11,t2) of 2-vertex disjoint
directed paths problem we create a complete binary tree
T with logn levels (n > Vi, where Vg is the number
of nodes in (G). Notice that each level in 1" contain twice
as much nodes as the previous level. We use T to create
an auxiliary graph G by transforming every node in 7' to
a copy of G (the original graph). We denote G and G
as the it" copies of G, and a copy of a node v in G?,
respectively.

We connect the nodes from level [ (I > 1) of form Gél
and G}, (2'~! <i < 2') to nodes in level [ + 1 of form
ng and Gif“, respectively. We attach a directed path
with nlogn nodes to each node with the form G} , G,
Finally, we create a sink node r and connect each node
that has the form G}, G}, and located in level logn to r
(2loen—1 < j < 2len_1) An example of the construction
is shown in Figures 3a and 3b. In Figure 3a we have
n = 4 with 3 copies (z denotes directed path having
nlogn nodes). The connections between the levels are
G, — G2 and G}, — G?, and G} ,G},G} G}, are
connected to the sink. Denote the cost of the optimal
solution to 1-minDGS problem on graph G as OPT. We
state the following:

Lemma 1: If GG contains 2 vertex disjoint directed
paths then OPT < 3nlogn.

Proof: First note that any path to the sink that starts
from any node with form Gil will have at most nlogn
nodes (adding at most n nodes to every Gélin each level).
Also note that we can create a directed path from every
node ng to the sink with at most 3n log n nodes (the path
from G%_ to G}, will have most 2nlog n + g nodes; then
we have the edge from Gig to Ggf“ with the following
path from GZ*! to the sink resulting in the maximum
number of nodes that is equal to (logn — 1)g. This path
Gl ~ G}, — G2 ~» G} — r in shown by bold dashed
lines at Figure 3a. Thus, if G contains 2 vertex disjoint
directed paths then OPT < 3nlogn, sincen > Vg. R

Lemma 2: If G does not contains 2 vertex disjoint
directed paths then OPT > nlog®n.

Proof: We define the cost of a node as the sum of
nodes that have paths that end in this node (i.e. all the
descendants of the node in the optimal solution). We first
prove that if the maximum cost of a node in level i is
¢ - nlogn (for any constant ¢) and G does not contain
2 -vertex disjoint directed paths, then there exists a node
in level 7 + 1 having cost at least (c + 1) - nlogn. We
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(a) Auxiliary graph G for the case when n =4

————— ]

Figure 3: The auxiliary graph G

prove this using induction on the number of levels. The
base case is obvious (in level 1 to cost of G;Q is nlogn).
For the induction step, suppose there exists a node Gi in
level i with cost ¢-n logn. Then one of the nodes G%, in
level ¢+ 1 will cost at least c-nlogn, since the path that
ends at node Gi can only increase its length continuing
to level 7 + 1. We are facing cases depicted in Figure 4.
Note that in each case either G{, or G{, will cost at least
(c+1)-nlogn. This implies that the induction hypothesis
holds and since we have logn levels, the cost of OPT
is at least nlog?n. [ |

Theorem 1: 1-minDGS problem cannot be polynomi-
ally approximated within a factor better than 10%”, unless
P=NP.

Proof: Lemma 1 implies that if G contains 2 vertex
disjoint directed paths then OPT < 3nlogn. Lemma 2
implies that if G' does not contain 2 vertex disjoint di-
rected paths, then OPT > nlog? n. We note that the gap
between the two instances is ?ﬁ?ﬁ;ﬁ = 1°g" . Now, sup-
pose there exists a polynomial algorithm A that approxi-
mate minDGS with approximation ratio better than 187,
then if G contains 2-vertex disjoint paths A will produce
a solution of cost at most 25" . 3p logn = nlog®n
. Otherwise, the solution A produced has a cost of at
least nlog? n (since OPT > nlog? n). Consequently, by
executing A we can decide if G contains 2-vertex disjoint
sets or not. Thus, unless P = NP minDGS cannot be

approximated by a ratio better than log”. [ |

2) A logn approximation for the minDGS problem:
Chen et al. [20] presented an approximation algorithm
CONFLT that solves the minimum single commodity flow
problem. The input of the algorithm is a graph G, set of
sinks s, set of demands d, and a splittable flow f. The
output of the algorithm is an un-splittable flow f having

(b) Underlying Tree structure T’

!00!?’

(b) case (i)

(a) case ()
Figure 4: No 2-disjoint paths

(c) case (i41)

tree topology where the maximum outgoing flow for each
node is minimized. CONFLT algorithm guarantees that
flow conservation constraints hold in f. It also guarantees
that the outgoing flow from each node will leave along
a single edge, and if the maximum outgoing flow f
in G is 1, then the maximum outgoing flow in f is
1 + logn. For step (2) of BALANCE we use King et
al. [24] algorithm for maximum splittable flow, (with
running time O(nmlog_~ n). Again, denote by OPT
the optimal value to the "minDGS problem and by () the
maximum message quantity for all the nodes in the graph.
See Algorithm 1 for the implementation.

Lemma 3: By using step (2) of Algorithm BALANCE
we can find a flow f such that the out-flow from any
node v will satisfy f(v) < OPT.

Proof: The optimal solution to the splittable flow
problem can be polynomially solved by any maximum
flow algorithm. This solution sets a lower bound on any
unsplittable flow that satisfies the demands. [ ]
Complexity analysis: Running step (2) using King et al.
flow algorithm [24] takes O(log Qnnm log_m _ n) time

and CONFLT subroutine [20] takes O(m(m+mnlog ™ n2))
time. Resulting in a O(mn(logQn log_m_n + o+
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Algorithm 1 BALANCE(G, FE, q, )

1) Create a flow network embedded on G where each
node v has a demand ¢(v). Set the sink to be .

2) Run a binary search in range [1..Q)] to find a flow f
and ¢* = {min c|c € {1,2...U}} such that f(s;) <
¢* and all the demands from the nodes are satisfied.

3) Normalize the demand of each node (by dividing
the original demand by c¢*).

4) The set 5 will represent children of r. Remove r
from G, obtaining number of sinks.

5) Output CONFLT(G \ {r},5, L, f), where % is the
vector of normalized demands for all nodes.

log ”—T:)) running time algorithm.

III. ENERGY MODEL

In this section we investigate the energy model, where
the nodes are deployed in the Euclidean plane and
the cost of sending a message is d?> (where d is the
Euclidean distance between the nodes). First, we prove
that the minDGE problem is N P-hard in the strong
sense’. Next, we show how to solve the problem on
two special topologies. In the first topology, the nodes
are placed on the bi-directional line, and in the second
topology they are placed on the unit grid. We show
how to achieve the optimal solution for line instance
and a log n approximation solution for the grid topology.
Finally, we show how to combine the obtained results to
approximate the minDGE problem when the nodes are
uniformly distributed in the Euclidean plane.

3) N'P-hardness of the minDGE problem: 1In this
section we prove that minDGE problem is A/P-hard in
the strong sense showing the reduction from the extended
version of 3-partition problem that is known to be N P-
hard. A previous attempt to prove N P-hardness of this
problem can be found at [10]. However, the reduction
proposed in that paper is not possible (the node placement
scheme in the Euclidean plane is not feasible).

We first introduce the decision version of minDGS
problem and 3-partition problem.

Decision version of the minDGE problem:

Instance: A complete graph G where each node has a
weight, location, and a cost P.

Question: Is there a solution to minDGE problem with
cost less than or equal to P?

Extended version of 3-partition [28]:

Instance: A multi-set S of 3m elements S =

%A problem is said to be AP-hard in the strong sense if it remains
N'P-hard even when all its numerical parameters are bounded by a
polynomial in the length of the input [28].

{a1,az, ..,a3m},a; € ZT, where the sum of the elements
is m- B and the weight of each element is strictly between
Bt 5.

Question: Is there a partition of S into m equal weight
sets such that the union of the sets cover S (each set will
contain exactly 3-elements)?

Let I = (S) be an instance of the extended 3-partition
problem. We build a reduction to an instance (G, B + 1)
of the minDGE problem by defining the following map-
ping of S to a graph G that serves as the input graph
for the minDGE problem. First, for every element a;
we create a node v; with the weight of a;, i.e. node v;
has a; messages to transmit. We position those nodes in
(0,2.2). Next, we create m intermediate nodes s1, 2, ..Sm,
with weight 1 and position them in (0,1). Those nodes
correspond to m bins. We place the root of the graph at
coordinates (0, 0).

Lemma 4: minDGE is N"P-hard.

Proof: Suppose there exists a solution to minDGE
problem on the underlying graph with cost less than
or equal to B + 1. In this solution: (1) no node v;
from layer-3 deliver a direct message to the root (since
sending a direct message from a node in layer-3 cost
at least (2.2)22 > 1.1B > B + 1) (2) the node with
the maximum cost in the solution to minDGE is an
intermediate node (since relaying any message to the
intermediate node costs at most (1.2)2§ < B+1). (3
Each intermediate node must relay messages from exactly
3 nodes from layer-3 with total number of messages B,
this flow from the pigeonhole principal since the total
number of messages in layer-3 is mB and they are
divided between m intermediate nodes. Hence, if there is
a solution with cost less than or equal to B to minDGE we
could find a solution to the extended 3-partition problem
by joining each triplet a;, a;, a;, with total message weight
B that uses intermediate node s; as a carrier. The opposite
direction is clear too. Hence, unless P = AP minDGE
is N'P-hard. [

4) Optimal solution for the line topology: There are
many important applications where the nodes are de-
ployed on a straight line with the sink node (base station)
positioned arbitrarily between them. As an example take a
railway track monitoring system where sensor nodes with
vibrational energy harvesters are placed uniformly along
the track to detect wear-and-tear and breakages [12]. We
argue that the optimal solution to 1-minDGE problem for
the line topology on n equally placed nodes is a directed
line (chain) from the fringe nodes to the root. In order to
prove this claim, we notice the following observation:

Observation 1: To solve 1-minDGE problem on a
straight line we only need to examine the solution when
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nodes are positioned only on the positive axis (i.e. if the
node are located on (v_,,..v_1,7,v1, ....v,) using only r
and v1..vp,.

Theorem 2: The solution to 1-minDGE problem for a
line topology with equal distances between the adjacent
nodes is a directed chain.

Proof: Using the previous fact we assume that the
nodes are ordered from node v,, at location n to the root
r at location 0. First observe that the cost of the chain
solution is n. Let v; be the rightmost neighbor of vq
that deliver a direct message to r, notice that it must be
that j < \/n (otherwise the cost of this node will be at
least j2 > n). This implies that the maximum number
of messages that node v; can pass is L%J Also observe
that if node v; passes a message directly to the root then
node v; can only deliver > , L J + 7 —1 messages to 7
( > | %] represent the total number of messages that
bypass node v; and j — 1 represent the left neighbors of
v;). The total number of messages that can be delivered to
r this way are: 3"V B+ R+l <Y, ptiti=

o4 j% + /n. For n large enough we get that this
is less than n(0.65+0.2540.09) < n. Thus, n messages
can not be delivered to the root. ]

5) Approximating the 1-minDGE problem on the grid
topology: The input for the problem is a complete graph
with n nodes located on the \/n x /n grid, where the
root r is located in the bottom left corner of the grid
at coordinates (0,0), and each node has one message to
transmit. The solution for the data gathering problem is a
reverse arboresence 7" having r as a root. We show that on
this topology the cost of any reverse arboresence rooted
at r is at least 210 —. Then we present a deterministic
construction of tree T having cost Z, implying logn
approximation solution for this problem.

Lemma 5: The cost of any reverse arboresence rooted
at r is at least 5y — .

Proof: The total number of messages that must be
delivered to r is n. Denote by d; ; the Euclidean distance
from a node located at coordinate (7,j) of the grid to
r, and by d?yj the cost of sending a direct message to
r. Assume we have a solution to 1-minDGE problem
on the grid with cost p Thus, every node located at
(i,7) can relay only £ 4z, messages to the root. Hence,
the total number of messages that can be dehvered to

r keepmg the cost below p* is: ), ] ST <A d2
Z (20 + 1) Z (20 + 1) . This is equal to:

p*(H (Vp*) + Hng(f)) < p*210gn Slnce we must
deliver n messages to r, p* is at least 2logn [ ]

Theorem 3: There is a simple solution with cost 5 —

N

Proof: Passing a directed line through the diagonal
nodes directly to the root while moving all the other
nodes through the side nodes yields a solution with
maximum cost of § —/n. Thus, this algorithm is a logn
approximation for the problem. [ ]

6) Approximation algorithm for uniformly distributed
nodes in the plane: We use the result from Theorem
3 to achieve an O(log2 n) approximation algorithm for
the 1-minDGE problem when the nodes are uniformly
distributed in the unit square. We refer the reader to [29]
for a technical discussion on what is the better topology
to model a sensor network: grid or random. For both cases

we present provable approximation solutions.

Lemma 6: For n nodes uniformly distributed in a unit
square U, if we divide U to a % X logn grid with
equal size cells then w.h.p. (with high probability) we
would have at least 1 node in each cell[30] .

Lemma 7: For n nodes uniformly distributed in a unit
square U, if we divide U to a grid

% logn
with equal size cells then w.h.p. we would have at most
e3logn nodes in each cell, i.e. the load at each cell is at
most e3 log n.

Proof: Assume we have n sensors and m = %

cells. Let £ represent the maximum number of sensor
at each cell, from the union bound theory we know
that the probability that a specific cell contains at least
(l)k < (%)k (%)1C The proba-

k sensors is: pn

n
k
bility that any cell will contains at least k sensors is:
n 1\k enk [ 1\k
(1)@ < mr ()
and k& = e?logn, ‘we get that the probability is less
than: @(63’1‘%”)631"%"(1‘)%)6”%” = 1. Therefore,
limy, oo Pr[L > k] = 0 as n — oo and the lemma
holds. u
Lemma 8: For n nodes uniformly distributed in a unit
square U, w.h.p. there is a O(log?(n)) approximation
algorithm for the 1-minDGE problem.

. Setting m =

n
logn

Proof: From the previous section we know that for
the unit static grid topology we have a logn approxima-
tion algorithm. Also, from Lemma 6 and Lemma 7 we
obtain that if the nodes are uniformly distributed over the

unit square we get a grid with ,/—2— X 4/107gln cells

logn

having at least 1 node and at most elogn nodes in
each cell. We deduce that by selecting a cluster leader
for each cell, and constructing on top of those leaders
the topology suggested in Theorem 3 we achieve an
O(log? n) approximation algorithm for the problem. H
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IV. SIMULATION STUDY

The main goal of the simulation is to compare the
theoretical bounds obtained in the previous section to
the experimental performance of the algorithm for 1-
minDGE problem with uniformly distributed nodes. Our
experimental studies reinforce our claim for a O(log? n)
approximation for this problem. All the simulation results
are obtained using Mathematica. In our simulation we
randomly scatter N nodes in a square region R with

% X ,/% cells. The positions of the nodes are

independently and uniformly distributed in the square
region. For every cell we randomly picked a cell leader
and constructed a tree topology over the cell leaders,
identical to the one in we used in Lemma 3. The reported
results are averaged over 30 simulation runs. In Figure 5a
we present the ratio between the value of the lower bound
of OPT and our simulation results in the range of the
expected [O(logn)..O(log?n)] difference. In Figure Sb
we present the cost of the solution to 1-minDGE problem
using our simulation program, theoretical upper bound
proved at Lemma8 and theoretical lower bound of OPT
(Lemma 5).

V. CONCLUSION AND FUTURE WORK

In this paper the data-gathering problem under differ-
ent models has been studied. We have investigated the
combinatorial nurture of its variants and supplement a
number of approximation and inapproximation results for
the different relaxations. It would be interesting to close
the gap (currently logn) between the lower and upper
bounds for the general problem in the plane under energy
model and to find a better approximation in the plane for
general size messages.
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