
HAL Id: inria-00499631
https://inria.hal.science/inria-00499631v1

Submitted on 11 Jul 2010

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.

Learning Contextual Variations for Video Segmentation
Vincent Martin, Monique Thonnat

To cite this version:
Vincent Martin, Monique Thonnat. Learning Contextual Variations for Video Segmentation. Interna-
tional Conference on Computer Vision Systems, May 2008, Patras, Greece. pp.464-473, �10.1007/978-
3-540-79547-6_45�. �inria-00499631�

https://inria.hal.science/inria-00499631v1
https://hal.archives-ouvertes.fr


Learning Contextual Variations for Video

Segmentation

Vincent Martin and Monique Thonnat

INRIA Sophia Antipolis, PULSAR project-team
2004 route des lucioles, BP 93

F-06902 Sophia Antipolis
{Vincent.R.Martin, Monique.Thonnat}@sophia.inria.fr,

http://www-sop.inria.fr/pulsar/

Abstract. This paper deals with video segmentation in vision systems.
We focus on the maintenance of background models in long-term videos
of changing environment which is still a real challenge in video surveil-
lance. We propose an original weakly supervised method for learning con-
textual variations in videos. Our approach uses a clustering algorithm to
automatically identify different contexts based on image content analy-
sis. Then, state-of-the-art video segmentation algorithms (e.g. codebook,
MoG) are trained on each cluster. The goal is to achieve a dynamic se-
lection of background models. We have experimented our approach on a
long video sequence (24 hours). The presented results show the segmen-
tation improvement of our approach compared to codebook and MoG.

keywords: video segmentation, weakly supervised learning, context aware-
ness, video surveillance, cognitive vision

1 Introduction

Figure-ground segmentation consists in separating the foreground pixels of the
background pixels. In video applications, the variability of the two classes makes
the detection of foreground pixels fairly impossible to predict without motion
information. A widely used method to tackle this problem is to model the back-
ground in order to detect only moving pixels. In this paper, we consider the
problem of the figure-ground segmentation task in video surveillance applica-
tions where both quick-illumination changes and long term changes are present.
In this situation, the major difficulty at the segmentation level is to deliver ro-
bust results whatever lighting changes occur in the scene. These lighting effects
can be due to weather conditions changes in outdoor scenes, to the switching of
an artificial lighting source in indoor scenes, or to a combination of changes of
different natures. The consequences at the pixel level are variations of intensity,
color saturation, or inter-pixel contrast. At the image level, these changes can
affect just a local area or the whole image. Another source of problems arises
from the presence of non-static objects in the background as swaying trees or
mobile objects as chairs.



Our objective is to cope with all these issues with a cognitive vision approach
by endowing video segmentation methods with learning and adaptation faculties.
To this end, we first relate some work dealing with these issues then present our
learning-based approach for dynamic selection of background model. Finally, we
show the effectiveness of our approach on a difficult video sequence.

2 Related Work

A basic approach to estimate the motion is to compute the difference between a
background image, called the reference image, and the current frame. The result
is then thresholded to get a binary image of moving pixels. The result is obvi-
ously very sensitive to the threshold. Most of the time, the user must tune this
threshold in a trial-and-error process. One difficulty arises when the background
pixels are varying along the time. In this case, more elaborated approaches build
a background model for each pixel based on the pixel’s recent history by us-
ing, for instance a chronological average or median of the n previous frames [1].
Parametric models as Mixture of Gaussian (MoG) [2], Kernel Density Estimator
(KDE) [3], and codebooks [4] have been proposed to cope with multiple modal
background distributions. These algorithms are based on a training stage to es-
timate the Gaussian parameters (for MoG), to compute the probability density
functions (for KDE), or to construct the codebooks. The training data are com-
posed of background samples, i.e. a set of frames without any moving objects
of interest. The training stage of the Mog model consists in estimating k Gaus-
sian parameters set (ω, µ, Σ) for each pixel using an expectation-minimization
algorithm, where k is the number of gaussians in the mixture. For the codebook
model, the learning stage consists in constructing the set of codewords (i.e. a
codebook) for each pixel. A codework is composed of a vector of mean RGB
values and of a five-tuple vector containing intensity (brightness) minimum and
maximum values, the frequency with which the codeword has occurred with its
first and last access time. Each of these techniques can provide acceptable ac-
curacy in specific applications: MoG are adapted to multi-modal background
distributions but fail to provide sensitive detection when background has fast
variations. KDE overcomes this problem but are limited to short-term videos
due mostly to memory constraints. Codebooks alleviate this computation limi-
tation by constructing a highly compressed background model but produce too
wide background models when the environment is highly variable as in long-term
videos. We propose to add to these algorithms a learning-based layer. We will
compare the performance of our approach with codebooks and MoG.

3 Proposed Approach

Our approach is based on a preliminary (off-line) weakly supervised learning
module (see Figure 1) during which the knowledge of the context variations is
acquired. In our approach we suppose that: (1) the video camera is fixed and (2)
background images are available as training samples. We define the context of an



image as the numerical representation of its local and global characteristics. We
call this approach weakly supervised because the role of the user is restricted
to establish a training image set composed of background samples that point
out context variations, e.g. the different illuminations changes that could be
encountered in real-time use. In a practical point of view, the collection can be
achieved by a manual selection of frame sequences. These assumptions fit quite
good with the targeted applications where videos can be acquired continuously,
typically 24 hours per day and seven days per week. The quick availability of
data allows to build huge training image set.

We tackle the context modelling problem by performing an unsupervised
clustering of the training images. The goal is to make the background modelling
problem more reliable by restricting the model parameter space. This approach is
particularly interesting for motion segmentation algorithms relying on a training
stage of models as mixture of Gaussian [2] or codebook [4]. The clustering is
based on the analysis of global image characteristics like color variations. At
the end of the clustering process, each cluster gathers training images sharing
similar global features, i.e. images of the same context.

Fig. 1. The learning module in video seg-
mentation task.

Fig. 2. Adaptive figure-ground segmenta-
tion schema based on context identifica-
tion and background model selection.

3.1 Context Analysis by Image Sequence Clustering

The fixed field of view of the video camera allows to analyze the image varia-
tions both globally and locally. To this end, a straightforward approach consists
in a global histograming of pixel intensity as in [5]. However, this technique is
not fully adapted. Actually, classic histograms lack spatial information, and im-
ages with different appearances can have similar histograms. To overcome this
limitation, we use an histogram-based method that incorporates spatial infor-
mation [6]. This approach consists in building a coherent color histogram based



on pixel membership to large similarly-colored regions. For instance, an image
presenting red pixels forming a single coherent region will have a color coherence
histogram with a peak at the level of red color. An image with the same quantity
of red pixels but widely scattered, will not have this peak. This is particularly
significant for outdoor scene with changing lighting conditions due to the sun
rotation, as in Figure 3.

In our experiment, we have used a Density-Based Spatial clustering algorithm
called DBScan [7] to identify the image clusters. This algorithm is well-adapted
for clustering noisy data of arbitrary shape in high-dimensional space as his-
tograms. Starting from one point of the data set, the algorithm searches for
similar points in its neighborhood based on a density criteria to manage noisy
data. Non clustered points are considered as ‘noise’ points. The runtime of the
algorithm is of the order O(n log n) with n the dimension of the input space.
DBScan requires only one critical input parameter, the Eps-neighborhood, and
supports the user in determining an appropriate value for it. A low value will
raise to many small clusters and may also classify a lot of points as noisy points,
a high value prevents from noisy point detection but produces few clusters. A
good value would be the density of the least dense cluster. However, it is very
hard to get this information on advance. Normally one does not know the dis-
tribution of the points in the space. If no cluster is found, all points are marked
as noise. In our approach, we set this parameter so as to have at the most 15%
of the training images classified as ‘noise’ data.

Then, for each identified cluster, the corresponding training frames are put
together and used to train a background model (the codebooks for instance).
Internal knowledge of the DBScan algorithm as the tree nodes and elements
are also stored for further classifications of new images. So, to each cluster of
training image corresponds a trained background model. The next step is the
real-time adaptive segmentation of the video using a dynamic selection of trained
background models.

3.2 Real-Time Adaptive Figure-ground Segmentation

We denote κ a cluster of training images belonging to the same context θ. The
set of the n clusters is noted K = {κ1, . . . , κn} and the corresponding context set
Θ = {θ1, . . . , θn}. For a new incoming image I not belonging to the training set,
a global feature vector v(I), here a coherent color histogram in the HSV color
space, is extracted and classified into a cluster. The classification is based on the
minimization of the L2 distance between the feature vector and the cluster set
{κi} as follows:

I ∈ θi ⇔ v(I) ∈ κi | i = arg min
i∈[1,n]

dist (v(I), κi) (1)

The background model associated with the detected context θi, is returned.
We also use a temporal filtering step to reduce the instability of the clustering

algorithm when a foreground object appears. Indeed, in this case, a noise context
is detected most of the time. So, it is important to smooth the analysis by



balancing the current result with respect to previous ones. Our temporal filtering
criterion is defined as follows. Let us define θ the context cluster identifier (the
buffered context), θI the cluster identifier for the incoming image I, and µθ the
mean of cluster probability computed on a temporal window. To decide if θI

is the adequate cluster for an incoming image I, we compare it with θ as in
Algorithm 1. In this algorithm, three cases are investigated. If θI is equal to
θ or to 0 (noise context), µθ is averaged based on the last context probability
p(θI) and θ remains unchanged. In the third case, (θI differs from θ and 0), θ is
updated and µθ is updated according to p(θI).

Algorithm 1 Context Temporal Filtering Algorithm

Input: I

Output: θ

θ ← 0 {set buffered context identifier to ‘noise’ (for the first frame only)}
µθ ← 0 {set θ probability to 0 (for the first frame only)}

[θI , p(θI)]← ContextAnalysis{I} {θI = context ident. of I}
if θ = θI or θ = 0 then

µθ ←
µθ+p(θI )

2
{µθ averaging}

else

θ ← θI {θ updating}
if p(θI) ≥ µθ then

µθ ← p(θI) {µθ updating}
else

µθ ←
µθ+p(θI)

2
{µθ averaging}

end if

end if

return θ

When the context is identified, the corresponding background model is se-
lected and the figure-ground segmentation of I is performed, as sketched in
Figure 2.

4 Experimental Results

4.1 Experiment

The experimental conditions are the followings: the video data are taken during
a period of 24 hours, at eight frames per second, from a video surveillance camera
fixed above an outdoor cash desk of a car park. The video camera parameters are
set in automatic mode. The size of the images is 352× 288 pixels and are stored
in JPEG format. For the experiment, we have taken one frame on five which
correspond to 138000 frames in total. Four samples picked from the image set are
shown in Figure 3. They have been chosen to illustrate the background modelling



problem. In the learning stage, we have manually defined a training image set
I composed of 5962 background frames (i.e. without foreground objects) along
the sequence. This corresponds to pick one frame every 15 seconds in mean and
represents 4.3% of the whole image set. Figure 4 gives a quick overview of the

Fig. 3. Four frames representative of the illumination changes at different times of the
day.

global feature distribution along the sequence. In this figure, each X-Z slice is
an histogram which represents the percentage of the number of pixels (Z axis)
belonging to a given color coherent feature (X axis). The coherent color feature
scale has been divided into 3 intervals for the three HSV channels. The Y axis
represents the time in the course of a day. Several clusters of histograms can be
easily visually discriminated as notified for cluster number 1, 10 and 2. Other
clusters, not represented here, are intermediate ones and mainly correspond to
transitions states between the three main clusters. Sixteen clusters are found (see
Figure 5 for context class distribution). Three major clusters can be identified
(number 1, 2 and 10). The order of class representation does not necessary
correspond to consecutive time instants. Cluster 1 corresponds to noon (sunny
context), cluster 2 corresponds to the morning (lower contrast) and cluster 14 to
the night. We compare the results obtained with different segmentation settings
(with or without the context adaption, etc.) at different times of the day and in
several difficult situations.

4.2 Model Selection Effects

In this section, we show three examples (three columns) in Figure 6 where the se-
lection of the background model helps to improve the segmentation. Boundaries
of the detected regions (in green) have been dilated for a better visualization.
context ID is the identifier of the detected context and prob is the estimate
probability of the identified context. In this figure, the first row corresponds to
the direct codebook segmentation when trained on the whole training image set.
The second row corresponds to our context-based codebook segmentation. We
can see that our approach achieves a better detection rate without adding false
detection.



Fig. 4. 3-D histogram of the training image set used for the clustering (see Figure 3
for samples).

Fig. 5. Pie chart of the context distribution. The three most represented image clusters
are shown corresponding to night, sunny, and cloudy contexts.



Fig. 6. Comparison of direct search codebook segmentation (first row) with our
context-based codebook segmentation (second row) for three different contexts.

4.3 Temporal Filtering Effects

In this section, we present some situations where the temporal filtering algorithm
can help to correct classification mistakes. The columns of Figure 7 correspond
to the segmentation result with the codebook algorithm based on respectively
one background model (left column), dynamic selection of the background model
(middle column), and dynamic selection of the background plus temporal filter-
ing (right column). The presence of a person modifies the pixel distribution of the
scene and then disturbs the context classification. Consequentely, a ‘noise’ con-
text (ID:0) is often detected as shown in Figure 7 (second row middle column).
The temporal filtering algorithm smooths the context analysis by integrating the
results of the previous frames, and then helps in keeping a correct context classi-
fication in such cases. We can also see on the second row that the man’s shadow
is not detected. In fact, context ID:1 gathers frames from sunny and shaded
illumination conditions of this scene part. The corresponding background model
has thus integrated these values during the training.

4.4 Comparison with Mixture of Gaussian

In this section, we compare our approach with the MoG approach. We use an
implementation of the algorithm proposed in [2]. We use the default parameter
setting1. A MoG background model is trained for each identified cluster then
dynamically selected during the real-time segmentation. Figure 8 shows the high
sensitivity of Mog to global changes (first frame) and the effects of a too large

1 number of gaussians = 3, learning rate = 0.05, µ and σ update rate = 0.005



Fig. 7. Illustration of the temporal filtering effect on the context analysis. Columns are,
from left to right: without context adaptation, with context adaptation, with filtered
context adaptation. Rows are frame at time t and t+1.87”.

learning rate (second frame): foreground pixels from the first frame still remain
231 frames later (ghost formations).

context-based context-based context-based context-based

codebooks MoG codebooks MoG

Fig. 8. Comparison between the proposed approach applied to the codebook model [4]
and the MoG model [2] for two frames at time t and t+2’24”.

5 Conclusion

In this paper, we have presented an original weakly supervised learning approach
for the dynamic selection of background model. This approach, consisting in
generating sub-goals and training learning-based algorithms on each sub-goal
is similar to a meta-learning approach. Our main contribution is thus at the



context modelling level: based on local and global image information, different
contextual situations are automatically identified and learned thanks to a clus-
tering algorithm. This approach is particularly interesting for very long video
sequences (several hours) where both quick and long-term image variations do
not allow to maintain robustly a background model.

Promising results are presented on a very long-term video surveillance appli-
cation (outdoor car park entrance surveillance) where both gradual and sudden
changes occur. In a weakly supervised learning stage, the user collects back-
ground samples of the different situations. The clustering algorithm has success-
fully identified meaningful clusters of training images like sunny context, night
context, or dawn context. For each identified image cluster, a background model
has been trained using the codebooks [4] and the MoG [2]. In real-time figure-
ground segmentation, the different contexts are successfully retrieved thanks
to the temporal filtering algorithm. The codebook model has shown to be well-
adapted to deal with background model splitting and real-time constraints. Com-
parisons with the MoG model reveal its robustness in different situations as quick
illuminations changes variations or shadows removal.

However, some problems remain in the context adaptation especially when
unforeseen changes occur. We plan to cope with these problems by applying
incremental clustering techniques. Moreover, a quantitative evaluation study re-
mains to be done to objectively assess our approach against other algorithms.
We are currently investigating video databases with ground truth data.

References

[1] Prati, A., Mikic, I., Trivedi, M., Cucchiara, R.: Detecting moving shadows: al-
gorithms and evaluation. IEEE Transactions on Pattern Analysis and Machine
Intelligence 25(7) (2003) 918–923

[2] Stauffer, C., Grimson, W.: Adaptive background mixture models for real-time
tracking. In: Proc. of IEEE Conf. on Computer Vision and Pattern Recognition.
(1999) 246–252

[3] Elgammal, A.M., Harwood, D., Davis, L.S.: Non-parametric model for background
subtraction. In: ECCV ’00: Proceedings of the 6th European Conference on Com-
puter Vision-Part II, London, UK, Springer-Verlag (2000) 751–767

[4] Kim, K., Chalidabhongse, T.H., Harwood, D., Davis, L.: Real-time foreground-
background segmentation using codebook model. Real-Time Imaging 11(3) (2005)
172–185

[5] Georis, B., Bremond, F., Thonnat, M.: Real-time control of video surveillance
systems with program supervision techniques. Machine Vision and Applications
18(3-4) (2007) 189–205

[6] Pass, G., Zabih, R., Miller, J.: Comparing images using color coherence vectors.
In: ACM International Conference on Multimedia, ACM Press, New York, USA
(1997) 65–73

[7] Ester, M., Kriegel, H.P., Sander, J., Xu, X.: A density-based algorithm for dis-
covering clusters in large spatial databases with noise. In: Proc. 2nd Int. Conf. on
Knowledge Discovery and Data Mining, Portland (1996) 226–231


