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Abstract

Pure Type Systems are usually described in two different ways, ohegba an external notion of
computation like beta-reduction, and one that relies on a typed judgmenuafity, directly in the
typing system.

For a long time, the question was open to know whether both presentatistisbeel the same
theory. A first step towards this equivalence has been made by Adaragpfrticular class dPure
Type System@TS) called functional. Then, his result has been relaxed to all séh#fiss in
previous work. In this paper, we finally give a positive answer to theggmjuestion, and prove that
equivalence holds for any Pure Type System.

1 Introduction

Dependent type systems are used as a basis for both fonngati|thematics and building
more expressive programming languages. Some popular imepi@ations of those con-
cepts are the proof systen®qt - which is built on top of theCalculus of Inductive
Constructors(Werner, 1994) {sabelle-HO - which can be seen as an extension of
Girard's systent, - and the dependently typed programming languagda 2(Norell,
2007). A key ingredient of these systems is the presence witamal notion of equality
based ornB3-conversion oi3n-conversion. However, two traditional presentations o th
equality can be found in the literature. One way to express tib rely on an “untyped
conversion” rule of the form:

r-M:A T FBtype

F-M:B i

Untyped conversion is the equality conventionally usedéfing e.g. theCalculus of
Inductive ConstructionsThe equality is a black box that knows nothing about thengpi
validity of the terms it deals with: each conversion stepads checked to be well-typed
and it is only a posteriori that we know that for two convdsilwell-typed terms, there
is a path exclusively made of well-typed terms that connéeen (see Corollary 2.9). A
second approach embeds a notion of equality directly inyihe $ystem. So there are two

1 http://coq.inria.fr/refman/
2 http://www.cl.cam.ac.uk/research/hvg/Isabelle/
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kinds of typing judgments: one to type terms, and one to typmlkities. With this kind of
approach, we enforce that every conversion step is wedletyp
MNeM:A e A=pg Btype
M-eM:B

Those systems are known as “type systems with judgmentaliguThe equality knows
some typing information, and needs to fulfill some typing stegints to hold, it is not an
external tool anymore. This is the caseMértin-Lof's Type TheoryMartin-Lof, 1984;
Nordstromet al., 1990) from whichAgda 2is derived, olUTT (Goguen, 1994).

Surprisingly, showing the equivalence between those tviimitlens is difficult. Trans-
lating a judgmental equality into an untyped one is simplg,the reverse translation is
significantly more difficult. Geuvers (1993) early noticldt being able to lift an untyped
equality to a typed one, i.e. to turn a system wititonversion into a system with judg-
mental equality requires to shdBubject Reductioim the latter system:

If TFeM:AandM —g N thenl e M =g N A.
Subject Reductiorequires the injectivity of dependent produbts®.B :
If T e MxA.B =g Mx°.D typethenl” e A= C typeandl (x: A) e B=5 D type

This property itself relies on a notion of typed confluencdchtagain involvesSubject
Reductionwe are facing a circular dependency.

Both presentations have their own purpose, but in two diffedirections. Because they
carry more typing information, the systems based on judgahequality are convenient
for building models (Goguen, 1994; Abed al., 2007; Abel, 2010; Werner & Lee, 2010).
On the other hand, the typing judgments are irrelevant fonmaation and with untyped
conversion, one can concentrate on the purely computétongent of conversion. Those
systems are also better suited for type-checking and tyfeeence as developed in (van
Benthem Juttingt al,, 1993) with the definition of a syntax directed version ofé&Type
Systems. However, there is still a missing link between Ipp#sentations to ensure that
they are effectively describing the same theory.

Besides looking for a better understanding of the relatlmetsveen typed and untyped
equality, another motivation is to apply such an equivadetacthe foundations of proof
assistants. For instance, f@oq the construction of a set-theoretical model (on which
relies the consistency of some standard mathematical ayimquires the use of a typed
equality. However, the implementation relies on an untypexsion of the same system.
By achieving the equivalence between both presentatioasyould be able to assert that
a set-theoretical model, such as the one given by Werner aaddorrectly applies to the
actual implementation.

The first proofs of equivalence only concerned particulaesavithout aiming for a gen-
eral statement, and were based on construction of modedssymtem at a time (Geuvers,
1993; Goguen, 1994; Abadt al, 2007). However, this kind of approach does not scale
easily since it relies on the underlying model construgtighich is closely linked to the
structure of each particular system.
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Among type systems, the class of Pure Type Systems (or PA&$¢rardi (1990) and
Terlouw (1989) independently introduced as a generatinatf Barendregt'a -cube (Baren-
dregt, 1991) is a framework based on untyped conversionhiiat the core of the world
of dependent types, with the (dependent) implication ag typle constructor. Most com-
plex systems are built on top of a particular PTS by adding kieds of type constructors
or concepts (inductive types, intersection types, subtypi.).

A few years ago, Adams (2006) showed that building modelsneasecessary to con-
nect PTSs and their counterpart with judgmental equaligo(knows asemanticaPTS
(Geuvers, 1993), or PEB he proved by purelgyntacticalmeans that every functional
Pure Type System is equivalent to its variant with judgmleadg@ality. The authors also
made a new step toward an extension of the result to all PT8=usjng Adams’ technique
to prove that the equivalence also holds for @mmi-full Pure Type System (Siles &
Herbelin, 2010). The main idea of those proofs is to definenterinediate system called
Typed Parallel One Step Reductifar TPOSR) that combines the idea of a typed equality
with the idea of parallel reduction which is at the heart @ pnoof ofConfluence

In this paper, we shall prove that the equivalence holdsafor PTS every instance
of Pure Type System is equivalent to its judgmental equalitynterpart. To do so, we
extended Adams’ TPOSR definition into a new system whichyanjoe same properties
about typing and reduction, while keeping the whole geiitgraf PTSs:Pure Type System
based on Annotated Typed ReductiBi Sy).

PTSyr can be seen as an operational presentation of Riit8 enough typing informa-
tion embedded in terms so that the main meta-theoreticakpties of PTSs hold, starting
with M-injectivity. Thatl-injectivity holds is not obvious and a by-product of our egach
is that only a non-uniformly typed form di-injectivity holds. This weal1-injectivity is
however enough to g&hurch-RosseandSubject Reductioand this is shown in Section
3. The equivalence comes then from the ability to annotatelarivation in PTSs or PTS
so that it holds in PTg;. We show how do to that for PTSs in Section 4.

The whole process that we are going to describe involves smite complicated struc-
tures and large mutual inductive proofs, so everythingstat this paper has been formal-
ized (using de Bruijn indices (1972)) in the proof assistaat} The whole development
can be found in (Siles, 2010).

By closing this open problem, we are one step closer to margbax typing systems,
for example systems with subtyping like tBxtended Calculus Of Constructio(isuo,
1989) and theCalculus of Inductive Constructionsr systems with more expressive con-
version that consideg-expansion (as in Geuvers & Werner, 1994).

2 The meta-theory of PTS

In this section, we give the definitions Bure Type Systemnd Pure Type System with
Judgmental Equalityits “typed” counterpart. We also recall the main properté these

3 Formalizable in primitive recursive arithmetic.
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systems, and the main issues that one faces while tryingoigeghat both presentations
are equivalent.

2.1 Terms and Untyped Reductions

The terms used in the following type systems are the ust@lculus terms la Church
- variable, abstraction and application - extended with taare constructions which are
the entry points of types inside termBl:types and sorts.

Structure of terms and contexts

s . Sorts

X . Vars

AB,M,N:= s|x|MN|AxAM | NxA.B

M= 0|M(x:A)

Thell construct is used to type functions, and is usually denAted B whenB does not
depend on its argument. If there is a dependency, we kedpdfdabe binding variable
with this notation.

The sefSortsis the first parameter that defines an instance of PTS. Sertsad to assert
that a term can correctly be used in a typing position. We saé how it works in more
detail after the introduction of the typing rules. The sevaffiablesVarsis assumed to be
infinite, and is common to all PTSs. In the following, we calesis, 5 andt to be inSorts
andx, y andzto be inVars. A context is a list of terms labeled by distinct variablesg). e
M= (x1:A1)...(% : An), where all theg are distinct. Since we want to handle dependent
types, the order inside the context matters:@an only appear id\; wherej >i.T(x) =A
is shorthand for(x : A) € ' and @ denotes the empty context. Tdhemain Don(l") of
a contextl’ is defined as the set of such that" (x;) exists. The concatenation of two
contexts whose domains are disjoint is writferf 5.

The termAxA.M (resp.Mx*.B) binds the variable in M (resp.B) but not inA and the
set offree variables (fv)s defined as usual according to those binding rules.

We use an external notion of substitutidv|N /x| stands for the terrVl where all the
free variablex have been replaced Y, without any variable capture. We can extend the
substitution to contexts (in this case, we consider frgDom(I")). [N/X] is recursively
defined as :

1. ON/X =0
2. (F(y: A)IN/X = TN/X(y: AN/X))

The notion ofB-reduction () is defined as the congruence closure of the relation
(AX*.M)N —5 M[N/x] over the grammar of terms. The reflexive-transitive closofre
—pg is written as—g, and its reflexive-symmetric-transitive closure-ag. The notion
of syntactic equality (up tar-conversion) is denoted as.

At this point, it is important to notice the order in which wancprove thingsConfluence
of the B-reduction can be established before even defining thedygpistem, it is only a
property of the reduction. Using this, we can prove someulgebperties of 1-types and
sorts:
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Lemma 2.XConfluence and its consequences
e If M —g N andM —g P then there i€Q such thalN —g Q andP —3 Q.
e TM-injectivity: If Mx*.B =g Mx°.D thenA=g CandB =g D
o If s=gtthens=t.

2.2 Presentation of Pure Type Systems
2.2.1 Pure Type System

A PTS is a generic framework to study a family of type systethataonce. Popular type
systems likeSimply Typed Lambda Calculu8ystem For Calculus of Constructions (CoC)
are part of this family. There is a well-established litaraton PTSs and we only recall the
main ideas of those systems. The reader interested in méaisds invited to look for
instance at (Geuvers & Nederhof, 1991; Barendregt, 1998y&s, 1993).

The generic nature of PTSs arise in the typing rules for sorti1-types. The set of
axiomsg/ C (Sortsx Sortg is used to type sortgs,t) € o7 means that the sostcan be
typed by the sort. The set of rulesZ C (Sortsx Sortsx Sortg is used to check the well-
formedness of1-types.

In this paper, we describe a variant of PTSs (which is knowbet@quivalent to their
usual description, see (Pollack, 1994) or the proof pravioethe Coq formalization)
which uses a notion of “well-formed contexts”. The typindesufor PTSs are given in
Fig. 1. Intuitively, = M : T can be read as “the term has typeT in the context”, and
N A:sas “Ais avalid type in”. As we can see, theoNV rule relies on the external
notion of 3-conversion, so we do not check that every step of the coioveiswell-typed.

In this paper, we refer to some subclasses of PTSs:
Functional, Full and semi-Full PTS

e APTS is functional if:
1. forallst,t, if (s;t) € o7 and(s,t') € &7 thent =t'.
2. forallst,u, U, if (sit,u) € Zand(s;t,u) € Z thenu=u'.
e A PTS is semi-fult if (s,t,u) € # implies that for allt’, there isu’ such that
(st/,u) e Z.
e APTS s full if for anys;t, there isu such thafs;t,u) € Z.
Obviously, a full PTS is also semi-full.

Lemma 2.2Type Unigueness for functional PTS
In anyfunctionalPTS, iff M : T andl =M : T" thenT =5 T'.

The following properties hold for all PTSs. They are the baséta-theory that we need
to prove the interesting theorems.

4 The notion of semi-full is due to Pollack, see (van Benthem Jutiraj., 1993).
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FEA:s x¢ Dom(I")

— NIL CONS
f F(X: A)wt
r st)e o/ r Fx)=A
> ET (st) € SORT we W ER ) VAR
MEs:t F=x:A

Mr-A:s rx:A)FB:t

(st,uye# F(x:A)I—M:BLAMF}—A:s rx:A)FB:t (s,t,u)e%’PI

r=AxAM:NxAB FTEMXAB:u
FTEM:NX*B  TFN:A FrFM:A  A=B TFB:s
APP CONV
I+ MN:B[N/x| r-M:B

Fig. 1. Typing Rules for PTS

Lemma 2.3Weakeniny
1. frif2FM:B, T - A:sandx ¢ Dom( 1l 2) thenl1(x: A)l2-M: B.
2. fTMMowe, M1 A:sandx ¢ Dom(lM1l,) thenl 1 (x: A2 wi.

Lemma 2.4Substitution
1. fMy(x: A)fa-M:Bandly - P: Athenl 1 2[P/x] - M[P/x] : B[P/X].
2. fMi(x: A)Fawi andly - P: Athenl 1l 2[P/X|ws.

While proving facts about PTSs, we often need to compute sgpiedg information
about the subterms of one judgment. To do this, we frequergé theGeneration(or

Inversior) property:

Theorem 2.§Generatior)

1. If [ =s:T then there i$ such thats,t) € &/ andT =g t.

2. If ' =x: Athen there i€ such thaf (x) = BandA =g B.

3. If T NxAB: T then there ares;,sp,s3 such thatr - A:s;, T(x:A)FB: s,
(s1,%,83) € Z andT =g sg.

4. IfT - AXAM : T then there ars;, s, s3 andB such thal A s, Frx:A)FB: s,
F(x:A)FM:B,(s1,% %) € Z andT =g MNxAB.

5. 1f T M N: T then there aré andB such thatr - M : MxA.B, T - N : A and
T =5 B[N/X.

Lemma 2.§Type Correctneds
IfT=M:T,thenthereissuchthafl =sorl T :s

Since we want the full generality of PTSs, we need to diststybetween the two conclu-
sions: nothing ensures that all sorts are well-typed.
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The notion of3-conversion can easily be extended to context since theyrdesed lists
of terms:

Context Conversion

[ OZB 0
o If I =5 T’, A=g Bandx ¢ Dom(l), thenl (x: A) =g I"'(x: B).

Lemma 2.{Context Conversion in Judgments

Ifr=M:AT =gl andl thenl"=M:A,

With all those tools, we can now prove the main property of §Thich states that
computation preserves typing:

Theorem 2.&Subject Reductign
If r'=M:AandM —g N, thenl - N:A.

Proof
The proof can be found in (Barendregt, 1992). We just wanttdgrward that it relies on
Confluencemore precisely on thB-injectivity of B-reduction. []

Now that we haveSubject Reductignwe can prove that any use of tlee@nNv rule is
sound, even if the conversion path uses ill-typed termshiff is the case, we can find
another path only made of well-typed terms.

Corollary 2.9(Usingconv is always soungd
If T=M:ATB:sandA=g B, then there is a sequen(@y, sy ), ..., (Cp, Sp) such that
A=C;,B=Cp, TG :gandG —pgCiig0rCiyg —p G

Proof
Let us suppose we havet- M : A, T - B: sandA =g B. By Confluencgthere isC such
thatA — g C g« B. By Type Correctnesshere ist such thal FA:t, orA=t:

1. In the first case, bypubject Reductigrwe know that any term that appears in the
reductionA —g Ay —p ... =g Ak —g Cis typed byt, and any term that appears
in the reductiorB —g By —p ... =g B —p C is typed bys. So we can take the
sequencéAt), (A, t),..., (At),(C,1),(B,S),...,(B1,s),(B,s).

2. In the second cas® =g t and by ConfluenceB —pg By —g ... =g By —p t.
Subject Reductiommplies thatl -t : s. So this time, we can choose the sequence
(A,s),(Bp,s),...,(B1,9),(B,s).

O

It is here interesting to see that in the first case, the pathdsnT andT’ is well-typed
by sorts, but nothing guarantees that we can have the samim dmth branches. If we
wanted to do so, we would need to be in a functional PTS.
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2.2.2 Pure Type System with Judgmental Equality

There is another variant of the presentation of Pure Typée8ysby defining an internal
notion of equality: Pure Type System with Judgmental Eqyalvhere every conversion
step is required to be well-typed. With those judgments, wdomger need to rely on
ConfluenceandSubject Reductioto ensure thatoNv is sound. The typing rules for PTS
are given in Fig. 2. The first thing we can prove (by direct ictitan) about this system is
that equality enjoys reflexivity:

Lemma 2.1@Equality Reflexivity in PTs
IfrEeM:Tthenl FeM=gM:T.

We can prove by the same arguments that some properties af&3®hold for PT§
namelyWeakening, Substitutiqwith similar statements) andontext Conversian

Lemma 2.1XWeakening in PT
1. frifoFeM:B, 1 Fe A:sandx ¢ Dom( 1) thenl1(x: A)l 2 e M : B.
2. IfMiMaFeM =g N:B, 1 Fe Al sandx ¢ Dom(I1I2) thenly(X: A)l2 e M =g
N : B.
3. Mo wi, M1 Fe A sandx ¢ DOI’T(rlrz) thenrl(x . A)r2 wif-

Lemma 2.1ZSubstitution in PTg
1. fri(x:A)fakeM:Bandly e P: Athenl 1 2[P/X] Fe M[P/X] : B[P/X].
2. fMi(x:A)F2-eM =g N:Bandl'; e P: Athenl 11 2[P/X] e M[P/X] =g N[P/X] :
B[P/X].
3. fFi(x: A2 we andly ke P Athenl 1l 2[P/X|wt-

Lemma 2.13Context Conversion in PTH
o If Ty(X:A)l2FeM: T andlN Fe A=g B:sthenly(X:B)l2FeM: T.
o IfTy(Xx:A)M2FeM=gN:Tandl; e A= B:sthenl1(x:B)[peM =g N:T.
o If My(X:A)l2wf andlMy e A=g B:sthenly(X: B)l 2 wi.

Later on, we will need another variant of the substitutioniea, to prove that we can
safely perform parallel substitution in PES

Lemma 2.14Parralel Substitution in PTS
1. IfMy(x:A)l2eM:Bandlyi ke P=g P': Athenl12[P/X] Fe M[P/X] =g M[P'/X] :
B[P/X].
2. fF(x:A)F2FeM =g N:Bandl; e P =g P': Athen
F1M2[P/X] Fe M[P/X] =g N[P'/x] : B[P/X].

Proof

The proof of the first point is straightforward by induction the shape of the typing
judgmentl1(x: A)l2 ¢ M : B, using the previouSubstitutionemma. The proof of the
latter is a trivial combination of RANS, Substitutiorand the first point. [

We can add to the list the following reflexivity propertieds¢aknown asEquation
Validity) which need to be proved along willype Correctness
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MN-eA:s x¢ Dom(Ir
— NIL € ¢ m( )CONS
Ot F(X: A)wt
(S1,%2,%3) €Z
M wi (st) e & MeAisy Fx:A)FeB:sp
——————— SORT P
Mhes:t M NXA.B:s3
| (s1,5,%) €7 ,
r Sst) e/ MN-eA=gA .5 Frx:A)FeB=B:s
Twt  SYES oreg eA=p )FeBpBin g
MFes=ps:t MheMXAB=p Nx* B :s3
MNeA:sy Fx:AFeB: s
I wi r(x)=A (s1,%2,83) € Z rx:A)FeM:B
——— VAR LAM
Mrex:A Me AXAM : MXAB
FreA=gA:sp T(x:A)leB:is
r M(x) = (s1.52.%)€Z  T(x:A)FeM=pM':B
u VAR-EQ 7 /e P LAM-EQ
Mrex=pX:A M AXAM =5 AXY .M’ : XA B
FFeM:A TheA=gB:s FFeM:MxX*B  ThHeN:A
CONV APP
MN--M:B e MN : B[N/X]
FTFeM=gN:A TteA=gB:s MFeM=gM :MX*B TFeN=pN:A
CONV-EQ — APP-EQ
FeM=gN:B e MN =g M'N": B[N/x]
(s1,%2,53) € #
MNeAisy Frx:A)leB: s MeN:A F(x:A)}—eM:BBETA
I Fe (AX*.M)N =g M[N/x] : B[N/X
FreN=gM:A FFeM=gN:A TFeN=gP:A
— F SYM TRANS
FreM=gN:A FreM=gP:A

Fig. 2. Typing Rules for PTS

Lemma 2.18Type Correctness and, Left-Hand / Right-Hand reflexivity D&)

e IfTFeM:TorleM=N:T,thenthereisc Sortssuch thafl =sorll T :s.
o IfTFeM =g N:A thenl FeM:A.
e IfTFeM =g N:A thenl FeN:A

Proof
We need to prove these three propositions simultaneoustifee main reasons:
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1. to proveType Correctnessve need th&ight-Hand reflexivitfor the conv rule.
2. to prove both reflexivity statements, we négge Correctnestor the APP-EQ rule.
3. because of theyM rule, we need to prove both reflexivity statements at once.

Then,Left-Hand reflexivitys simply done by induction: all the premises of the typinigsu
of PTS have been chosen to correctly type the left hand-side ofgheliy in the current
context. However, thRight-Hand reflexivitmeeds additional work. The proof is also done
by induction, butContext Conversiois used in the rules involving -abstractions anfil-
types, and thé&ubstitutionemmas are used to type the right parte@#TA. The proof of
Type Correctnesalso follows directly from the mutual induction hypothesis [

It is interesting to notice that we could have removed theeddpncy orType Correct-
nesgust by adding more typing information (like the fact tifeandB are also well-typed,
with the correct sorts) to the premisesagfP-EQ.

Our final goal is to prove the equivalence between PTS and:PTS

Theorem 2.1§Equivalence betwwen PTS and RY'S
e [FM:TIiff TFM:T
e TFM:IT,TEN:T,andM =g Niff TFeM =g N:T

With the few results we listed for PESwe can already prove half of this equivalence:

Theorem 2.1TFrom PTQto PTS
1. fTrFeM:Athenl EFM: A
2. IfT~eM=gN:AthenT FM:ATFN:AandM =g N.

Proof

The main idea of the proof is to remove the typing informafimm the typed equalities.
The proof is straightforward by mutual induction on the typjudgments of PT&S Context
Conversion(in PTSs) is also requiered for the second conclusiorn.]

2.3 Subject Reduction and Equivalence

We previously saw theBubject Reductioandll-injectivity were two important properties
of PTSs:Subject Reductioallows us to freely compute without having to check thatrgpi

is preserved at every reduction step, &héhjectivity is a crucial step to prove the latter.
With the basic meta-theory for PTat hand, we can now try to check if both properties
also holds when the equality is required to be well-typed.isfthe case, we would be able
to prove that both presentation are in fact two different svydescribe the same theory.

Theorem 2.18Subject Reductign
IfF'FeM:T andM —g Nthenl FeM =g N:T.

To prove this property for PTSwe can try the same approach that was used for PTSs, but
this requires to have the-injectivity for PTS. Since we are using a typed equality, we can
express this injectivity in several ways. Here are two exaspf injectivity:



ZU064-05-FPR PTSATR 16 November 2011 13:10

Pure Type System conversion is always typable 11

e We can completely getting rid of the types (as we did for PTSs)
If T Fe MXAB = MXC.D : u, thenA =g C andB =g D.

e We can also try to keep as much typing information as we can:
If I t-e MxA.B=5 Mx®.D:uthenl e A= C:sandl (x: A) e B=5 D :t for some
s,t € Sortssuch thai(s,t,u) € Z.

With the first solution, we lack too much type information taild the typed equality
needed bySubject ReductiorThe second one is used by Adams to prove the equivalence
in the functional case. However, this statement is wronggéngeneral case (this proof can
also be found in the Coq formalization):

Lemma 2.19Strongl-injectivity does not hold for all PT$
The following statement does not hold for all RTS

If T e MXAB =g Mx°.D:u, thenT Fe A= C:s [(x:A) FeB=g D:t for some
s,t € Sortssuch thats,t,u) € Z.

Proof
We are going to build a counterexample by selecting the sgts forSorts <7 andZ. Let

us assume that previous statement of strong injectivitdhér all PTS, including the
following one:

e Sorts= {u,v,V,ww'}
o o/ ={(u,v),(u,Vv),(v,w),V,w)}
o Z={(Www),(W,w,w),(vvu), Vv, u}

Let us define two termB; = (Ax".u) uandD; = (AX’.u) u.

1. OkeDy:vandif Oke Dy : T thenT =g V.
This is a consequence of our choices for the sétand Z: to type the abstraction
AX'.u, we need to find a ruléa,b,c) € Z and a typeA such that @-c v: a, (X: V) Fe
u:Aand(x:v) e A:b. The first typing judgment implies that= w, and the only
rule involvingw is (w,w, w), sob = ¢ = w. This also implies that the only choice for
Ais v. Therefore, the abstraction has only one type; v, andT has to be equal to
V[u/X] = V.

2. For the same reasont@ D, : V and if < D> : T thenT =g V.

3. with both results and the fact thatQu: vand 0¢ u: vV, we can prove
OFeDi=pgu:vand OkeDa=pgu:V.

4. The correct choice of rules i leads to @ MxPt.u =g Mx“.u:uand
0 ke MxY.u=g MxP2.u: u, so by transitivity: @-¢ MxPL.u=g NxP2.u: u.

5. Since we supposed strong-injectivity, eithefdD; =g Dz : vor Ot-e D1 =g D> V.

6. Inboth case, one of the reflexivity lemmas and the first tems$ forcev = V' which
is impossible byConfluencdcf Lemma 2.1).

O

To proveSubject Reductignve need a weaker form of-injectivity. In the next sections,
we give the description of a correct injectivity statemdmtt we are not able to prove it
before provingSubject ReductiorThis is the reason why we postpone this discussion to
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Section 4.

To prove the full equivalence between untyped conversiahjasigmental equality, we
define an auxiliary type presentation RfSwith judgments of the fornfi - M > N : A,
The intended meaning is thist of type A can do a parallel reduction stepNo PTSy also
has more informative terms so we can directly prove propettke ConfluenceWeakI-
injectivity andSubject-ReductioThere is an erasure functiohfrom the annotated terms
of PTSy, to original PTS and PTSerms. The outline of the equivalence is the following:

1. fTrFMp> N:Athen|l'| - |M|:|Al andl - [N|:|A],

2. IfTFM>N:A then|l| e [M] =5 |N| : |A],

3. If T M:A, then there aré *, M™ andA" such thatt* - M™ > M* : AT and
[Tt =T, M| =M and|At| = A

The properties combined show that a PTS can be embedded Ri&ausing PTG,
as an intermediate step.

3 Basic meta-theory of PTG
3.1 Definition of PT Sy

Let us go back to the question of lifting a typing judgmennfr®TSs to PTS To do so,
we need to be able to lift a conversién=g B into a typed equality judgmeiit-c A=g B
and as said above, we would like to h&gbject Reductiofor PTS which itself requires
the injectivity ofM-types.
A first proof of equivalence between PTSs and PM&s been given by Adams (2006)
for the subclass diunctional PTSs, a result that has been later extended to the subclasses
of semi-fullandfull PTSs by the authors (Siles & Herbelin, 2010). As expectes kdy
step of these proofs is to build an intermediate system withrhajor properties:

1. It has to be equivalent to both PTSs and RTS
2. It has to satisfy th€hurch-Rosseproperty.

With such a system, we can prove that it enjbisnjectivity and Subject Reductigrand
finally translate both properties into P&'S

Since we are dealing with a typed equality, we need to buiighad version ofChurch-
Rosser The usual way to prove it foB-reduction is to define a parallel reduction that
enjoys theDiamond Property and whose transitive-closure is the same closurg-as
reduction. So Adams defined a typed version of this paraldliction calledype Parallel
One Step Reductioto prove his result. In order to prove tlghurch-Rosseproperty,
Adams decided to annotate applications by their co-donaaid,to restrict to functional
PTSs so his system would also enjoy Yr@queness of Type¥/e used the same annotation
system to show that théhurch-Rosseproperty also holds for semi-full and full systems,
but this is not enough for the general framework.

To extend Adams method to the class of all PTSs and.PW¥& add a second annotation
to the applications. In his paper, he rejected this solubenause it introduces a new
constraint one has to check when one wants to redyicesglex, and he did not investigate
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how to handle this additional complication. Such methodgehalready been tried to
prove normalization results for PTSs in (Mebi & Werner, 1997) and for correctness and
completeness results in (Streicher, 1991), but we had tetédaithout any normalization
requirement.

All of this has led us to define a variant of TPOSR that we €alte Type System
based on Annotated Typed Reducti®his system is built on a trade-off: this additional
annotation allows us to get more information from our typjmdgments, but it adds new
constraints in the typed reduction that we will have to fdoethe following, we give a
detailed description of the systems, its properties, antefiifficulties introduced by this
new annotation.

Structure of Annotated Terms
A,B,M,N ::= s| x| MnxagN | AXA.M | MxA.B

All the other notions (context, substitution and untypedueion) described for the
terms of PTSs are defined in the same way for £T%vith their natural adaptation to
the annotated applications. To avoid confusion betweemetiections, we write—, for
untyped parallel reduction in PE$ (we allow reduction in the annotations) ansl for
its transitive closure (since P1®is a parallel system, using a one-step parallel reduction
is easier, but its closure is still the same as the usual tapeBsreduction). We define an
erasure procedure| by induction on the structure of terms that maps annotate®yPT
terms to non-annotated PTS ones, by inductively removiagtditional typing informa-
tion within the applications.

The typing rules of PTg, are presented in Fig. 3. As a shortcut, we use the notation
Fr’-MpeN:ABfor“TEM>N:AandTEFM > N:B".

The >* (resp.=) relation can be read as the transitive (resp. transitversetric)
closure of the> relation. The=g judgment has to be understood as an equality at “the
level of types”, where we do not demand to keep the same sexeay transitivity step.
We need this to be able to state tAeneration Lemmasorrectly, since we do not have the
Uniqueness of Types the general case. To avoid confusion in further develaogntere
is a reminder of the several variants@®fequality we are dealing with:

Notation Terms Systems Meaning

M=N all all syntactic fr-conversion)

M =g N non-annotated PTS B-conversion
MeM=gN:T non-annotated PTS B-conversion with typing constraints
r’-M=gN annotated PTs B-conversion with typing constraints

The meaning of th&ETA rule is to ensure that there is a conversion path from the
annotationA of the A-abstraction, to the annotation of the applicat®dnwhere each step
is typed by the sort;s(which is the first sort of the triple). As Adams pointed out fo
TPOSR, havindA instead of&’ would break the linearity of the left-hand side of the rule:



ZU064-05-FPR

PTSATR 16 November 2011 13:10

14 V. Siles and H. Herbelin

r-A>B:s x¢ Dom(I")

—— EMPTY EXTEND
Owt F(x:A)wt
Fwi  (st)ed Twe  T(X)=A
— '  SORT VAR
MN-s>s:t MNEx>x:A
(s1,%,%3) € Z r-FA>A g (s1,%2,83) €Z
r’FA>A:s; T(x:AFB>B:s rx:A)FB>B:s, T(xX:AFM>M:B
: PROD . LAM
FrEMABeMXA B s FEAXAM > A M NxAB
(S1,%,%3) €Z

FrFA>A:s; T(xX:AFB>B:g
TEM>M:MX*B  TEN>N:A
M F MnyxasN > Mayen g N’ B[N/X]

APP

Mr-A>A:s r’-ApA:s
FTEA>TAIsy THADTA s (51,%,53) €EZ
rMx:A)FB>B:s rx:A)FM>M:B TFEN>N:A
M= (AXAM)nxeasN > M/ [N'/X] : BIN/x]

BETA

’EFM>NCA 'FA>B:s Fr’EM>NCA r=EB>A:s
RED EXP
’EFM>N:B ’EkM>N:B

Fr’FMo N:A r-Mst™N:A THENBTP:A
— X — REDSINTRO REDS- TRANS
r’FMsTN:A r’-Ms™P:A

'FA>B:s r'-B>A:s r-A=pB I'FB':VBC
—— EQ-INTRO ——— EQ-INTRO2 TRANS
FFA%BB FFA%BB FFA%EC

Fig. 3. Typing Rules and Type Equality for P%S

a 3-redex would only be able to reduce if both annotations an¢esyically equal, which
may not be the case (especially during the proof of@heirch-Rosseproperty). To get
over this limitation, we require that both annotations mosstconvertible, and the path
between them has to be typed by the same sort.

The equality=p ensures that each step is typed by a sort, but does not geeurtatt
each step use the same one, so we can not use it directly. atsitiger equality where we
ensure that each step lives in the same type (much like BgGality) did not help at all
in the following proofs. That is the reason why we stated tystesn with this “common
expanded form” rather than with another new judgment thatldvoot be used elsewhere.
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We do not directly have a symmetry statement#gy equality in order to have more
control over the equality, but this rule is straightforw#mdgrove by induction:

Lemma 3.XSymmetry forg)
If T'=A=gBthenl FB=g A

3.2 General properties of PT.g

From now on, we consider the general case of PTSs, withoutestgictions: we can start
to prove some properties of PZS(by mutual induction over- andr>" at once):

Lemma 3.ZWeakeniny
1. frifaFM>N:B, I FAD> A :sandx¢ Dom(T1M2) thenl 1 (x: A)lFo-M > N: B.
2. frifoFM>TN:B, I AR A sandx ¢ Dom(M1M2) then
F(x:Al2FM>TN:B.
3. If Mo wi, M1 F A A sandx ¢ Dom(I"1I2) thenl 1(x: A)T 2 w.

We extend the notion of equality on terms to equality on castevhich are nothing but
ordered lists of terms:

Context Conversion

e 0=50.
B
o If =g, T-A=gBandx¢DomT), thenl (x:A) = ' (x:B).

Lemma 3.3Conversion in Context
o fTEMp>N:Aandl =5 thenl'-M > N:A
e fTEFMp>*N:Aandl =g " thenl" =M > N: A,
o If M'-A=gBandll =5 " then[" - A= B.

The following lemmas are still proved by mutual inductiont they have to be proved
in this order since they also rely on the lemma just beforenthe

Lemma 3.4Left-Hand Typability
fFrEM>N:AorFTFM>TN:A thenfTFM>M:A.

Lemma 3.5Parallel Substitutioh
1 fri(x:Af2FM>N:Bandlfi P> P : Athen
M12[P/x] = M[P/x] > N[P'/X] : B[P/X].
2. fry(x:A)Fa-M >t N:Bandl; - P> P : Athen
M1M2[P/x] = M[P/X] > N[P' /X : B[P/X].
3. fri(x: A2 wsandlf1 P> P : Athenl 1l 2[P/X|wi-

Lemma 3.qRight-Hand Typability
1. fFTFM>N:AorTEFM>TN:A thenTEN> N:A
2. IfT'=A=g B, thenl - A A:sandl - B> B:t for some sorts andt.

The following lemma is an adapted version of Beneration Lemmantroduced for
PTSs. By adding both annotations, we do not have to “guesstittmain and co-domain
of an application anymore.
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Lemma 3.{Generation
1. IfFFs> N: T thenN = sand there ig such that(s;t) € & and eithelT =t or
FrET =gt
2. If M =x> N:T thenN = x and there i\ such thaf" (x) = Aandl" = T =g A,

3. IfF-MNxAB> N: T then there ard/, B, s1, S, 3 such thalN = Mx* B,
(s1,%,8) € Z,THFA>A 5, (x:A) B> B : s and eithefl = sz or
M=-T=gss.

4. IfTFAXAM>N:T thenthere ard’,M’, B, s1, sz, S3 such thalN = Ax¥ .M/, (s, 5, S3) €
Z,THA>A s, T(x:A)FB>B:s, M(x:A)FM>M :Bandl - T 25 NMxA.B.

5. If T+ PaxusQr> N: T then there ard, A',B',Q',s1,5,s3 such tha(s1, s, S3) € Z,
FEA>A s, F(X:A)FB>B 1, TFQ>Q :ATHT =5 B[Q/x and

e either @ppcaselJ =A T =P > P : MxABandN =P, 5 Q for someP’
e or BETACaselJ =A",P=AXAR T (x:A)FR>R :B,N=R[Q/X],
M-Ag>T A’ spandl - Ag >t A:s; for someAg, A’ R R.

Proof
As for PTSs, the proof is done by induction on the shape ofypimg judgment. [

One of the key-points to prove th&hurch-Rosseproperty for3-reduction (more ex-
actly, to prove that the usual reduction and the parallel@ve the same transitive closure)
is thatf3 enjoys some multi-step congruence properties like:

e If A5 BandC —4 D, thenMx*.C —4 MxE.D
e If A~ BandM —g N, thenAx*.M —5 AXE.N

However, to have the same properties in BT, $hat is with type restrictions to fulfill, those
lemmas can be hard to prove, especially for the applicatige.cTo prove these properties
about multi-step congruence, Adams used Tgpe Uniquenesproperty thanks to its
functional setting. To prove those multi-step congrueesalts for PTg,, we need to find
something new. A particular example of what we need ariseémtulti-step congruence
case of application, where we need to check that terms aegl tigp the triple of sorts in
Z. For example, we know thdt - A> A:sandl - AT A :t, but we need the latter
statement typed by, With Type Uniquenessve would be able to prove thats t, but this

is not true in the general case. What we would like to do it tqpkibe reduction skeleton
of the second statement and use it with the types of the fidginuent.

The following theorem is a sufficient tool to achieve thisktas

Theorem 3.§Exchange of Typgs
fr=Mo>N:AandfrFMp>P:B, thenfTEFM>N:BandfTFM > P: A

Proof

By induction on the first judgment ar@eneratioron the second one, there are no difficult
cases since we have the co-domain annotations on the djpigarhe second part of the
conclusion is proved by symmetry. [
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The heart of this theorem is to keep the reduction structfieederivation and allowing to
change the type annotations inside, if we have a witnesshae annotations are correct.
We can directly extend this result to multi-step reduction:

Corollary 3.9(Exchange of Types in multi-step reducdion
fr-EM>*TN:Aandl =M > M:B,thenl =M > N:B.

It allows us to prove that the following transitivity rulerfo- is admissible:

FTFM>TN:A r’-N>"P:B
r’-MotP:A

REDS TRANS-ALT

This is the key lemma to prove our multi-step congruence larffoinPTS;;:

Lemma 3.1@Multi-step Congruences and Generatipns
e Congruences:
— fTFADTA 15, T(X: A FB>TB s and(s1,9,S3) € %, then
F-MxAB>* MXY B s
— fr-ATA s, Tx:A)FM>TM B, F(x:A)FBr>B:s;and
(s1,5,53) € Z, thenl - AXA.M > AxA M’ : MxA.B.
— FrTFA>TA s T(x:AFB>TB :t,T-M>T M :MxAB, and
MEN>TN A thenl F MucasN > M, N B[N/X.
e (Multi-step) Generation:

— If TFNXAB>" N: T then there ar&', B, s1,S, S such that(s;, ,S3) € %,
N=Mx" B, FFA>TA s, T(X:A) FB>t B :sandl -Tps30rT =s3.

— IfT=AXAM > N : T then there ar&/, M’, B, s1, s, S3 such that
(s1,9,%) € Z,N=Ax* M, T A+ A s, T(x: A FM>+ M B,
F(x:A)FB>B:sandl - T 25 MxA.B.

— IfFFs>" N: T, then there is suchthaN = s, (st) € &/, andl' - T =g t or
T=t.

Proof
These proofs are done in the same way as their PTSs’ courttdoganduction on the
length of thex>" reduction, along witlExchange of Types [

This exchange of types is also used in the proof of@herch-Rosseproperty to avoid
building the right sets of sorts i at some minor stage of the proof. However, we use
it extensively while proving that well-typed terms in PTSsde correctly annotated into
well-typed annotated terms in P£S

Lemma 3.11Type Correctnegs
If T=Mp N:A then there is € Sortssuch as eitheA=sorl" FA> A:s.

Proof
The proof is the same as for PTSs, by induction on the typidgment. [
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Theorem 3.12From PTG to PTS and PTS
1. fr-Mp> N:Athen|l|F M| :|A]
IFI=IN|: |Al and|M| =g N].
2. fTEM>N:Athen|l| e M| |A]
IT[Fe[N|: Al and|l| Fe [M[ =g [N] : |A].

Proof

As we did for the translation from PESnto PTSs, we want to strip a P judgment
from its annotation in the application, to get a valid judgri@ PTSs. The first point is a
consequence of the second and Theorem 2.17. The lattew$otlte same pattern as the
proof of Theorem 2.17, by induction on the typing judgmenthveome use ofContext
Conversiorof PTS for LAM, PI, BETA andAPP, andParallel Substitutiorfor BETA.

Since PTg; is a parallel system, and PI$% not, it is mandatory for théarallel
Substitutioemma to be provable in the latter. [

Corollary 3.13(Sort andl-types incompatibility
It is impossible to prove thdt - MxA.B =g sforanyl,AB,s.

Proof

Using Theorem 3.12, we can prove tiiat M = N implies|M| =g [N| (by induction on
the length of the conversion path). Let us consider a judgmighe formr - Mx*.B ~gs.
Then by translating it into a PTS equality, we end up having™.|B| =5 s. Since -
conversion is confluent (Lemma 2.1), there is a t@rsuch thaf1xA.|B| -5 T ands —»
T. However, this implies thal has to be d1-type and at the same tima sort, which is
impossible. [

At this point we need to recall what we said about the order sexliito prove things
in PTSs. We did not present any kind of confluence for TS he reason is that, in a
typed framework like PTSor PTSy,, the Confluenceand theChurch-Rosseproperties
are a blocking step. Since they mix together typing and réalucit is difficult to find a
proof without involving theSubject Reductioaf the system, and the proof of this theorem
involves already knowing thB-injectivity property (as required for PTSs in the previous
section) which comes froi@onfluence

3.3 TheChurch-RosserProperty in PTS;,

The next step in the meta-theory is to prove @raurch-Rosseproperty by proving that
PTSir enjoys theDiamond Property

Theorem 3.14Diamond Property

frEMp> N:Aandl M > P: B, then there i€ such that
FINEN>Q:A INEN>Q:B
rN-Po-Q:A rN-P-Q:B

It is to prove theDiamond Propertyproperty that the annotation is important. Indeed, to
make the proof goes through, we need to satisfy the followomstraints:
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1. because the resulting type of an application inAhre and BETA rules is only an
instanceB[N/x] of the original co-domai present in the premises of the rule, some
information needs to be kept to match both co-domains imein theAPP/APP,
BETA/APPandAPP/BETA cases;

2. because reduction steps can occur in the occurrengéndfoth A x*.M andMx”.B,
the induction hypotheses over the domain of types do noty@waatch the context
of the hypothesis we actually have.

Adams solved the first problem by adding the co-domain as aotation of application
and he solved the second problem by requitirgqueness of Typingrhich comes from
the functionality. In (Siles & Herbelin, 2010), we reusedahas’ idea for solving the first
problem and used instead a property on the shape of typeshighcalledTyping Lemma
in (van Benthem Jutting, 1993)) to solve the second problenaddress the full generality
of PTSs, our solution to the second problem is to add the doasan extra annotation of
application.

Adding the domain as an annotation raises new problems imlé¢s&@n of theBETA
rule (Figure 3). We can not requirk and A’ to be syntactically the same in the rule
BETA becauseA andA’ are liable to be reduced in different directions and theittagtic
equivalence would not be preserved as an invariant. We daakethem unrelated neither,
nor can we take them¥g-convertible. Indeed, we need to enforce that each corressep
stays in the same sort, much like the equality judgments T&8.Pand for that purpose,
it happens that ensuring the existence of a common ancAgttor the reduction is a
sufficient condition.

Proof
The proof is done by induction on the first judgment &eherationon the second one.
We only describe theeTA/APP. The APP/APP and APP/BETA are done in a similar way,
and all other cases are straightforward.

The two judgments are

M (A M)neas N> MN' /X B[N/X

M= (AXAM)neas N> (AEM ) e s N7 B[N/X]

where
rMN-A>T A s rNFA>C:tg
Fr=Ag>":A:g rx:AYFBr>B":t
rx:AFB>B:sg rx:A)FM>M":D
rx:AFM>M:B F=N> N CA
FTENSN:A M HMxXAD 2, NxY.B
rFA>C:u

By induction (andContext Conversiofor B), we can close the diamonds figt, N and
B: there arédMp, Ny andBg such that

e Nx:A)FM' >Mp:B,Dandln(x:A)F-M">Mo:B,D

5 To keep the proof readable, we do not keep track of alhiavolved.
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e MTEN'1>Ng:AA andl =N” > Ng : A A
o IX:A)FB' >By:s,txandlM(x: A) FB" > By: s,

Our candidate to close the diamonadvs[No/x]. To conclude, we need to prove that (1)
I FM/[N/x] > Mg[No/x] : B[N/X] and (2)I - (AXE.M") e g N” > Mo[No/X] : B[N/X.

Thanks to theSubstitutionlemma, I = B[N/x] > B[No/X] : $,t2, so I = B[N/x| =g
B[No/x]. So we can close (1) by convertiigjNy/X| into B[N/x] and applying theSub-
stitutionlemma once more.

To prove (2), we perform the same replacement, then we neapply theBeTA rule,
and so we need to find a well-typed path fr@1o C'. Fortunately, we already have one,
throughA, Ag andA'. However, we have a mix @&, t; andu; while we need the exact same
sort along the path. This is where Theorem 3.8 is useful: weearite the judgments into
NMN-Ap>C:spandlN=A' >C': s, whichleadstd FAg>TC:spandl FA>TC' 1 5.
We can now correctly apply theeTA rule. [

As a direct consequence (by induction of the structure ofttHereductions) of the
Diamond Propertywe finally are able to prove thehurch-Rosseproperty.

Theorem 3.15%Church-Rosser Property
fr=M>*tN:Aandf[ FMp>TP:B,thenfl FN>TQ:Aandlf -FP>" A: B.

3.4 Consequences of thehurch-Rosserproperty

With the Church-Rosseproperty, we can settle with all the missing pieces of thebag
we do not know how to prove directly in a typed framework:

Lemma 3.1§Confluencg
If [ - A=g B, there areC, st such thal - A" C:sandl-B>* C:t.

Lemma 3.1{Weakfl-injectivity for PTS;,)
If I+ MxA.B 225 MxXC.D thenl - A= Candr (x: A) - B2 D.

Proof
The two previous lemmas are proved in the exact same way a$’hg version:

e Confluences proved by induction on the structure of the conversio pat
e Weakll-injectivity is a direct consequence 6bnfluenceand the fact that &l-type
can only reduce itself to anothBi-type.

O

Since strong injectivity does not hold for P S(the same counterexample we used for
PTS also works here), we stated a weaker form of injectivity. ldeer, this statement of
M-injectivity for =g along with theExchange of Typegroperty are powerful enough to
proveSubject Reduction

Theorem 3.18Subject Reductign
Ifr=Mp>M:AandM —pNthenl =M > N: A
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Proof
The proof is done by induction oM —p N, where most cases are trivial but the case of
parallel 3-reduction. Whereas in the proof of tiamond Propertywe already had a
well-typed path to use with theeTA rule, this time we need to build one.

We are in the following situation:

M—pM  N—=pN
(AXAM)nxco N —p M/[N'/X
andr - (AXA.M)nxc.p N> (AXA.M)nxc.p N : T. By Generationwe have two possibil-
ities: the typing judgment is either built frompp or from BETA. In both cases, we know
thatl = T =g DI[N/x] so we can replac& right now. In the latter case, we have every
information at hand to prove that- (Ax*.M)nxc.p N > M’[N’/x] : D[N/x]. The problem
arises if we only have typing information coming from thiep rule:

e TFA>A:s, TX:A)FM>M:Bandl(x:A) B> B: s, where(s;, s,%3) € Z.
e [FC>C:ty,(X:C)F D> D:ty where(ty,tp,t3) € Z.
e MT-N>N:Candrl +NxAB =, Nx.D.

Using MN-injectivity, we can show thaft - A= C, andConfluencegives usAg such that
Fr=A>T Ag:sandl FC>T Ag:t. The same argument is valid fBrandD, so we have
Bo such thal (x: A)-B>"Bp:s andl D >* By : t'.
Using Theorem 3.8, we can replagby s, t by t;, S by s, andt’ by t, which allows us
to prove that
[ = (AXAM)rxe.oN &7 (AXA.M)rxag8,N : D[N/X]
With this new redex, we can now UBETA on its right-hand side, proving that:

= (AXA.M)nxcaq.8,N > M[N/X] : Bo[N/x]

By induction, we have thdt(x: A) - M > M’ :Bandl = N>* N’: C, so with REDS
TRANS-ALT), and theSubstitutior_emma, we can now glue both reductions and conclude
the final case oBubject Reduction [

4 Equivalence of PTG and PTS
4.1 Confluence of the annotation process

Our last step to prove the equivalence is to prove the caresstof annotations, i.e. to
prove that every judgmemt M : T can be annotated into a valid PSderivation
rr+=Mtes Mt TTwherellt| =T, [MT|=Mand|T|=T.

To do so, we need to show some basic properties of the armofatdcess. Since there
are several ways to annotate a term, we face some difficultitsins while performing
induction. Let us take a simple example with the constractibl1-types with theri rule:

rFA:sy;  T(X:A)FB:s,  (S,9,%)€Z
P
M-NxAB:s;
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By induction, we get that1 - Ay > A : 51 andlMa(x: Ap) - By > By 1 s with the equalities
IF1|=|T2| =T, |Bz| =Band|Ai| = |Az2| = A. To build all-type from those two judgments,
we need to relat€ to ', andAp to Az in PTSy,. More precisely, we need to show that
if two annotated types come from the same non-annotated terdif they are well-typed

in PTSar, they are equivalent in PE&. With such a property, we would be able to state a
similar lemma for contexts and prove that our annotatiorc@tore is correct.

However, we have to recall that what we call here types atéguss typed by a sort, and
their typing judgment may us@-redexes, which may involve “non-types”. So we have to
state a more general lemma about the conversion of diffaremitated versions of a same
PTS term.

Lemma 4.XErased Confluenge
If IM|=|N|,TFM>M:Aandl - N> N: B, then there iR such that
rNFMp>*tR:Aandl -FN>T R:B.

Proof
The proof is done by induction d, the only difficult part is the application case:

M= Prca0Q N=PFhn pQ  IPI=IP] [Q=Q

By Generation we get thatP,P’,Q and Q' are well-typed, so by induction, there are
Py, Qo such that:

r-Pot Ry :MXC.D rMN-Qm>*tQu:C
FFP > R:MED  TMFQtQy:C

and some additional information relatifg andAg to C andC’ depending on the way!
was typed BETA or APP).

In the functional case (where only one annotation is needeid)is quite trivial : thanks
to theUniqueness of Typespplied toRy andr-injectivity we get thaf (x: C) - D =5 D'.
By Confluencewe get a common redufY, for D andD’, so the common reduct & and
N is Py p, Qo-

We need to be a little more subtle here: for the semi-full dase (Siles & Herbelin,
2010)), we showed that terms can be classified in two familieese types have very
particular shapes. Fortunately, the full generality of ttlassification is not needed here:

Lemma 4.ZWeak shape of type
frEMp>N:Aandl =M > P: B, then:

e eitherl - A= B

e or we are in the following cases:
1. there ard) andV suchthal FM > AxXY V:Aandlf M > AxY V : B.
2. thereisssuchthal FM>s:Aandl =M > s: B.
3. thereidJ andV suchthal FM >NxY.V:Aandl - M > NxY .V : B.

The proof of this lemma is quite trivial by induction, andieslon the fact that we have the
annotation of co-domains at hand.
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We can apply the previous lemmaRgand, for the first part of the conclusion, conclude
almost like the functional case. Eyenerationwe also got a way to prove that- Ao =g
Ay, depending on the constructor used. Bgnfluencewe can get a common reduét,
and usePy ny.ar.p, Qo to close the lemma.

If we are in the second part of the conclusion, the only releease is the first one:
sincePy is typed by all-types, it can not reduce itself to a sort or anothletype. The
reason is because with ti@enerationlemma, we know that the type of a sort oFlatype
is always convertible to a sort. If they could be typed By-8ype, we would end up having
a judgment of the fornfi - MxA.B =g swhich is impossible due to Corollary 3.13.

In the last remaining case, there &randV such that:

e TFR AV NXD
e TFR> AV MXE.D

We just created B-redex sincé, is going to be applied, so this time, the common reduced
term is the result of th@-reduction initiated by’ instead of just a simple application.

Actually, we still need to show that we are allowed to reduus tedex, just as we
needed to show it foBubject Reductiorthis is the second place where we are facing quite
technical points because of the new annotations. Thereoaralffferent cases to handle
here, depending on ho andM’ are originally typed (byBETA or APP), but each can
be closed by extensive use Gbnfluenceand Exchange of Typess we did forSubject
Reduction The main idea behind each case is the same, and followsctiésre:

M PrxupoQ > Romxu.nQ :D[Q/X
[>+()‘XU~V)HX:U4DQ : D[Q/X]
>"V[Q/X ' D[Q/X]
>"V[Qo/X] ' D[Q/X]

M PhuoQ> PomwpQ  :D[Q/X
[>+()‘XU'V)FIX:U.D’Q/: D'[Q/X
> V[Q/X :D'[Q/X]
>"V[Qo/X] :D'[Q/X

In the end, we manage to find a common reduct in each type withaing to find a
common reduct for the annotations, which concludes thefmfhis lemma. [

4.2 Consequences of the Erased Confluence

With the general statement for all terms, we can now show wieaheeded about types
and contexts:

Lemma 4.3Erased Conversion
1 If|Al=|B[,T~A>A:sandl -B>B:tthenl - A3 B.
2. If|F1|=F2]andlF1FM > N: A then
PEMD>N:A

Proof
The first statement directly follows from Lemma 4.1. The setis a consequence of the
first one, by simple induction on the lengthlof. [
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Now let us go back to the annotationldftypes. With Lemma 4.3, we can derive the fact
thatl; - Ay =g Ao andl"; =g M. By context conversion, we can exchange the contexts and
we end up proving thdf;(x: A1) F B2 > By : s, and so we can finally build the annotated
judgment - MxAL.B, > MxAL.B, @ s3, with [M1| =T, |Ar] = Aand|B;| = B.

By doing the same process for each constructor, we can noelumthe last missing
piece of the whole equivalence process:

Theorem 4.4From PTS to PTg;)
If T=M:T,thenthereare™,M*, Tt suchthat " FMt>M*:T* |FT|=T, Mt |=M
and|TH|=T.

Proof
Since we have managed to prdebject Reductioand Lemma 4.3, the proof is similar to
Adams’ proof for TPOSR, with a few type exchanges inglggA case. [J

Finally, all of this leads us to state that:

Theorem 4.§Equivalence of PTS and Pd)S
LITEM:TIff TEM:T.
2.TFeM=gN:Tiff TEFM:T, [ =N:T andM =g N.

Proof
This is just a combination of all the previous theorems:

e If TF¢ M : T, then by Theorem 2.17, we halie- M : T.

o IfT-M:T, by Theorem 4.4 we know that
rreMt>MT:THwith FT| =T, IMT|=M and|T*|=T. By Theorem 3.12,
Tt e |MT|:|TH| whichis equaltd FeM : T.

o If TFeM =g N:T, sowe conclude by Theorem 2.17.

e IfTEM:T,I=N:TandM =g N, by Confluencethere isP such thatM — P
andN — g P. By Theorem 4.4, there afe”, M*,T* such thatfl *| =T, [M*| =M,
ITT|=T andl* =M™ > M* : T*. Let us consideP" such thatP"| = P and
M* — PT (such aterm always exists, the proof is a simple inductiotherstructure
of M).

MEMT>MTTH
= MEMT TPt T (Subject Reduction)
= MNeM=gP:T (Theorem 3.12 ant@RANS)

We do the same to conclude thate N =g P: T, so bysym andTRANS, we finally
havel' FeM =g N: T.

4.3 Subject Reduction in PTS

Now that we have a way to go from PTSs to RT&nd the other way around), we can go
back to the proof oSubject Reductiofor PTS..
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Theorem 4.§Subject Reduction for PTH
Ifr'FeM:T andM —g Nthenl FeM =g N:T.

Proof

By using the first part of Theorem 4.5 and Theorem 4.4, theed ar M™ andT* such
thatr * =M+ >M*:TTand|l"| =T, M| =Mand|T*| =T. Let us consideN* such
that|N*| = N andM* —, N*. With such a term, and using Theorem 3.18, we can prove
thatlr ™ =M™ >+ Nt : T+, By erasing the annotations using the last part of Theoré&, 3.
we end up havingl *| e [M*| =g [N*| : [T*| which is the exact result we wanted. [J]

We showed how to map PTS derivations to R 8erivations. We believe that the same
could have been done directly from PI® PTSy,. That would have provided with a
direct way to transfeBubject Reductiom PTSy, to Subject Reductiom PTS and the
equivalence between PTSs and RWW®uld then just have been a consequenc8udiject
Reductionn PTS..

4.4 Weakil-injectivity in PTS

The last missing piece of our development is to find the costatement for injectivity of
products in PT& Subject Reductiofor PTSy, relied on theveakr-injectivity for = and

we choose such an equality to be able to stateGbperationlemmas for PTg,. Since
PTSy: is “enhanced” version of PESwith additional annotations, that may be the correct
presentation we were looking for:

Weak PTS; equality
MFeA=gB:s MFeB=pgA MFeA=pgB MeB=pC

MFeA=pB MeA=B MreA=pC

This weaker form of equality enjoys some nice properties:

e If ' -¢ A= B, then there arsandt such thal’ e A:sandl Fe B :t.

o If I'=e A=p B, thenA =3 B.

e This equality is compatible with conversion in PI&ntext: if; e A= B and
Fi(x:A)2FeM: T, thenl1(X:B)l2FeM: T.

All those properties are directly consequences of the weyality for PTS.
With this equality, we can directly state some generationntas for PTgS without
relying on the equivalence:

Lemma 4.{Generation Lemmas for PT)S
Those properties are much like P& one, so we only state the ones that are really need
here:

1. If I e MXA.B: T then there arey, sp, s3 such that(s;,sp,s3) € 2, T Fe Az s, T(X:
A)FeBis, andT =s30rl e T =g 3.

2. IfT Fe AXAM : T then there argy, s, s3 andB such tha((s;, sp,S3) € Z, T Fe A sy,
Fx:A)FeM:B,T(X:A)FeB:sandl- T =p MxA.B.
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3. If T« M N : T then there aré andB such that™ e M : TIxA.B, I < N : A and
e T =g B[N/X.

Now that we have th&eneration Lemmaand Subject Reductigrwe can prove what
we consider to be theorrect statement for injectivity of products in PTS

Corollary 4.8(WeakfT-injectivity for PTS)
If T Fe MXA.B =g MXC.D thenl e A=g Candl(x: A) e B=g D.

Proof

By using the properties of weak equality that we just statieeke aresz ands; such that
M =MXAB:s, I'=MNxC.D: s, andMxA.B =4 MxC.D. By M-injectivity andConfluencdor
the usual untype@, andGenerationfor PTS,, we get:

[ A—»BUE«—C&ndB—»BVB«—D
e N-A:s,TFC:8,I(x:A)FB:sandlN(x:C) D s, for 51,5, 5,5, such that
(s1,%,%) € Z and(s},s,,S;) € Z#.

By using Subject Reduction for PESwe get that” Fe A=g U : 51, T Fe C=p U : 8],
Fx:A)FeB=pV:sandl(x:C)FeD =V s, Itis now easy to glue everything
together to obtail e A=g Candl(x:A)FeB=gD. [

This proof of injectivity holds folrany PTS,, even the non-functional ones or the ones that
do not enjoy normalization. Another test that validate we tilie right choice, is that if
we consider this property for granted, we can make a diremfpof Subject Reduction
for PTS by adapting the well-known proof for PTSs. However we do raxtehany proof

of this weak injectivity that do not usBubject Reductigrwhich makes us think that the
correct frameworko deal with judgmental equality is P%g and not PT&

5 Conclusion

Pure Type Systems are a general framework at the core of depéytyped theories. Until
now, there were two main presentations, with or without tiypquality judgments. With
this new result, we finally prove that both presentationsdascribing the same theory,
without having to rely on specific model-based proofs of ralination.

This result can also be seen as a completion of Adams’ syoggproach to the meta-
theory of PTSQ. In particular, two main properties of PTSs based on juddatequality
can now be stated and proved in a precise v&ybject ReductioandWeak -injectivity
Regarding the strong version of injectivity, we provide aimigrexample for the general
case of PTg but we know it is true in the functional case since Adams gdav (2006).

Now that we know how to deal with any kind of PTSs, we will beeabd focus on
extending the typing system, with subtyping for examplel kmoking toward proving the
same equivalence for tHextended Calculus of Constructigr even for theCalculus of
Inductive ConstructorsOn the other hand, we can also try to change the conversien ru
by addingn-expansion for example. This would provide an interestiagiework to deal
with normalization by evaluation, or to improve unificatiohproof assistants by adding
techniques based anexpansion, like pattern-unification.
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