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Abstract

We show that the choice number of the square of a subcubic graph with maximum average degree
less than 18/7 is at most 6. As a corollary, we get that the choice number of the square of a subcubic
planar graph with girth at least 9 is at most 6. We then show that the choice number of the square
of a subcubic planar graph with girth at least 13 is at most 5.

1 Introduction

Let G be a (simple) graph. The neighbourhood of a vertex v of G, denoted Ng(v), is the set of its
neighbours, i.e. is the set of vertices y such that zy is an edge. The degree of a vertex v in G, denoted
dg(v), is its number of neighbours. Often, when the graph G is clearly understood from the context, we
omit the subscript G. A graph is subcubic if every vertex has degree at most 3.

Let p : V(G) — N. A p-list-assignment is a list-assignment L such that |L(v)| = p(v) for any
v € V(G). G is p-choosable if it is L-colourable for any p-list-assignment. By extension, if k is an integer,
we say that G is k-choosable if it is p-choosable when p is the constant function with value k& (i. e.
p(v) =k for all v € V). The choice number of G, denoted ch(G), is the smallest integer k such that G is
k-choosable. Clearly the choice number of G is at least as large as x(G), the chromatic number of G.

The square of G is the graph G? with vertex set V(G) such that two vertices are linked by an edge of
G? if and only if  and y are at distance at most 2 in G. A graph is called planar if it can be embedded
in the plane. Wegner [?] proved that the square of a subcubic planar graph is 8-colourable. He also
conjectured it is 7-colourable. Recently, this conjecture was proved by Thomassen [?].

Theorem 1 (Thomassen [?]) Let G be a subcubic planar graph. Then x(G?) < 7.

Kostochka and Woodall [?] conjectured that, for every square of a graph, the chromatic number equals
the choice number.

Conjecture 2 (Kostochka and Woodall [?]) For all G, ch(G?) = x(G?).
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If true, this conjecture together with Theorem 77 implies that every subcubic planar graph is 7-choosable.
Very recently, Cranston and Kim [?] showed that the square of every subcubic graph (non necessarily
planar) other than the Petersen graph is 8-choosable.
2vevie) 4v)  2|E(G)|
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of G, denoted Mad(G), is max{Ad(H), H subgraph of G}. In [?], Dvoidk, Skrekovski and Tancer proved
that the choice number of the square of a subcubic graph G is at most 4 if Mad(G) < 24/11 and G has
no 5-cycle, at most 5 if Mad(G) < 7/3 and at most 6 if Mad(G) < 5/2.
The girth of a graph is the smallest length of a cycle in G. Planar graphs with prescribed girth have
bounded maximum average degree:

The average degree of G, denoted Ad(G) is

. The mazimum average degree

o . . . . 4
Proposition 3 FEvery planar graph with girth at least g has maximum average degree less than 2 + 73

Hence the results of Dvoidk, Skrekovski and Tancer imply that the choice number of the square of a
planar graph with girth g is at most 6 if ¢ > 10, at most 5 if g > 14 and at most 4 if g > 24. The two
latter results had been previously proved by Montassier and Raspaud [?].

In this paper, we improve some of these results. We first show (Theorem ?7) that the choice number of
the square of a subcubic graph with maximum average degree less than 18/7 is at most 6. As a corollary,
we get that the choice number of the square of a subcubic planar graph with girth at least 9 is at most
6. Note that this corollary has been proved later and independently by Cranston and Kim [?]. We then
show (Theorem ?7) that the choice number of the square of a subcubic planar graph with girth at least
13 is at most 5.

2 The main results

The general frame of the proofs is classical. We consider a k-minimal graph, that is a subcubic graph
such that its square is not k-choosable but the square of every proper subgraph is k-choosable. We
prove that some configurations (i.e. induced subgraphs) are forbidden in such a graph and then deduce
a contradiction. To do so, we will need the following definitions:

An i-vertex is a vertex of degree i. We denote by V; the set of i-vertices of G and by v; its cardinality.
Let v be a vertex. An i-neighbour of v is a neighbour of v with degree i. The i-neighbourhood of v is
N;(v) = N(v) N'V; and its i-degree is d;(v) = |N;(v)].

Some properties of 6- and 5-minimal graphs have already been proved in [?]. The easy first one is
that Vo UV} = 0, so G has minimum degree 2. This will allow us to use the following definitions for 6-
and 5-minimal graphs.

Let G be a subcubic graph with minimum degree 2. A thread of G is a path whose endvertices are
3-vertices and whose internal vertices are 2-vertices. The kernel of G is the weighted graph K¢ such that
V(Kg) = V3(G) and zy is an edge in K¢ with weight [ if and only if 2 and y are connected by a thread
of length [ in G. An edge of weight [ is also called [-edge. Let x be a 3-vertex of G. The type of z is the
triple (I1,12,13) such that I; <ly <l3 and the three edges (a loop being counted twice) incident to x have
weight [y, I3 and I3 in Kg. We denote by Yi, 1,1, the set of 3-vertices of type (I1,12,13) and yi, 1,1, its
cardinality. Moreover, for every integer i, we define Z; := Ul1+l2+l3:i Y, 15,15 and z; = |Z;|. The number
of vertices and edges and thus the average degree of G may be easily expressed in terms of the z;:

i —1
V@) = 5
>3
AE(G) = D iz
i>3



adQ) = =i (1)

21'23 %Zi

2.1 6-choosability

The aim of this subsection is to prove the following result.
Theorem 4 Let G be a subcubic graph of mazimum average degree d < 18/7. Then G2 is 6-choosable.

Remark 5 Theorem ?7 is tight. Indeed, the graph J7 depicted in Figure ?? has average degree 18/7
and its square is the complete graph on seven vertices K7 which is not 6-choosable (nor 6-colourable).

J7

Figure 1: The graph J7

Theorem ?? and Proposition ?? yield that the square of a subcubic planar graph with girth at least
9 is 6-choosable.

Corollary 6 The square of a subcubic planar graph with girth at least 9 is 6-choosable.

In order to prove Theorem 77, we need to establish some properties of 6-minimal graphs. Some of
them have been proved in [?].

Lemma 7 (Dvoidk, Skrekovski and Tancer [?]) Let G be a 6-minimal graph. Then the following
hold:

(i) all the edges of Kg have weight at most 2;

(ii) every 3-cycle of G has its vertices in Vs;

(iii) every 4-cycle of G has at least three vertices in Vs;

(iv) a vertex of Ya 2.2 is not adjacent in Kg to a verter of Y1 22UY22.2.

We will prove in Subsection 7?7 some new properties.

Lemma 8 Let G be a 6-minimal graph. Then the following hold:

(1) if (v1,v2,vs,v4,v1) is a 4-cycle with vo € Vo then vy or vz is not in Y1,2.2;

(ii) a vertex of Y1 2,2 is adjacent in K¢ to at most one vertex of Y1 2.2 by 2-edges.

Proof of Theorem ?7. Let G be a 6-minimal planar graph. G has minimum degree 2, so its kernel K¢
is defined. Moreover by Lemma ?? (i), Z; is empty for i > 7 and Zg = Y222 and Z5 = Y7 2.2.

Let us consider a vertex of Z4 = Y7 1,2. Its neighbour in K¢ via the 2-edge is in Z4, U Z5 U Zs because
a vertex of Z3 = Y7 11 is incident to no edge of weight 2. For i = 4,5,6, let Z; be the set of vertices of



Z4 which are adjacent to a vertex of Z; by their unique 2-edge and zj} its cardinality. (Z3, 23, Z9) is a
partition of Z4 so z4 = 2§ + 23 + 2§. Hence Equation (??) becomes

A 626 + Hzs + 428 + 428 + 425 + 323
d(G):§z+2 3,6 3,56, 3,4 :
526 25+ 524 + 520+ 524 + 23

By Lemma ?? (iv), the three neighbours in K¢ of a vertex of Zg are not in Zg U Z5. So they must be
in Z9. It follows that 326 = 28. So

bzt 625 + 425 + 423 + 323
225 + 228 + 223 + 32} + 25

Ad(G)
By Lemma ?? (ii), a vertex of Zs is adjacent to at least one vertex of Z7. Thus z5 < z5. But Ad(G)
is decreasing as a function of zj since 2§, 23, 2] and 23 are non-negative. It follows that

6 5 4
Ad(G) > 67246+ 97z4s+ 4?,)244+ 323
524 + 374 + 524 + z3

18
>,
-7

2.2 5-choosability

Dvorak, Skrekovski and Tancer [?] proved that the square of a subcubic graph G with maximum average
degree less than 7/3 is 5-choosable. This result is tight since the graph Js depicted in Figure ?? has
average degree 7/3 and its square is the complete graph on six vertices Kg which is not 5-choosable (nor
5-colourable). However, we will prove that the square of a subcubic planar graph with girth at least 13

Js

Figure 2: The graph Jg

is 5-choosable, which improves the result of Montassier and Raspaud.
Theorem 9 The square of a subcubic planar graph with girth at least 13 is 5-choosable.

In order to prove this theorem, we need to establish some properties of 5-minimal graphs. Some of
them have been proved in [?].

Lemma 10 (Dvoidk, Skrekovski and Tancer [?]) Let G be a 5-minimal graph. Then the following
hold:

(i) all the edges of Kg have weight at most 3;
(ii) if i > 8, Z; is empty.
We will prove in Subsection ?? some new properties.

Lemma 11 Let G be a 5-minimal graph of girth at least 13. Then in Kg the following hold:



(i) a vertex of Ya 23 and a verter of Y1,2.3UYa 23 are not linked by a 2-edge;
(ii) a vertex of Y133 and a vertex of Y1,23UY1 33 are not linked by a 1-edge;
(iii) s vertex of Ya 22 is not adjacent in Kg to three vertices of Y2 2,3 (by 2-edges).

Proof of Theorem ??. Let G be a 5-minimal planar graph with girth at least 13. G has minimum
degree 2, so its kernel K¢ is defined. Moreover, by Lemma ?? (i), Z7 = Y323 U Y1 3.3, S0

27 = Y2,2,3 + ¥1,3,3- (2)

Let us count the number ey of 2-edges incident to vertices of Y52 3. Recall that Z4 = Y712 and

Zs =Y1,11. Since 2-edges may not link two vertices of type (2,2, 3) according to Lemma ?? (i), we have

ea2 = 2y 2.3. Moreover, the ends of such edges which are not in Y5 » 3 have to be in Y522 UY] 20U Zy by

Lemmas ?? and ?? (i). Furthermore, a vertex of Y3 5 o is incident to at most two edges of ey according to

Lemma ?7? (iii) and a vertex of Y7 2.2 (resp. Z4) is incident to at most two (resp. one) 2-edges. Therefore
ez < 2y22.2 + 2y1,2,2 + 24. So,

2y223 < 2y222+ 2y1,2,2 + 24. (3)

Let us now count the number e; of 1-edges incident to vertices of Y7 3 3. Since 1-edges may not link
two vertices of type (1, 3,3) according to Lemma ?? (ii), we have e; = y;1 3,3. Moreover, the ends of such
edges which are not in Y7 1 3 have to be in Y7 2 2UY7 1 3UZ4UZ3 by Lemmas ?? and ?? (ii). Furthermore,
vertices of Y1 22 (resp. Yi13U Zy, Z3) are incident to at most one (resp. two, three) l-edges. Thus
e1 <yi122+2y1,1,3+ 224 + 323. So,

Y1,3,3 < Y1,2,2 + 2y1,1,3 + 224 + 323. (4)

2 X (??) + (??) yields 2y21273 + 2y17313 S 2y21272 +4y17212 +4y17113 + 52’4 + 62’3. Hence, by Equation (??),
227 < 2z 4+ 425 + 524 + 623, s0

5
27 < 26+ 225 + 524 + 323.
Now by Equation (??) the average degree of G is

. Tz7 4+ 626 + Dzg + 424 + 323
3z7 + 326+225+ %Z4+2’3-

Ad(G)

As a function of z7, this is a decreasing function (on IR1); so it is minimum when 27 is maximum that is
equal to zg + 225 + 324 + 323. So,

1326 4+ 1925 + 24 + 2423 .2
%26 + 825 + 924 + 1023 — 1

Ad(G) >

This contradicts the fact that G has girth 13 by Proposition 77?. O

Remark 12 It is very likely that using the method below, one can prove that a graph G with maximum
average degree less than % is b-choosable unless it contains Jg as an induced subgraph. However, this
will require the tedious study of a large number of configurations.



3 Proofs of Lemmas 7?7 and ?7?

In order to prove Lemmas ?? and ??, we need the following lemma proved in [?]. Let S be a set of
vertices of a k-minimal graph G. The function pgs : S — IN is defined by pg(v) = k — |[Ng2(v) \ S|. Then
ps(v) represents the minimum number of available colours at a vertex v € S once we have precoloured
the square of G — S. Hence if (G — S)? is k-choosable, (G — S)? = G% — S and G?[S] is ps-choosable, one
can extend any k-list-colouring of G — S into a k-list-colouring of G, which is a contradiction.

Lemma 13 (Dvoidk, Skrekovski and Tancer [?]) Let S be a set of vertices of a k-minimal graph
G. If (G —8)? =G? — S, then G?[S] is not ps-choosable.

In order to use Lemma 7?7, we need some results on the choosability of some graphs.

3.1 Some choosability tools

Definition 14 Let = and y be two vertices of a graph G. An (x — y)-ordering of G is an ordering of the
vertices such that z is the minimum and y the maximum. An (x,y — z)-ordering is an ordering of the
vertices such that z is minimum, y is the second minimum and z is maximum.

Let 0 = (v1 < v2 < ... < v,) be an ordering of the vertices of G and p a function V(G) —
IN. o is p-greedy if, for every i, |N(v;) N {v1,...,vi—1}| < p(v;). It is p-nice if, for every i except
n, |N(v;) N{v1,...,vi—1}| < p(vi) and d(v,) = p(vp). It is p-good if, for every 3 < i < n, |N(v;) N
{v1, ..., vi—1}| — €(v;) < p(v;) with e(v;) = 1 if v; is adjacent to both v; and vy and €(v;) = 0 otherwise.
By extension, if k is an integer, we say that o is k-greedy (resp. k-nice, k-good) if it is p-greedy (resp.
p-nice, p-good) when p is the constant function with value k (i. e. p(v;) = k for every 1 < i < n).

The greedy algorithm according to greedy, nice and good orderings yields the following three lemmas.
Lemma 15 If G has a p-greedy ordering then G is p-choosable.

Proof. Applying the greedy algorithm according to the p-greedy ordering gives the desired colouring.
O

Lemma 16 Let xy be an edge of graph G and L be a p-list-assignment of G. If L(x) ¢ L(y) and G has
a p-nice (x — y)-ordering, then G is L-colourable.

Proof. Let a be a colour in L(x) \ L(y). Assign a to x and proceed the greedy algorithm according
to the p-nice (z — y)-ordering.. The only vertex which has not more colour in its list than previously
coloured neighbours is y for which |L(y)| = d(y). But since a ¢ L(y), at most d(y) — 1 colours of L(y)
are assigned to the neighbours of y. Hence one can colour y. ([l

Lemma 17 Let x, y and z be three vertices of a graph G = (V, E) such that xy ¢ E. If L(z) N L(y) # 0
and G has a p-good (x,y — z)-ordering, then G is L-colourable.

Proof. Let a be a colour in L(z)NL(y) and 0 = (v1 < v2 < ... < vy) be a p-good (x, y — z)-ordering. (In
particular, v; = z, v =y and v, = z.) Assign a to z and y and proceed the greedy algorithm according
to 0. For every 3 < i < n, the number of colours assigned to already coloured neighbours of v; is at most
|N(v;) N {v1,...,vi—1}] — €(v;) since v; and vy are coloured the same. Hence the greedy algorithm gives
an L-colouring. g

Remark 18 Note that if zz,yz € E, a p-nice (z,y — z)-ordering is also p-good.



Definition 19 The blocks of a graph are its maximal 2-connected components. A connected graph is
said to be a Gallai tree if each of its blocks is either a complete graph or an odd cycle.

The following theorem was proved independently by Borodin [?] and Erdds, Rubin and Taylor [?]:

Theorem 20 (Borodin [?], Erd8s, Rubin and Taylor [?]) Let G be a connected graph and dg the
degree function in G. Then G is dg-choosable if and only if G is not a Gallai tree.

Lemma 21 Let G = (V, E) be a graph andp : V(G) — IN. Let S be a set of vertices such that p(v) > d(v)
for allv € S. If G[S] is not a Gallai tree and G — S is p-choosable then G is p-choosable.

Proof. Let L be a p-list- assignment of G. Since G — S is p-choosable, its admits an L-colouring c. Let
us now extend it to S. The list I(v) = L(v) \ {c¢(w),w € N(v)\ S} of available colours of a vertex v € S
is of size at least p'(v) = p(v) — |N (v ) \ S| > dg S]( v). Since G[9] is not a Gallai tree, by Theorem ?7?,
G|[S] is p’-choosable and thus I-colourable. So, G is L-colourable. O

A 4-regular graph G is cycle+triangles if it is the edge union of a Hamiltonian cycle C' and a 2-factor
consisting of triangles. In other words, the graph induced by the edges of E(G) \ E(C) is the disjoint
union of 3-cycles.

Theorem 22 (Fleischner and Stiebitz [?]) Every cycle+triangles graph is 3-choosable.

3.2 Proof of Lemma 7?7

Lemma 23 Let g > 2 and Cyq = (v1,...,04q4,v1) be the 4q-cycle and p defined by p(v;) = 4 if i is odd
and p(v;) = 2 otherwise. Then C3, is p-choosable.

Proof. The set S of vertices v for which p(v) > des, (v) is the set of v; with odd indices. CZ,[S] is a

2¢-cycle and thus is not a Gallai tree. Moreover qu — S is also a 2¢-cycle and is 2-choosable. Hence
Lemma 77 gives the result. |

Proposition 24 Let P; = (v1,...,v7) be a path and p the function defined by p(vy) = p(va) = p(ve) =
p(v7) =2, p(vg) = p(vs) = 4 and p(vy) = 3. Then P? is p-choosable.

Proof. Let L be a p-list-assignment of P72. Since (v < vg < Vg < v7 < V5 < w3 < v1) Is a p-nice
ordering of P?, by Lemma ??, we may assume that L(v;) = L(v2), and by symmetry of P; and p that
L(’U6) = L(’U7)

Since (v1 < v4 < Vg < vg < V7 < V5 < V3)
L(v4) = 0, and by symmetry L(vz) N L(vg) = 0.

Now one can find ¢(v1) € L(v1), ¢(v2) in L(vg) \ {c(vl)} c(vg) in L(vg), c(vy) in L(v7) \ {c(vs)},
c(vg) in L(vs) \ {c(v1),c(v2)}, and c(vs) in L(vs) \ {c(vs), c(ve), c(v7)}. Now since L(vy) N L(vg) = 0 and
L(v1) = L(va), c(ve) ¢ L(vg). Analogously, c(vg) ¢ L(vy). Hence L(vy) \ {c(v2), c(vs), (v5),c(vs)} =
L(vg) \ {c(v3),c(vs)} # 0. So, one can choose c¢(v4) in this set to get an L-colouring ¢ of P2. O

is p-good, by Lemma ?7?, we may assume that L(vy) N

Lemma 25 For 1< i <17, let F; be the graphs and p; be the functions depicted in Figure 77.
(i) F2 U {vsvg} is p1-choosable.
(ii) F3U{vivs} and F§ U {vsv7} are pa-choosable.

(iii) F2 U {v4vs} is p3-choosable.



(iv) F? is 6-choosable.
(v) F2 U {vivs,v1v6} is ps-choosable.
(vi) FZ is pg-choosable.
(vii) F2U {vgv10} is pr-choosable.
(viii) FZ is ps-choosable.
(iz) F§ U {vave} and FZ U {vgvg} are pg-choosable.
(z) F2 U {vsvs} is pro-choosable.

(zi) F3U{vavs,vsvg}, FEU{vsvs, vovs} and FEU{vsvy, vovs} are pi1-choosable and F4\U{v4vs, vgvg, vovy }
1s 5-choosable.

(zii) F% U{vqvs} is p12-choosable.
(ziii) FZ is 6-choosable.
Proof.

(i) In FZ U {vsve}, (v6 < v5 < vy < v3 < v1 < vg) is p1-greedy. So, by Lemma ??, FZ U {vsvg} is
p1-choosable.

(ii) In F§ U {vgvr}, (v2 < vy < v7 < v < v5 < v3 < v1) is pe-nice and pa(v2) > p2(v1). So, by
Lemma ??, F3 U {vsv7} is pe-choosable.

By symmetry, one shows that F22 U {v1v4} is pa-choosable.

(iii) In F§ U {vqvs}, (va < vg < v4 < v7 < vg < v5 < v3 < v1) is pg-nice and p3(va) > p3(v1). So, by
Lemma ??, F7 U {v4vs} is ps-choosable.

(iv) Let L be a 6-list-assignment of F7. Every ordering with maximum v; and second maximum vz is 6-
nice. Thus, by Lemma ?7?, we may assume that L(v;) = L(v1) for j € {2,3,4,5,6,8}. Analogously,
we may assume that L(v;) = L(vy) for j € {2,3,4,5,6,8}. Hence all the lists are the same, say
{1,2,3,4,5,6}. Now c(v1) = c(vs) = 1, c(va) = 2, ¢(v3) = c(v7) = 3, c(vq) = 4, ¢(vg) = 5 and
c(vg) = 6 is an L-colouring of F}.

(v) In F2 U {vivg,v106}, (v7 < v6 < v1 < vg < v2 < v3 < v5) is ps-nice and ps(v7) > ps(vs). So, by
Lemma ??, F2 U {v1vs} is ps-choosable.

(vi) In FZ, (v4 < vy < vg < v1 < v3 < v5) is pe-nice and pg(v4) > pe(vs). So, by Lemma ??, FZ is
pe-choosable.

(vii) Let L be a pr-list-assignment of FZ U {vgvip}. (v2 < vg < w19 < v8 < v < v4 < v7 < v5 < v3 < V1),
(’U2<U9<’U10<’Ug<’U6<’U4<’U5<’U7<’U1<’U3)and(’U4<’U9<U10<’Ug<’U6<’U2<’U5<
vy < v1 < v3) are pr-nice. Thus, by Lemma ??, we may assume that L(ve) C L(v1), L(va) C L(vs)
and L(vs) C L(vs). It follows that L(v1) N L(vg) # 0. Because (v1 < vg < v19 < v9 < v2 < vg <
vg < v7 < v5 < v3) is pr-good, by Lemma ??, F? U {vgu1g} is L-colourable.

(viii) In FZ, (vs < v5 < v7 < v9g < vg < v4 < v3 < vy < v1) is psg-greedy. So, by Lemma ??, FZ is
ps-choosable.



Figure 3: The graphs F; and functions p; for 1 <4 <13



(ix)

(xi)

(xii)

(xiii)

Let L be a po-list-assignment of Fy U {vavg}. Then (vy < vg < vg < v4 < vg < v7 < v5 < v3 < V1)
and (v2 < vg < vg < vy < Vg < V7 < U5 < v1 < v3) are pg-nice so by Lemma 7?7, we may assume
that L(ve) C L(vz) N L(vy). Moreover, (v < va < vg < v5 < Vg < U7 < U5 < v1 < v3) IS pg-nice
so by Lemma ??, we may assume that L(vy) = L(v3). It follows that L(v1) N L(vs) # 0. Thus,
by Lemma ?7?, since (v; < v4 < vg < vg < vg < v < v7 < v5 < v3) is pg-good, Fy U {vavg} is
L-colourable.

By symmetry, one shows that F§ U {vgvg} is pg-choosable.

In FE U {vgus}, (v2 < wvsg < vy < v < v7 <vs <wvs <wvp) is pro-nice and pip(va) > pio(v1). So, by
Lemma ??, FZ U {v4vg} is pro-colourable.

Let F' € {F121 U {v4vs, U9, vovs }, FE U {vavs, v3v9 }, 7 U {vavs, vovs }, FE U {’U8’U9,’U9’U4}} and L
be a 5-list-assignment if F' = F? U {v4vs, vsvg, vgvs} and a pi;-list-assignment of F' otherwise.

Then (v1 < vg < Vg < vy < V3 < v < V7 < U5 < V3), (V7 < Vg < Vg < Vg < Vg < Vg < V1 < V5 < U3)
and (v7 < vg < vg < vy < Vg < Vg < V1 < v3 < V) are p-nice in F. So by Lemma ??, we may
assume that L(vi) = L(vs) = L(vs) = L(v7).

If L(vsg) ¢ L(ve), let us colour vg with cg € L(vs) \ L(vz2), va with ¢4 € L(vg) \ {cs}, vo9 with
cs € L(vg) \ {ca,cs}, v1 and vy with the same colour ¢; € L(v1) \ {c4,cs, ¢}, v3 and vy with the
same colour ¢z € L(vy) \ {c1,ca,¢8,¢9}, vg with ¢g € L(vg) \ {c1,¢3,cs,c9} and finally vy with
co € L(vg) \ {e1,¢3,c¢6,c8,09} = L(va) \ {c1,¢3,¢6,c9}. This gives an L-colouring of F. So we may
assume that L(vs) C L(vz). Exchanging the role of ¢4 in cg in the preceding argument, we may
assume that L(vy) C L(ve). Moreover by symmetry, we may assume that L(vg)U L(vg) C L(vg). In
particular, this implies that the sets L(vs) N L(vg), L(vs) N L(v4), L(vg) N L(vs) and L(vz) N L(ve)
are non empty.

If F = F2% U{v4vs,v9v4} then vgvg ¢ F. Hence (vg < vg < v4 < v3 < vg < v7 < v5 < v3 < v1) is
p11-good, so by Lemma ??, F' is L-colourable.

If F = F2 U{vgvg,vgvs} then vgvy ¢ F. Hence (vy < vg < vg < v1 < v2 < vg < v7 < v3 < v5) is
p11-good, so by Lemma ??, F' is L-colourable.

If F = F2 U{v4vs,vsv9} then vgvy ¢ F. Hence (v4 < vg < vg < 11 < U2 < vg < v7 < v3 < v5) is
p11-good, so by Lemma ??, F' is L-colourable.

If F = F2 U{v4vs, vgvg, vgv4}, then (va < v < vy < vg < vg < v7 < v5 < v3 < v1) is 5-good. So,
by Lemma 7?7, F' is L-colourable.

In FZ U {vvs}, (vg < v8 < vy < 09 < 01 < v3 < v5 < v7) is pra-nice and p12(vg) > p12(v7). So by
Lemma ??, F% U {v4vs} is p12-choosable.

Let L be a 6-list-assignment of FZ. (v2 < vg < v19 < vg < vg < v4 < v7 < v5 < v3 < V1),
(va < w9 < w10 < Vg < g < Vg <V <7 <1 <wg)and (vg < Vg < V19 < Vg < Vg < V2 < V5 <
vy < v1 < v3) are 6-nice. Thus, by Lemma ??, we may assume that L(v1) = L(v2) = L(vs) = L(v4).
Because (v1 < vq4 < v19 < Vg < U3 < vg < Vg < V7 < v5 < v3) is 6-good, by Lemma ?7?, F123 is
L-colourable.

O

Proof of Lemma ?77.

To prove this lemma, we will suppose for a contradiction that it does not hold. Then we will find a set
X of vertices contradicting Lemma ??. Indeed Lemma ?? will show that G?[X] is px-choosable and for
each set X we consider, every vertex of X has at most one neighbour in G — X, so (G — X)? = G — X.
Lemma 7?7 completes the proof.
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(i) Suppose for a contradiction that v; and vs are in Y7 22. Let vs (resp. wvg) be the neighbour
of vy (resp. w3) distinct from vy and vy. By Lemma ?? (iv), v4 is in V3 and vs # wvg. Set S =
{v1,v2,v3,v4,v5,06}. Then G[S] = F1, ps > p1 and G?[S] C F2 U {vsvs}. So Lemma ?? contradicts
Lemma ?7.

(ii) Suppose for a contradiction that, in K¢, a vertex vy of Y7 2 2 is adjacent to two vertices of Y7 22
vy and wvg by 2-edges. According to Lemma ?7? (iii), vo # vg. Let vs and vs be the 2-neighbours of vy
common with vg and vg respectively, and vy (resp. v7) be the 2-neighbour of vy (resp. vg) not adjacent
to vg. Set S = {v1,...,v7}.

We first claim that v; # v7. Suppose not. Then (v, va,v3, v4,v5,v6,v7) is a cycle C. It has no chord
by Lemma ?? (ii), so C? = G?[S]. Moreover, pg(v;) > 4 if i is even and ps(v;) > 3 otherwise. C? is
a cycle+triangle graph, thus, by Theorem 77, it is 3-choosable and so pg-choosable. This contradicts
Lemma 77.

Let wy (resp. wz) be the neighbour of vy (resp. wy) distinct from ve (resp. wvg) and for i € {2,4,6},
let w; be the neighbour of v; not in {v;_1,v;11}. Let W = {wy, wa, wyg, we, wr}.

We claim that W NS # (). Indeed, suppose for a contradiction that W NS # (). Since G is simple,
w1 # ve and wy # vg. Moreover by Lemma ?? (i), w; and w7 are in V3, so w1 # vy and wy # vy.
Furthermore, by Lemma ?? (ii), we # v4 and wg # v4 and by Lemma ?7? (iii), wy # vy and w; # vy.
Last, we may not have w; = vg and we = vy otherwise the 4-cycle (v1, vg, v7,v2,v1) would contradict
Lemma ?? (iii). Then, by symmetry, we only need to consider the cases wq = vg, wa = vy.

e Assume that wy = vg. Then G[S] = Fy, ps > p2 and G?[S] C F2 U {vivs, vav7,v107}. Thus, by
Lemmas ?? and ??, F7 U {viv7} C G?[S], so w1 = wy = vg. Let T = S U {vg}. If vg # wy, then
G[T] = F; and pr > p3 and G*[T] C Fi U {vsvs}. So Lemma ?? contradicts Lemma ??. If not
then G[T] = G = Fy, so G is 6-choosable, by Lemma ??. This is a contradiction.

e Suppose that wy = v7. Then G[S] = F5, ps > ps and G?[S] C F2 U {v1v4,v106}. Thus Lemma ?7
contradicts Lemma ?77.

This proves the claim.

Note that by Lemma ?? (ii), wq # we and wg # wr.

Suppose wy = wy = vs. Then let R = {v1,v9,v3,v4,v5,vs} and ws the neighbour of vs. Then
(G[R],pr) = (Fs,ps) and G*[R] = FZ. Thus Lemma ?? contradicts Lemma ??. Therefore, wy # w4 and,
by symmetry, wy # wr.

Suppose w1 = wy = vg. Let T'= SU{vg}. Then G[T] is the cycle Cs and pr is greater or equal to the
function p defined in Lemma ??. So, by Lemmas ?? and ??, G?[T] # C%. It follows that either wy = wg
or wy = wg with wg be the neighbour of vg not in S.

e Suppose wy = wg = vg, and wy = wg = vig. Set W = {v1,...,v10}. If vgvi9 ¢ E(G) then
G[W] = Fr, pw > p7) and G?[W] C F? U {vgv1p}; so Lemma ?? contradicts Lemma ??. If not,
G = G[W] = Fi3, so G? is 6-choosable, according to Lemma ??, a contradiction.

e Suppose wy = wy = wg = v9. Setting U = {v1,...,v9}, we have (G[U],pv) = (Fs,ps) and
G?[U] = FZ. Hence Lemma ?? contradicts Lemma ??.

By symmetry, we get a contradiction if we = wg = wg, we = w4 = wWg Or Wy = Wg = Ws.

e Suppose wy = wg = Vg, Wy F# Vg, we F# vg and wy # we. Setting U = {v1,...,v9}, we have
GIU] = Fy, pu > pg and G?[U] C F§ U {vavg} or G?[U] C F§ U {vgvg}. Hence Lemma ??
contradicts Lemma ?7.

By symmetry, we get a contradiction if we = wg = vg, wy # vg, wsg # v9 and wy F ws.
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Therefore, wy # wr.

Suppose that wy = wg = vs. Let T = SU{ws}. Then G[T]| = Fig, pr > p1o, and G?[T] C F7,U{v4vs},
since wy, wy and wy are distinct vertices. Hence Lemma 7?7 contradicts Lemma ?77.

Therefore, we # wg.

Suppose that w; = wg = vg and wy = w7 = vg. Let U = S U {vs,vg}. Then G[U] = F1; and G?[U]
is a subgraph of F% U {v4vs, vgvg, vovs}. Moreover py > p11 and, if G*[U] = F} U {v4vs, vsvg, vov4 },
pu(vi) =5 for 1 <i<9.. Hence Lemma ?? contradicts Lemma ?7.

Therefore, wy # wg or we # wr. By symmetry, ws # wr.

Suppose wy = wg = vs. Let T = S U {vg} and let ws be the neighbour of vg not in S. Then
G[T] = Fia, pr > p12 and G?[T] C F2 U {vsvs}. Hence Lemma ?? contradicts Lemma ?7?.

Therefore, wy # wg.

Hence all the w; are distinct, so G[S]> = G?[S]. Thus Proposition ?? contradicts Lemma ?7.

O

Remark 26 The proof of Lemma ?? in the case of planar graphs of girth at least 9 is simpler and shorter
because all the configurations considered in the above proof (except the path Pr) have girth less than 9.
Thus Corollary ?7? has a short direct proof which requires only Proposition ?7.

3.3 Proof of Lemma 7?7

Definition 27 For 1 < j <4, let I; and g; be the graphs and functions depicted in Figure 77.

Vi Vo Vg Vg Vi Vb Vo Vs Vg Vo Vg
o—O0 0 ©o [ @ @ @ @ L ]
> % 29 > 2 AI 7 % %2
ty t,
AR u, %2
4 Vl y]_
@
" o
)
g wy

Figure 4: The graphs I; and functions ¢;, 1 < j <4

Lemma 28 For1 < j <4, If 15 qj-choosable.

Proof.
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Let L be a g;-list-assignment of I2. The orderings (v4 < v3 < v; < v2) and (v; < v3 < v4 < Vo) are
q1-nice. So, by Lemma ??, we may assume that L(vy) U L(v4) C L(v2). Hence L(v1) N L(vyg) # 0.
But (v4 < v1 < v3 < vg) is g1-good. Thus, by Lemma ??, I? is L-colourable.

Let L be a go-list-assignment of 13.

Suppose first that L(vs) ¢ L(v1) U L(vg). Then choose ¢(vs) in L(vz) \ (L(v1) U L(vg)) and c(v4) €
L(vg) \ {c(v3)}. Since I? is g1-choosable, one can extend c to {vs,vs,v7,v8}. Then one can find
c(ve) € L(vz) \ {c(v3), c(va), c(vs)} and e(v1) € L(v1) \ {c(vz), c(vs)} = L(v1) \ {c(ve)}. Hence we
may assume that L(vs) C L(vy) U L(vg), so L(v3) = L(v1) U L(vg) and L(v1) N L(vg) = 0.

Suppose now that L(vs) N L(vg) # . Then colour vy and vg with the same colour c(vs) = c(vg) €
L(vs) N L(vg). Choose c(vg) € L(vs) \ {c(vg)} and c(v7) € L(vr) \ {c(vs), c(vs)}. Now since I7 is
q1-choosable, one can extend ¢ into an L-colouring of I3. So we may assume that L(vs) N L(vg) = 0.
Now (vq < v1 < v < vg < v7 < v5 < v3 < v2) I8 ga-good so, by Lemma ??, we may assume that
L(vq) N L(v1) = 0. It follows that L(vs) N L(vs) = 0 since L(vs) = L(v1) U L(vg).

The ordering (v4 < vg < vg < v7 < V5 < V3 < V1 < V3) s ge-nice so, by Lemma ?7, we may assume
that L(v4) C L(vz). Then one may assign c(v4) € L(vsa) and c(ve) € L(va) \ {c(v4a)} to the vertices
vy and va. Now, because L(vs) N L(v3) = 0, one can extend ¢ into an L-colouring of I3 by colouring
greedily according to the ordering (v < vg < vg < v7 < v5 < v3).

Let L be a gs-list-assignment of 3. Assign to vs a colour ¢s in L(vs) \ (L(v1) U L(vg)) and to
ve a colour in L(vg) \ (L(vsg) U{cs}). Then colour the remaining vertices greedily according to
(v3 < vy < w2 <1 <y < vy <vs) to get an L-colouring of I3,

Let L be gq-list-assignment of I7. Pick c(y1) in L(y1)\ L(w1), c(y2) in L(y2)\ (L(w2)U{c(y1)}), c(ys)
in L(ys) \ (L(ws) U {c(y1), c(y2)}) and c(x) in L(z) \ {c(y1), c(y2),c(y3)}. Since I is g1-choosable,
one can extend ¢ to a colouring of I3.

O

Proof of Lemma 77.

(1)

(i)

(iii)

Suppose that a vertex vs of Y29 3 and vg of Y7 23 U Y52 3 are adjacent via a 2-edge in K. Then
the subgraph of G induced by w3, vg and the 2-vertices of their incident threads contains I as
an induced subgraph. (It is I if vg is in Y; 2,3 and has one extra vertex otherwise.) Since G has
girth at least 13, then G*[V(Iy)] = I3, (G — V())? = G* — V() and py|1,] = g2, so Lemma ??
contradicts Lemma 77.

Suppose that a vertex vs of Y7 33 and vg of Y1 23 UY7 33 are adjacent via a 1-edge in K. Then
the subgraph of G induced by vs5, vg and the 2-vertices of their incident threads contains I3. So
Lemma 77 contradicts Lemma ?77.

Suppose that a vertex x of Ys 2 o is adjacent to three vertices vy, v and vs of Y223 in Kg. Then
the subgraph of G induced by z, vi, v, vs and the 2-vertices of their incident threads is I4. So
Lemma 77 contradicts Lemma ?77.

O
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