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Abstract: Shared Nearest Neighbours (SNN) techniques are well known to overcome several short-
comings of traditional clustering approaches, notably high dimensionality and metric limitations.
However, previous methods were limited to a single information source whereas such methods
appear to be very well suited for heterogeneous data, typically in multi-modal contexts. In this
paper, we introduce a new multi-source shared neighbours scheme applied to multi-modal image
clustering. We first extend existing SNN-based similarity measures to the case of multiple sources
and we introduce an original automatic source selection step when building candidate clusters.
The key point is that each resulting cluster is built with its own optimal subset of modalities which
improves the robustness to noisy or outlier information sources. We experiment our method in the
scope of multimodal image search results clustering and show its effectiveness using both synthetic
and real data involving different visual and textual information sources and several datasets of the
literature.
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Structuration multi-source basée sur les voisins partagés
appliquée aux images multi-modales.

Résumé :

Les techniques basées sur I'information des voisins partagés sont bien connues pour surmonter
plusieurs lacunes des méthodes traditionnelles de regroupement, celles liés aussi & la grande dimension
et les limites des métriques. Cependant, les méthodes précédentes étaient limitées & une seule
source d’information alors qu’elles semblent étre trés bien adaptées pour des données hétérogénes,
généralement dans un contexte multi-modal.

Dans cet article, nous introduisons une nouvelle () approche multi-source appliquée a une méthode
de regroupement basée sur l'information des voisins partagés. Nous avons d’abord étendu les
mesures de similarité dans un cas de multiples sources et nous avons introduit une étape originale
qui permet la sélection automatique des sources lors de la construction des groupes candidats.
L’originalité de la méthode est que chaque groupe qui en résulte est construit avec ses propres
sous-ensembles de modalités qui lui sont optimales et qui améliore la robustesse face aux sources
d’information bruitées ou aberrantes.

Nous avons expérimenté notre méthode dans le cadre de la structuration de résultats de recherche
d’images de fagon multi-modale et nous avons montré son efficacité en utilisant des données
synthétiques et d’autres réelles impliquant différentes sources d’information visuelle et textuelle.

Mots-clés : Multi-source, structuration, résultat de recherche, Voisins partagés, Multi-modalités
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1 Introduction

Unsupervised data clustering remains a crucial step of many recent multimedia retrieval ap-
proaches, e.g. web objects and events mining [1], search results clustering [2] or visual query
suggestion [3]. However, the performance and applicability of many classical data clustering ap-
proaches often force particular choices of data representation and similarity measures. Some meth-
ods, such as k-means and its variants [4], require the use of L, metrics or other specific measures
of data similarity; others, such as the hierarchical methods BIRCH [5] and CURE [6], pay a pro-
hibitive computational cost when the representational dimension is high, due to their reliance on
data structures that depend heavily upon the data representation. Such assumptions are particu-
larly problematic in a multimedia context that usually involves heterogeneous data and similarity
measures.

An interesting alternative approach to clustering that requires only comparative tests of similarity
values is the use of so-called shared-neighbor information [7],[8],[9],[10],[11] and [12]. Here, two
items are considered to be well-associated not by virtue of their pairwise similarity value, but by
the degree to which their neighborhoods resemble one another. Even in heterogeneous contexts in
which underlying features and similarity values do not have a straightforward unique interpreta-
tion, two items having a high proportion of neighbors in common can be assign to the same group.
Such methods are known to overcome several shortcomings of traditional clustering approaches:
they do not suffer from dimensionality curse, they are robust to noisy data, they do not need
to initially fix the number of clusters, and, last but not least, they do not require any explicit
knowledge of the nature or representation of the data. These properties make them widely generic
for any multimedia mining or structuring purpose, whatever the targeted objects and the required
similarity measures.

Shared Nearest Neighbors (SNN) methods thus appear to be ideally suited to multi-modal clus-
tering. Because they are based on conexity information only and not on densities or metrics in
some feature spaces, heterogeneous information sources can be embedded identically and easily
compared or fused. But surprisingly, very few works in the literature have been addressing this
Multi-source SNN aspect (cf. section 2); this is the main contribution of our paper. We introduce
a new generic multi-source SNN framework including new multi-source intra-set and inter-set
significance measures for arbitrary object sets and information sources. The main originality of
our approach is that we introduce an information source selection step in the computation of these
measures thanks to an a contrario standardization of the sum of the individual SNN scores. In
addition to a usual conexity score, any arbitrary object set is thus associated with its own optimal
subset of modalities maximizing the normalized multi-source significance measure. As shown in
the experiments, this source selection step makes our approach widely robust to the presence of
locally outlier sources, i.e. sources producing non relevant nearest neighbors (e.g. close to random)
for some input objects or clusters.

The rest of the paper is organized as follow: Previous works related to SNN are reviewed in sec-
tion 2. Our new Multi-source SNN approach is introduced in section 3 and the overall clustering
framework in section 4 . Experiments are reported in section 5.

2 Related Works

The origins of the use of neighborhood information for clustering can be traced to the shared-
neighbor merge criterion of Jarvis and Patrick [7] used in agglomerative clustering. The criterion
states that two clusters can be merged if they contain equal-sized sub clusters A and B such that
| ANB |> mk, where k is the size of A and B, and 0 < m < 1 is a fixed merge threshold parameter.
As is often the case with the agglomerative clustering, this merge criterion can result in clusters
composed of long chains of sub clusters in which the items at one end of the chain is very different
to those of the other end.

INRIA
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One influential shared-neighbor clustering method that improved above Jarvis-Patrick work is the
hierarchical algorithm ROCK [11]. ROCK makes the merge criterion depending on the degree of
overlap between neighbours sets of clusters items. Furthermore it avoids the chaining problem by
assessing linkages over all pairs of clusters items. However, as Jarvis-Patrick work, ROCK requires
to fix the appropriate neighborhood size k, which appears to be a crucial and sensitive parameter
of shared neighbors methods.

Another noticeable SN-clustering derived from the well-known density based clustering DBSCAN
[13] is SNN [10]. Whereas DBCSAN works by detecting seed points in regions of high density in
the feature space, SNN introduces a new SN-based density measure estimated by the sum of the
intersections between the k-neighborhood of the candidate seed and the k-neighborhoods of its
neighbors. Focusing on connectivity rather than feature space density, SNN has the advantage to
detect locally dense clusters even they are globally of low density compared to other clusters. The
drawback of the method, however, is that it still requires a user-supplied neighborhood size k and
a threshold on the density measure to identify the seed points.

The PatClust algorithm, proposed by [14], can be seen as an extension of SNN allowing varying size
of the neighborhood size k. To find the best neighborhood size of any candidate seed, they propose
to compare the SN-based measure between a k-neighborhood and a 2k-neighborhood. Threshold-
ing this relative density measure then allow to identify the cluster candidates among the candidate
seeds. The main drawback of this method is that the SN-based density measure is biased towards
the formation of smaller clusters over larger ones [12]. Setting the relative density threshold is also
still an issue.

To overcome the cluster size bias of PatClust and most previous methods, Houle et al. [12] in-
troduced the Relevant Set Correlation model (RSC) to measure the similarity of object sets of
different sizes. RSC suggests to use Pearson correlation instead of usual intersection or cosine
measure as primary SN-measure. The resulting score being fully unbiased regarding input sets
sizes, this allows to compare the connectivity of clusters of different sizes and thus to optimize
theoretically the neighborhood size k of any input seed object.

In all the above mentioned methods, the multi-source extension of SN clustering was not af-

forded. To the best of our knowledge, the more recent work dealing with several input sources of
information is the one of Hamzaoui et al. [15]. They suggest to extend Houle’s RSC model [12]
to a single new source built from a co-occurrences based re-ranking of all available information
sources. In this way, the proposed method is more an early fusion of the different sources rather
than a real multi-source SN method. They show that the proposed approach succeed in fusing
different heterogeneous sources but, as shown in our experiments, such method is not robust to the
presence of noisy information sources (outliers). Furthermore, as it equally weights all information
sources, for each candidate cluster, the fusion is far from optimal.
Using SN clustering for multi-modal clustering has been studied in several works. The more recent
one is [16], authors propose a method for extracting meaningful and representative clusters that is
based on a shared nearest neighbors (SNN) approach. They treat both content-based features and
textual descriptions (tags) but they produce two sets of clusters (an image could be an element
of a tag-based cluster and a content-based cluster). By displaing the two cluster sets with their
representative form, user can browse a cluster and switch from a cluster set to another. When
they combine the two clusterings ( by a simply adding of the visual and textual similarity matrix),
they lost the particularities of each modality and produce clusters that are less defined and hardly
understandable by a user).

RR n°® 7351



6 A. Hamzaoui, A.Joly and N.Boujemaa

3 Multi-source Shared Nearest Neighbors

To generalize a shared neighbors clustering to a multi-source environment, several issues have to
be solved. Whereas in single source model, each item to be clustered is associated with a single
nearest neighbours list, in the multi-source environment, each item is associated with m nearest
neighbors lists where m corresponds to the number of sources. In the following, we denote as F
the set of available information sources and m = |F|. Any information source f € F' is defined
only by its Nearest Neighbors response function Q:

Qf(UaK) = {ni}ie[l,K]

where v represents any item of the whole dataset S to be clustered and n; € S the i-th nearest
neighbor of v.

3.1 From Single-source to Multi-source Shared Neighbors similarity mea-
sures

As primary Shared Neighbors similarity measure between object sets, we chose the Relevant Set
Correlation (RSC) measure suggested by Houle et al. [12]. For any two sets A and B belonging
to S, the RSC similarity measure is defined by:

|ANB | _lAlB|
R(A,B) = (3.1)

As already mentioned in section 2, this inter-set correlation measure improves upon previous
intersection measures by removing the bias related to unbalanced set sizes [12]. From this inter-set

correlation measure, Houle et al. [12] derives the following intra-set significance measure, for any

set A CS: )

- o7 X R(A.Q(w. 1))

vEA

SR(A)

Indeed, SR(.) measures the connectivity of a candidate set A as the expectation of the inter-set
correlation between A and the nearest neighbors set of an item v selected uniformly at random
from A:

SR(A) = E[R(A,Q(v,]A]) [ v € A]

We can easily extend this measure to the multi-source case, by measuring the expectation of the
inter-set, correlation between set A and the nearest neighbors set of an item v selected uniformly
at random from A according to an information source f selected uniformly at random from F:

SR(A,F) = EIR(A,Q(v, ) [ve A, [ e F|
T 2 2 RA.Qs o)) (3.2)

fEFvEA

Unfortunately this measure has the disadvantage of a second-order bias relative to both the size of
A and the number of information sources |F'|. To show that, we can estimate the expectation and
variance of SR(A, F') under the hypothesis H that all sources are i.i.d and uniformly distributed,
i.e. each source returns nearest neighbors selected uniformly at random from S. As proved in
annex part at the end of this paper, under this hypothesis, we get:

E[SR(A,F) | H] =0

INRIA
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which shows that SR(A,F) is not biased at the first order, thanks to the standardization introduced
in the primary set correlation measure of Equation 3.1. Whereas at the second order we get

1

Var[SR(A, F) | H] = A[[F|(|S| = 1)

which means that the standard deviation of SR(A, F') under the source randomness hypothesis
‘H is decreasing with both A and F. Comparing the intra-significance of sets of varying sizes
and varying number of information sources is thus biased, which is problematic if we want to
optimize the neighborhood size of a candidate cluster or to automatically select the optimal subset
of sources, as done in the rest of the paper.

To remove this second order bias, we thus require to standardize the intra-significance SR(.) thanks
to Var[SR(A, F') | H]. Let SI(A, F) be the new standardized intra-significance of set A according
to information sources set F':

SR(A,F) —E[SR(A,F) | H]
V/Var[SR(A, F) | H]

V(ISI=DIA[FISR(A, F) (3-3)

Such standardization under a randomness hypothesis is sometimes referred as an a contrario
method [17]. Interestingly, if we had directly standardize a simple set overlap measure |[A N B| a
contrario to the hypothesis 7 we would have get the same result than the one obtained here by
using the Set Correlation R(A, B).

SI(A,F) =

3.2 Source selection

Now that we have an intra-significance measure unbiased relative to the number of information
sources, we can describe our approach to select the optimal subset of sources of any input set A.
If we denote as ¢ C F' an arbitrary subset of sources, then we are searching for the optimal subset
¢4 C F maximizing SI(A, ¢):
¢4 = argmax (SI(A, 6))
¢ F

What seems at first glance to be a combinatorial problem can indeed be solved extremely easily
by pre-sorting single-sources intra-significances; indeed, after few trivial operations, SI(A, ¢) can
be re-expressed as:

SI(A,6) = —— 3" SI(A, {f}) (3.4)

\/W fe¢

where SI(A,{f}) is the intra-significance of A according to a single source f, which can be pre-
computed independently for each source f € F. Now, let us decompose our maximization problem
in m independent maximizations at constant |¢| = p for p € [1,m]:

pa= argmax (SI(4,9¢))
pE{pa1,...0A,m}

where

]
- N s1(4,
bap Jrgmax \/Wf% (A, {f})

1
- SI(A,{f
o] o 2, SIA 7Y

RR n°® 7351



8 A. Hamzaoui, A.Joly and N.Boujemaa

And if we now denote as f; the information source f € F having the i-th highest intra-significance
SI(A,{f}) we get:
Pap = {fi}iE[Lp] (3.5)

So finally, to select the optimal subset ¢4 we just need to sort the m single-source intra-significance
SI(A,{f}) in decreasing order and find the optimal number of top sources p4:

1 p
pA = argmax — SI(A {f:})
po VP Z
Our final selected-source intra-significance measure of any arbitrary set A is finally given by:

SSI(A, F) = % > SIA{£:}) (3.6)

4 Clustering framework

Now that we have define our new multi-source Shared Neighbors significance measures we can
describe our clustering procedure, which is somehow a multi-source extension of the greedy heuristic
proposed by Houle et al. [12]. It is based on two main steps, candidate cluster selection and
redundant clusters elimination:

e candidate cluster selection: Each item v € S is considered as candidate cluster center
and an optimal candidate cluster C'(v) needs to be computed for it. For each source f € F,
we first compute an optimal neighborhood Q¢ (v, k) by varying the neighborhood size k and
maximizing our new selected-source intra-significance SSI (Eq. 3.6):

ky = argmax SSI(Qf(v, k), F)
k

Note that during this process, an optimal source selection is performed for each iteration on
the neighborhood size k and the selected subset ¢ of sources may differ from one value of k
to another. Among the m optimized neighborhoods Q (v, ks), we finally keep as candidate
cluster C'(v) the one with the maximum SS1T score:

C(v) = argmax SSI(Qf(v, ky), F)
f

We notice here that we could have further improved these candidate clusters by some reshap-
ing considerations as suggested in [12] but we did not explore that track in this paper.

e redundant clusters elimination: We use for this step a simple heuristic based on the
inter-set correlation defined in Equation 3.1. We first sort all candidate clusters C(v) by
decreasing order of their SSI score and then iterate on them. If an encountered cluster
has an inter-set correlation higher than a user-defined threshold 6 with at least one of the
previously retained clusters it is eliminated. If not, it is added to the list of final clusters. We
are aware that this step could be widely improved but our purpose in this paper is rather to
show the contribution of the multi-source SN approach compared to the single-source one.
So that the important point is that we use the same strategy for both approaches.

INRIA
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5 Experiments

5.1 Synthetic data

To validate our theoretical contribution, we first perform some experiments with synthetic data and
information sources. We first built a synthetic set .S of 5000 items clustered in ) = 30 categories,
with category sizes varying between 20 and 200 items. Note that we do not need to build any
feature vector but only sets of item identifiers. We then define three types of synthetic information
sources simulating different kinds of Nearest Neighbors Responses Q (v, K) (v € S):

¢ Random source: for any item v, Qf(v) returns items selected uniformly at random from S.

e Perfect source : for any item v, Q(v, K) first returns all the items of the cluster C(v)
to which v belongs, with random order. Once K exceeds |C(v)|, it returns items selected
uniformly at random from S.

e Normal source N(¢,7): a normal source is a Random source for some clusters and a noisy
source for the other ones. The proportion of clusters for which it is a Random source is
(1 —1t). For the other clusters, it returns items selected uniformly at random from C(v) with
a probability r and items selected uniformly at random from S with probability (1 —r). So
that, parameter ¢ simulates the percentage of clusters for which the Normal source is working
and parameter r simulates how well it is working for these clusters. Note that with ¢ = 1
and r = 1, we get a Perfect source and with ¢t = 0 and/or » = 0 we get a Random source.

We measure the effectiveness of the clustering with the two following metrics:

e AvgPurity: the average Purity of all returned clusters. The Purity of a cluster C' is defined
according to [18] by

Purity(C) max | Ch, |

1

1 C
where C}, are the sub clusters composed by all items of C' coming from the same groundtruth’s
category. max | Cp, | is thus the dominant category of the cluster.

e F1 measure defined by

Precx* Rec
F1=2%—"-——
Prec + Rec
with .
F#distinctclusters
Prec = -
#ofretrievedclusters
and
#distinctclusters
Rec =
#ofClasses

Two clusters are considered to be distinct if their dominant category differ.

Intuitively the F'1 metric measures the ability of the clustering algorithm to retrieve the initial
categories (in a data mining perspective) whereas the AvgPurity measures the semantic quality of
the produced clusters.

Our first experiment consists in combining one Perfect source with m = 5 Random sources to
validate the robustness of our source selection algorithm. As theoretically expected, our method
is fully invariant to the inclusion of random sources and both F1 measure and AvgPurity are equal
to 1.0.

Our second experiment is to study the influence of parameters ¢ and r when combining several
Normal information sources. For this experiment, we used systematically n = 3 Normal informa-
tion sources and we varied the value of r and ¢ (same values for each of the 3 independent Normal

RR n°® 7351



10 A. Hamzaoui, A.Joly and N.Boujemaa

sources). Results are provided in Table 1 and Table 2. They show that our method is robust to
both kinds of noise. To strongly affect the effectiveness of our method, r and ¢ have to be decreased
to very low values, e.g 0.4 or 0.2. That means that our method is able to compensate the weak
quality of very noisy independent sources by combining them effectively.

Finally, we study the impact of the number of sources on the effectiveness of our method. For this
experiment we fixed r and ¢ and we varied the number of Normal input sources from 1 to 10. We
do that for two different settings, (r = 0.6,¢ = 0.6) and (r = 0.2, = 0.2). Results are provided in
Table 3. They first show that increasing the number of sources is always profitable which is a very
consistent result for our multi-source Shared Neighbors method. For (r = 0.6,¢ = 0.6), the errors
induced by each individual source are very well compensated by only combining 5 information
sources. For (r = 0.2,¢t = 0.2) which corresponds to very weak input sources, the results remain
off course quite weak even with 10 sources but the gain over a single source is still very consistent.

t=1.0

t=0.6

t=0.4

t=0.2

r=1.0

1.0

0.96

0.88

0.42

r—=0.6

1.0

0.93

0.68

0.33

r—04

1.0

0.82

0.62

0.28

r—0.2

0.17

0.14

0.13

0.12

Table 1: Impact of r and t noise parameters on F1 measure

t=1.0

t=0.6

t=0.4

t=0.2

r=1.0

0.99

0.96

0.71

0.44

r—0.6

0.63

0.55

0.38

0.37

r—0.4

0.44

0.36

0.35

0.38

r—0.2

0.53

0.46

0.44

0.40

Table 2: Impact of r and t noise parameters on AvgPurity measure

m=1

m=—3

m=>y

m=10

r—=0.6 t=0.6

F1
AvgPurity

0.49
0.23

0.93
0.55

1.0
0.62

1.0
0.77

r=0.2 t=0.2

F1
AvgPurity

0.05
0.22

0.10
0.40

0.12
0.45

0.15
0.52

Table 3: Impact of the number of input information sources on F1 and AvgPurity measures.

INRIA
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5.2 Text-Image categorization

We performed a text-image categorization experiment based on the Wikipedia image dataset of
ImageClef 2009 [19]. Initially, this dataset is dedicated to multimodal retrieval evaluatiosn but we
benefit here from the provided annotations to build a text-image clustering task. Among the full
150K images dataset, we keep only the images that have been effectively annotated during the
pooling proocedure, i.e the images that have been manually controlled as positive for at least one
of the 44 query topics. The resulting dataset is composed of 1582 images categorized in 44 clusters.
Each image is associated with textual information extracted from the initial Wikipedia web page
(title, description, etc.). We used two information sources, one textual information source based on
the TF/IDF similarity measure of PF/Tijah system [20]. One visual information source based on
5 global visual features (HSV Histogram [18], Hough histogram [18], Fourier histogram [18], edge
orientation histogram[18] and probability weighted RGB histogram) and L1 metric as similarity
measure.

We used the same F1 and AvgPurity metric as described before. Results are given in Table 4.
The experiment demontrates the effectiveness of our approach in combining textual and visual
information sources. The source selection step during the clustering process makes the results
better than each single source. Clusters produced by selecting both of visual and textual sources
are more semantically and visually coherent.

‘ H Visual and Textual sources | Textual source ‘ Visual source

F1 0.63 0.30 0.62
AvgPurity 0.55 0.51 0.35

Table 4: Clustering results on F1 and AvgPurity measures for the Sub set of Wikipedia ImageClef
2009.

5.3 Visual objects mining

We performed a visual object mining experiment based on Caltech256 dataset. Initially, this
dataset was dedicated to supervised objects classification so that clustering the 256 classes with
an unsupervised method would be too difficult. We thus used this dataset in a different way to
evaluate visual objects discovery in small image sets. We collected 5 subsets of the Caltech256
dataset. Each subset is construct of 10 categories and 20 random images. We used the same 5
global visual features as described in the previous experiment but in this experiment we use them
as separate information sources within our multi-source Shared Neighbors framework. Table 5
demontrates the effectiveness of our approach comparing to each single source.

6 Conclusions and perspectives

Whereas Shared Nearest Neighbors methods appear to be ideally suited to multi-modal and het-
erogeneous contexts, very few works have been addressing the problem of fusing different sources
of information. In this paper, we introduced a complete new multi-source shared neighbours
framework including multi-source sets significance measures, with or without optimal source se-
lection, and a multi-source clustering algorithm based on these new measures. We first validated
the proposed theoretical contribution through original synthetic information sources experiments.
They notably show that our method succeeds in increasing the clustering effectiveness simply by
increasing the number of noisy and incomplete information sources. We also applied the proposed
method to real multi-modal clustering benchmarks of the literature and showed that the method

RR n°® 7351



12 A. Hamzaoui, A.Joly and N.Boujemaa

[DB1 | DB2 [ DB3 | DB4 | DBF |

Nltsomes Fl 033 | 0.66 | 0.56 | 0.27 | 0.57
AvgPurity | 0.57 | 0.70 | 0.36 | 0.67 | 0.59

. Fi 036 | 021 | 0.42 | 0.13 | 0.53

HSV Histogram AvgPurity | 0.53 | 0.63 | 0.32 | 0.52 | 0.57
ot Histomram F1 036 | 0.24 | 0.31 | 0.22 | 0.47

& & AvgPurity | 0.53 | 0.60 | 0.27 | 0.60 | 0.35
S F1 035 | 0.34 | 0.54 | 0.24 | 0.50

g AvgPurity | 0.55 | 0.68 | 0.32 | 0.59 | 0.52

- Fi 035 | 0.24 | 0.35 | 0.15 | 0.54

Edge Orientation Histogram |y p i | 060 | 0.64 | 030 | 0.53 | 0.44
. . Tl 036 | 0.21 | 0.42 | 0.13 | 0.46
Prob-weighted Histogram RGB |\ o p e | 047 | 0.60 | 0.31 | 0.50 | 0.33

Table 5: Clustering results on F1 and AvgPurity measures for the Sub set of Caltech256.

succeeds in combining real heterogeneous and multi-modal information sources. Beyond cluster-
ing we think that the proposed approach is suitable for many other multimedia schemes, such as
search results structuring and diversity enhancement, query suggestion, summarization or pattern
discovery.
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Annex 1

Assume we are given an arbitrary fixed subset A C S and a second subset V' C S chosen uniformly
at random from the items of S. Then, the random variable | ANV | is hyper-geometrically distributed
with expectation

[Alv]

Bl4NVI] =g

and variance

[AIVIAS] = [ADAS] = V)

Var[|[ANV]] = S0 = 1)
Consequently,
¢|A||V| p(—h—Q)
and
|AﬁV|_ s‘ ]
Var [R(A,V)] = Var
Jalvia-Eha-h
_ Var [|[ANV]]
ANV Ia-¥ha -1
- 1
I

And finally, as under hypothesis #, Q¢ (v, |A|) behaves as the random variable V'

E[SR(A,F)] =
fEFvEA

= TFTA] & L BRAI=0

fEFvEA

|F”A|ZZRAQf |A|>>]

and

Var [SR(A,F)] =

|F|| ZZRAQf 7|AI))}

fEFvEA

- |F||A|QZZV"“”

fEFvEA
| FA]
| F LA (S]=1)
1
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