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This paper presents a new formulation of the dynamical Coulomb frictiobl@m in finite dimension with discretized
time. The novelty of our approach is to capture and treat directly the frictiodel as a parametric quadratic optimiza-
tion problem with second-order cone constraints coupled with a fixed pqurdtion. This intrinsic formulation allows a
simple existence proof under reasonable assumptions, as well asty wasolution algorithms. We study mechanical in-
terpretations of these assumptions, showing in particular that they aedlactecessary and sufficient for a basic example
similar to the so-called “paradox of Pain&v Finally, we present some implementations and experiments to illustrate the
practical aspect of our work.
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1 Introduction, motivations

We consider the problem of simulating the dynamics of meidadisystems which involve unilateral contact between
their parts or with external objects. Such systems are camimengineering applications and they have been extegsivel
studied by the community of contacts mechanics: see foamast [Wri06, WLO08] in the context of computational contact
mechanics for solids and structures, [Mor94, RIMR96, Z\0]lfor applications to granular materials, divided media
and powders materials, [FM04] for applications in civil @repring, [PG96, Aba00, TL&E08, GCSL09] for multibody
systems and robotics, and finally [Bar93] for computer gieghWhen, in addition to unilateral constraint, Coulomb’s
friction occurs at contact points, the resulting problerbésolved at each time-step (that we call the incremental@no)
becomes so difficult that, up to our knowledge, no existirgpathm is able to solve it (when a solution exists) with
guaranteed convergence. In this paper, we focus on a camadysis reformulation of the incremental problem thatspe
the way to (i) a proof of existence of a solution to the prohlamd (i) a numerical procedure to solve it.

Existence of solutions to the discrete friction problem. In addition to the theoretical interest, the existence tjoress
crucial also in practice. Indeed, it may happen that therdlgos dedicated to solving the incremental problem fait, ib
is often not obvious whether the failure occurred becaussohdion exists (meaning that we should probably recomside
the model) or because our algorithm just did not find it (inebh¢ase, we should try to improve the algorithm). In both
cases, finding out whether a solution exists or not is impotiath from the theoretical and the practical viewpoints.
Existence of solutions to problems involving a mechanigatem with Coulomb’s friction has been addressed in many
papers under a wide range of assumptions. For a recent armgteloemsive presentation of the standard formulations of
the frictional contact static, quasi-static and dynamubpems of linear elastic continuum media, we refer to [BHAE]
the seminal work [DL72], the existence and uniqueness ofuisn is shown for the static problem with bilateral coritac
and Tresca’s friction (constant friction threshold indegent on the normal force). The testatic refers to the fact that
the friction is written in terms of position rather than velées. Although this problem has a poor physical signifazgn
it was the starting point of several extensions toward mesdistic situations. The first existence result for theistat
Coulomb problem with unilateral contact is due to [NJH8Q]dawo-dimensional elastic strip, and it was generalized by
[Jar83, Jar84] to more general two-dimensional problemgedent account on existence and uniqueness problems for
continuum media can be found in [EJKO5, HS02]. Briefly spegkiexistence is obtained by a fixed-point argument on
the friction threshold providing that the coefficient ofctibn is small enough. In this quasi-static case, Couloriavisis
written in a more realistic setting in terms of velocity bbetinertia effects are neglected. The existence problerthéor
quasi-static case has been addressed by [And00, RCO1]lmgdalr a time-discretization technique in order to obtam
incremental problem which appears as a particular static ®he equilibrium problem resulting from the quasi-staticl
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2 Acary, Cadoux, Lemdchal, Malick: Coulomb friction via convex optimization

dynamic problems has also been investigated in [BH09]. i lditer work, sufficient conditions ensuring an infinity of
equilibrium configurations for arbitrarily small coefficits of friction are given. As far as we know, the dynamic peoil
for continuum media with unilateral contact and Coulombistion is still an open issue, even if some attempts have bee
made in [JE99, EJO3] with normal compliance models.

In the context of finite—dimensional systems (rigid-bodgteyns or space-discretized systems by finite-element meth-
ods), existence and uniqueness has been obtained in [HalOje dynamics with perfect unilateral constraints, rhain
under an analyticity assumption on the data. When the Coufdntion is involved, many authors have investigated stati
guasi-static or evolution problems and its dramatic fespsuch as non-existence and non-uniqueness, which hewe be
known for a long time. Among others, see [GB99] about theated “paradox of Painlé’, which is the most famous
example of such systems for which non-existence may occekeftheless, some results can be cited such as [BB05],
where some decoupling in the stiffness matrix is assumethestatic case, which is the static counterpart of the prabl
of Duvaut-Lions, Janovsk[Jan81] and Haslinger [Has83, Has84] prove existence ofidien in the two-dimensional case
with scleronomous boundary conditions, for any coeffic@friction. This result is fact contained in the present grap
For the quasi-static case, a counter example to uniquengsgein by [Bal99] for arbitrarily small friction coefficiés

For the time-discretized problem and finite-dimensionatems, the literature seems more scattered. In [Ala97], an
indirect attempt to prove existence of solutions is madetbglysng the convergence of the method of Alart and Curnier
[AC91], dedicated to solving the incremental problem. ng@3], necessary and sufficient conditions are given for ex-
istence of solutions to the discrete problem, derived frbm dtatic formulation. In the two-dimensional case or for a
faceted three-dimensional cone, the advocates of therlceaplementarity (LCP) approach propose several existenc
results [ST96, APS99, Ste98], using the copositive LCPrhebhe most advanced existence result appeared in [KP98],
which studies the semi-coercive case (where the stiffn@dgxis only positive semi-definite). Existence is provedier
the assumption that the data of the problem lie in a specifie céVe will present here a similar result: we need a slightly
more stringent assumption, but we propose a simpler pran§usly standard convex analysis tools. Furthermore we use
a formulation of the problem which opens the way to reasgnstialble solution algorithms.

Note finally that the mathematical analysis of the increraleptoblem for the space- and time-discretized dynamics
is very similar to that of a quasi-static problem for finiter@nsional situations; therefore our results as well aseho
of [KP98, PS99] can be applied to the dynamic case, provithia) some care is taken when formulating the problem
(see the discussion in [AC10, Section 3]). Conversely, &sellis in [ST96, APS99, Ste98] apply only for scleronomous
external constraints. A straightforward application df thtter results are not possible for the time-discretiratf the
quasi-static problem.

Numerical resolution. A review of the main existing approaches to solve numegidhk discrete incremental frictional
contact problem is given in [ABO8]; let us comment them byidfere. The algorithms for solving LCPs have been ex-
tensively used when the friction cone is polyhedral (twaelnsional case or cone-faceting approach). In [Kla86, KB88
AFSP91, PG96, ST96, PT96], pivoting methods such as Lenake’ssed to solve the LCP. This is the only example of nu-
merical algorithms proved to compute a solution when artemé criterion is satisfied [ST96, APS99]. For the Coulomb
cone, the projection/splitting method for finite-dimemsibvariational inequalities [MD87, MD88, DSF91, Fen95,H38,
JT88, JM92, JAJ98] and the nonsmooth (semi-smooth or gizresta Newton methods [CA88, AC91, CKPS98, PK94,
LGW98] are the most widespread methods for solving the inergad problem. Unfortunately, there is no general proof
of convergence for such methods.

Contributions and outline of the paper. The main contributions of the present paper are the follgwines:
1. an optimization-based reformulation of the incremeptablem;
2. an existence result for this problem (with a direct prpof)

3. adiscussion on the practical applicability of the existeresult (we show in particular that a simple abstractorgag
gives existence in many practical situations);

4. aresolution procedure based on the proposed reformul@iustrated with some numerical experiments).

This paper is organized as follows. We briefly recalkid the Coulomb friction model, together with an illustrative
example where no solution can exist. Then, we give to thisghacharametric-optimization formulation §8, and we
prove existence of a solution under a natural geometricnag8on in §4 (and we compare it with the one of [KP98]).
Section 5 discusses our assumption for existence, giviigj aflcases where it is satisfied and applying it to the caunte
example ofg 2. Finally Section 6 illustrates a possible algorithmic m@eh to solve the incremental problem.
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The originality of this paper is that it makes an extensive afconvex analysis, shedding new light on the problem. The
nice interplay between convex analysis and mechanics (gpet&lly contact mechanics) comes back to the seminal work
of J.-J. Moreau (for instance [Mor66]). We stress here irigalar the role of conic optimization ([BV04] is suggested
for this topic). The notions as well as notation are standadifollow closely those of the reference textbooks on conve
analysis [Roc70, HUL93].

2 Linear, discrete-time contact mechanics with friction

We present here the standard modeling of the multi-bodtidrigproblem, coming when discretizing the dynamics of a
mechanical system involving contact and friction. The folation ends up with the system (2.3) (with friction modePR(2
that is the object of this paper. Details on how to produceddta M, f, H, w of (2.3) for a general mechanical problem
are skipped, bu 2.2 provides an example (see also [Cad09b, AC10]). Noteirttzdcts are not considered in this paper,
but using Moreau’s rule [Mor88] they can be easily added.

2.1 Elements of modeling, incremental problem

We consider a mechanical system id-dimensional space identified R (in practice,d = 2 or d = 3) with a finite
numberm of degrees of freedom. We assume the system is discretizedeénand focus on one time-step of the evolution.
Unilateral contact is assumed to occur in a finite numbef points in the system. Labelling arbitrarily the contagti
bodies byA? andB? at thei-th contact point, define the unit normal vectérfrom B towardsA?, the discretized relative
velocity u* € R? of A* with respect taB* and the discretized impulsé exerted byB* on A* over the current time-step.
Assuming linear discretized kinematics, the generalizddoitiesy € R are related to the relative velocities at contact
pointsu := (u!,...,u") € R™ and to the discretized impulses= (r',...,r") € R" by affine equations. Specifically,
(u,v, ) are related by the kinematic relation and dynamical eqoatio

w=Hv+w, Mv+f=H'"r (2.1)

whereH € R">™ o ¢ R™, M € R™*™ andf € R™ are known.

r1

7\

U2

Fig. 1 Unknownsu andr

In this paper, we always make the assumption — which is stdnddhat situation:
The matrixM is symmetric and positive definite.

Contact at each poiritgives additional coupling constraints. Here, we modetifsitusing Coulomb’s law. The velocity
u* and impulse* are assumed to satisfy Coulomb’s law, stating thétr?) € C(e, u*) where the se€(e?, u?) is defined
by a disjunctive constraint as follows. Let € [0, co[ ande’ € R? (standing foru’ ande?); a vectorz € R is decomposed
asz = zr + zn, With 27 orthogonal tae?. Then the sef (e, u*) € R4*4 is defined by

either: r=0anduy >0 (take off)
(u,7) € C(el, i) = or: |lrr|| < pry andu =0 (sticking) 2.2)
or: 0 <lrrll=pryand 1 giging)
’ da>0:rr = —au

(note that sliding implies.y = 0). The take-off case occurs when the normal velocity is ngatiee and the contact force
is zero, which means that there is no attractive force (h@@tte, this models dry friction) nor repulsive force whem t
bodies separate. The sticking case occurs when the relativeity is zero, then the contact force can lie anywherésin i
cone. Finally, the sliding case occurs when the two bodiesraving tangentially to each other. In this case, the contac
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4 Acary, Cadoux, Lemdchal, Malick: Coulomb friction via convex optimization

force must be “as opposed as possible” to the relative wgldthis is often called thenaximum dissipation principle
[Mor88]). Altogether, the incremental problem we focus sn i

Mv+f=HTr
u=Hv+w (2.3)
(ut,rty e C(et, pt)foralli e 1,...,n

with C(-, -) defined by (2.2).

The incremental problem (2.3) is an archetype and a tempfatiee problem that we have to solve in more general
situations under the static or quasi-static assumptiaris,tbe nonlinear mechanical case when an outer Newton guoee
is performed.

2.2 lllustration of the modeling

In some particular instances (essentially, whiea 2 andn is small) (2.3) can be solved by hand. In this subsection,
we describe a toy problem, inspired by the so-called paraddxainlee [Pai95], whose modeling results in such an
incremental problem. In addition to its illustrative ingst, it will be used later as a use-case for our existencericnit
It has only one degree of freedom and one contact, in dimer&si@and shows that problem (2.3) may have no solution
(Example 2.1).

Consider the situation depicted on Figure 2.

e
Oéf ___________

B.m
7777
Fig. 2 A very simple contact problem

The pointA is moving along the axi®z with fixed velocityu, (possibly,uy < 0, in which case the poind is moving
leftwards). A rigid rod of length holding a massn at its lower endB is articulated withA by a perfect pivot joint. The
end B of the bar is subject to unilateral contact with the grountdcai either touch the ground as on Figure 2, or take off.
In case of contact, the ground applies a force (or impulsalltov for impacts)\ onto the bar aBB. The only degree of
freedom of this system is parametrized by the afigknd it is subject to the gravity fieldalongOy (with g > 0 meaning
that the gravity is directed upwards, ane: 0 that it is directed downwards).

The evolution of the system is governed by the equation

mi20 = mgl sin(0) + 1(cos(0) Ay, + sin(f)\,), (2.4)

and its discretization yields (see [AC10]) the incremeptablem (2.3) with data

9 _ a9 ~,|cos@ ~uo
M =ml®, f=—mglhsin@ —ml UO,H—Z[Sine},w—[O]. (2.5)
Example 2.1(Necessary and sufficient conditions for existence) Takeviiues in (2.5) m = 1,1 =1,¢9 = —1,

h =1 andvy = 0. We do not fix the value ofig, ;+ andhg at the moment, and assume thgt< [ so that the contact can
be active, withd €]0, 7/2]. It is easy to prove [AC10] that problem (2.3) has a soluticand only if

up <0 or [up>0andtanf > pl. (2.6)

In particular, this gives a simple example where no solugixists.
This is coherent with intuition: whetan 6 > u, the torque applied by the friction foreeacts on the bar counter-
clockwise, and allows to compensate the effect of graviticlvitends to drive the bar downwards, towards the ground. If
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tan § = u, the friction force exerts no torque at all and plays no rBieally, if tan 0 < p, the torque applied by the friction
forcer acts clockwise anthcreaseghe effect of gravity by driving3 towards the ground as well. The friction force being
unable to compensate gravity, nothing prevents the bar frenetrating the ground and the unilateral constriaas tobe
violated, therefore no physical solution exists. =

3 Conic optimization formulation

In this section, we reformulate the incremental probler8)(as a parametric conic optimization problem coupled with
a fixed-point equation. This formulation lends itself to egle existence result4) and to a variety of algorithmic
approaches, mentioned 6.

3.1 Notation and recalls of convex analysis

We fix our notation and recall some concepts of convex arsatisit will be used throughout this paper.

We work in finite dimension spaces identifiedR6 for variousk, equipped with the canonical Euclidean norm denoted
by | - ||. Given a vector: € R, the subscripts ¥ and “T"” indicate normal and tangential components of a vector with
respect to a given unit vecterc R*. In other words,

zy:=x ee€R and zp:=z—znec R (3.2)

A subsetS of R¥ is called a cone ifvz € S for anyz € S anda > 0. Note that) € S if S is a closed cone. The basic
object of our study is the so-called second-order che,, defined in terms of a direction € R* and a parameter (the
friction coefficient)u €]0, 00| by

Koy ={zeR" : |lor|| < pan}. (3.2)
We also consider the two extreme cases
Keo:={z€RF 1 27 =0, 2y 20} and K. :={zeR":ay >0} (3.3)

In the sequely will represent a friction coefficient and it will lie if0, +oc]. The closed convex cong, , is also called
ice-cream, Lorentz or Coulomb cone, and has received a lotefest from the optimization community as an important
instance in conic programming (see for instance the revi@03] or references in the textbook [BV04]). In our conteit,
appears naturally when expressing Coulomb’s friction Esexplained in forthcoming Lemma 3.1. Note also that prtsduc
of second-order cones in a Cartesian product space stifl ¢twsed convex cones.

The normal cone t&' at a points € S is the closed convex cone defined by

Ns(3):=f{z €R": (s —5) 2 <0, foralls € S}.

Normal cones generalize in convex geometry orthogonalpades in linear geometry: i is a vector space, then for any
v €V, Ny (v) = V1. The dual cone of is the closed convex cone B defined by

S*={zeRF: sTz>0, forallse S}
If S'is a closed convex cone, we see on definitions$tiat —Ng(0) and moreover there holds (see [HUL93, Ex. I11.5.2.6])
Ns(5) = —S* N5+, (3.4)

in addition,(S*)* = S. Itis easy to see that the dual of the second-order éang (with 1 €]0, ccl) is also a second-order
cone:

K =K, 1.
e, €
This also holds foy, = 0 andp = oo, with the convention that/0 = oo and1/0c0 = 0: we have indeed
(Kep)" = Ke o and  (Keoo)" = Kep.

Note finally that the interior of{, ,, has an explicit expression: far<]0, oo[, we have

int K, = {x € R : |lzr| < BTy}
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6 Acary, Cadoux, Lemdchal, Malick: Coulomb friction via convex optimization

A convex function is not necessarily differentiable evelngne, and gradients gfatx generalize to subgradients: those
g satisfying

fy) > fx)+¢" (y—=), forallyeRF: (3.5)
The set of subgradients gfat z is a closed and convex set, denoteddyy(z) and called the subdifferential gf at z.
For example, consider thedicator functionig of the convex sef, which takes the value on .S and+oo outside: this is
indeed a convex function, whose domairbislts subdifferential is easy to compute:

dig(x) = Ns(). (3.6)

Note finally that a minimume of f is characterized by the optimality conditiéry (z) = 0, generalizing the condition
V f(x) = 0 whenf is smooth (this is easy to see on the definition (3.5)).

3.2 Conic complementarity constraints
Operating a change of variables inspired by the so-callgoténtial [DSF98], we introduce € R"¢ defined by
' = 4 ptllubet fori=1,...,n. (3.7)
If 4* = 0, this change has no impact; so we treat the two cagses () and; # 0) separately and we consider
Ii={ie{l,....,n}:p" #0} and ny:=Cardl.
Fori ¢ I, the change’ — @' can be written with the help of a new variabfe
st i= |lub|| = ||ad| and @' =u'+ p's'e. (3.8)
Now we introduce a matri¥; € R"4*": to write the change synthetically is constructed by concatenating columns

E; € R™, whereFE; is itself the concatenation af vectors ofR?, all zero except for thé™ which is’e’. An example to
fix ideas ford = 2,n = 3 is

0 0
1 0
0 0 0
1 _ .2 _ 3 _ 1 _ 2 _ 3 _ —
e =e —6—|:1:|, w=1p*=0,pu"=2; thenk = 0 0
0 0
0 2
The following observation will be useful: for anyandt in R™ andi =1, ..., n,
i [ (Huv+w+ Es)! ifigl
(Hv +w+ Et)' = { (Hv+w+ Es)" + p(tt — st)et  ifiel. (3.9)
In terms of the new variables:= (i!,..., ") € R" ands := {s’: i € I'} € R™7, we thus write (3.7) simply as

u=u+ Es
and we proceed to reformulate (2.3) witlands. First, the kinematic equation in (2.1) is
u=Hv+w+ Es.

Second, the impulse-velocity formulation (2.2) of thetioa is equivalent ta conic complementarity systems:

Lemma 3.1 (Reformulation of Coulomb’s law)The couple(u’, r?) satisfies Coulomb’s law2.2) if and only if the
couple(a, %) —with @’ defined by3.7)— satisfies

(Keiyﬂi)* > at Lot S Kez'”ui. (310)
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Proof. To alleviate notation and fit with (2.2), we omit supand subscripts.
If (2.2) is valid, thenr € K anduy > 0, so thatu € K*; it suffices to check thai L r. In the take-off caser(= 0)
and for sticking ¢ = 0 so thata = 0) it is obvious, and in the sliding case we have

w-r=up-rr+ry(pllurl)
= —|[rr |l llur| + rn(ulur|)

= —pllrn | lurll + 7 (plfur(l) = 0.

In each case, (3.10) is satisfied.
Conversely, if (3.10) is valid, we see thak; + ullur|| = ax > pllir| = pur (sinced € K*) so thatuy > 0.

Consider three cases:

() If r =0then, auy > 0, (2.2) is satisfied (take-off case).

(i) If & =0thenu = 0 and since: € K by assumption, (2.2) is satisfied (sticking).

(iii) If @ # 0 andr # 0, thena € AK*, so thatuy = 0, andr € 9K \ {0}. Moreover,0 = @' r = upry + pury|jur||
so thatur y||ur|| = [upre| < |lur| |7 = ||ur||pry. The Cauchy-Schwarz inequality is an equality, which psove
thatur andry are collinear. Finally, sinc&;rT = —ury|lur]l < 0, these vectors have opposite directions and (2.2)
is satisfied (sliding case).

In each case, (2.2) il satisfied. [ |

Along with (3.10), we introduce the product-cone

L = Kel,/_tl X - X Ken’yln C Rnd,

so that the conic complementary constraints (3.10) can béertsed in a single one
L*>alrelL. (3.11)
Note that the dual cone df is

L* == K*l

e,,u,lxn'XK* el’ix"'XK

en,um

i (3.12)

n
[ 2

" w

In summary, the incremental problem (2.3) is thus equivdtethe following conic complementarity constraint

Mv+f=H'r
u=Hv+w+ Es
L*>alrel

st =|a%|, foriel,

(3.13)

where the variables afe, r, @, s) € R™ x R™ x R x R™,
The idea will be to extract from (3.13) the conic complematytaroblem

Mv+f=HTr
t=Hv+w+ Es (3.14)
L*>ulrel,

wheres € R™ is considered as a (fixed) parameter, to be adjusted so asaerehe full (3.13). The motivation for iso-

lating these last three constraints is that they turn ougetogiimality conditions of an optimization problem (pararzed
by s) with good theoretical properties; this is the subject ef iext section.

3.3 Fixed-point formulation
This section is devoted to the conic optimization problem

min  ifoTMv+ fTo
2
{ Hv+w+ Ese L*. (3.15)
Its (quadratic) objective function
1
J(v) = §’UTMU +fTw (3.16)
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8 Acary, Cadoux, Lemdchal, Malick: Coulomb friction via convex optimization

is strongly convex and inf-compact (knowing thetis assumed to be positive definite). Elementary argumeiotis nat
its feasible set

C(s):={veR™:Hv+w+ Ese L"} (3.17)
is closed and convex. Thus, whene@(s) is nonempty, (3.15) has a unique solution. This defines thgpmg

RY >s — wv(s):= argér(liil J(v) e R™, (3.18)
vel(s

which yields two more mappings, also well-defined:

i(s) = Hu(s) +w + Es € R™?

F(s) o= (Jah(s)]] .. [ @(s)]) € R, (3.19)

RTBSH{

The domain of these three mappings is the set@fR™ such thatC(s) # 0.
Our motivation is that (3.14) makes up the optimality coiaditfor (3.15) or (3.16), namely-V.J(v) € Ng (4 (v). We
proceed to make this more precise.

Lemma 3.2 For v € C(s) (assumed nonempty), there holds
H'Np-(Hv+w+ Es) C Nes - (3.20)

Proof. Introduce the notatioAv := Hv + w + Es, so that the indicator function @f(s) is ig(s) = ir- 0 A, aconvex
function pre-composed by an affine mapping. Then use the chls for subdifferential calculus [HUL93, Thm XI1.3.2.1]:

Hdip-(Av) C 9(ip- 0 A)(v) = dic(v) .

In view of (3.6), this gives (3.20). [ |

We can now proceed to relate our approach with the incrermerablem.

Theorem 3.3(Every complementary solution is a fixed poiritgt (v*, r*, *, s*) solve the incremental proble(8.13)
Thenv* = v(s*) and F(s*) = s*.

Proof. Inview of (3.4), the complementarity relation inX3) says that-r* € Ny« (@*),so—H 'r* € H Np-(a*).
With (3.20), we conclude:

~H"r* = —(Mv* + f) = =VJ(v*) € Np-(Av*) C Ne oy (vF)

In other wordsp* satisfies the optimality conditions of (3.18) with= s* (see [HUL93, ThmVII.1.1.1] for example}*

is the unique solutiom(s*) of this optimization problem. It follows that* = u(s*), andF'(s*) = s* of (3.19). ]

Note thatr* has no reason to be unique, unléss is injective.

To solve the incremental problem (3.13), we therefoage tofind a fixed point of . Now, a converse to the above
theorem is desirable: will a fixed point éf provide for sure a complementary solution? This relies y8a20) holding as
an equality, which requires some subtle technicalitiemfomnvex analysis; we now turn to this question.

Foralli=1,...,n, set

]C*i thKeiy% |fZ€I
B Koo dfigl

and introduce similarly to (3.12) and (3.17):
Lf=K" %o x K c R, (3.21)
(a convex cone included ib*) and

C(s):={veR™:Hv+w+ Ese L} (3.22)
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Remark 3.4 (OpeningL partially) Observe thaL is the product of two coneq:],; K' (a non-polyhedral cone) and
of Hig] K' (an orthant ofR™?, see (3.3)). To obtaif we open the first cone — replacirgby < in (3.2); but wekeep
as isthe second. Observe in particular thais sandwiched betweeh and the relative interior of.. This distinction
in two cones is not strictly necessary for our developmeutfibst, it is motivated by a companion work [CM10], which
supplements our existence resultéfbelow; second, it will allow us to put in perspective ourulesvith some other’s,
sees4.3 below. [

The point in introducing” is that its nonemptiness guarantees optimality condition§3.15).

Lemma 3.5(Quialification) For any s such thatC'(s) # (@, the conic optimization problei(.15)has a unique solution
v(s) and there exists such that(v(s), u(s),r) solves(3.14)

Proof. Itis convenient for this proof to introduce the naiat
A:={(v,0): 4= Hv+w+ Es} Cc R™ x R™
and to formulate the conic optimization problem (3.15) as

. Z(v,@),  whereZ(v, @) == J(v) +ia(v, @) + g (@) + Y igeie (@)
v,u)ER™ xXR™
; i€l igl

Observe thak** is a half-space dR¢ wheni ¢ I: the functions in the last sum above are all polyhedral.

Naturally,C'(s) D C(s) # 0. Then (M is positive definite), the optimization problem has a unigoletion(v(s), @(s))
characterized by the optimality conditione 0Z(v(s), a(s)).

Now the qualification assumptiofi(s) # () is just what we need to subdifferentiafeusing [Roc70, Thm.23.8]: a
subgradient o¥ is the sum of individual subgradients, each of which is eagshaaracterize. In fact, such a subgradient is

anm -+ nd-vector of the form
Muv+ f —H'r /0
() (7))

wherer varies inR™ and eacly’ is made up of.d-dimensional vectors, all zero except #, which varies inN - (i?).
Thus, the optimality conditiof € 90Z(v(s), u(s)) gives

Mu(s)+f=H'r

r= —Zqi, i.e.r € —Np-(a(s)) = LNa(s)*;

i=1

remembering thatv(s), a(s)) is feasible, we recognize (3.14). [ ]

Then the equivalence of the incremental problem (3.13) withF'(s) is easy to see:

Theorem 3.6(Converse to Thm 3.3).ets* € R’ satisfyF(s*) = s*. In particular, C(s*) # 0, assume further that
C(s*) # 0. Then there exists* such that the associatdd(s*), r*, u(s*), s*) solveg(3.13)

Proof. Just apply Lemma 3.5: (3.14) holds for someand the property* = F(s*) completes the system (3.13).
The conclusion follows with Theorem 3.3. [

Actually, the technical assumptidri(s) # 0 is useless in two dimensions:

Theorem 3.7(Equivalence for = 2) Let the dimension bé = 2. Then(v*, r*, u*, s*) solves(3.13)if and only if s*
if a fixed point ofF" andv* = v(s*).

Proof. In fact, the conclusion of Lemma 3.5 holds eve€@{f*) is empty: whenl = 2, eachK* — as well as each
K% —is a polyhedron, so the functions making Zig@re either finite-valuedJ) or polyhedral {4 and each:-). [ |
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10 Acary, Cadoux, Lemdchal, Malick: Coulomb friction via convex optimization

4 Existence of a solution to the incremental friction problem

The previous section has provided a constructive way ofrsglB.13): (i) using some internal subalgorithm to solve th
optimization problem (3.15), (ii) compute a fixed pointf6f(3.19), (iii) then we usually have a solution of the increma¢n
friction problem (unles€’(s*) = (), a rare event). This section studies the question whetldratixed point exists.

It turns out that the assumption

CO)#£0, <= FeR™:Hv+wel" <+ welmH+L (4.1)

is relevant; in particular, it implies that each instancg(®fL5) is well-posed (Lemma 4.2 below). This entails useful
continuity properties of the mappings(-) and F'(-), which enable us to show existence via the Brouwer fixed{poin
theorem. We conclude the section with some comments cangefh 1).

4.1 Preliminary results
First, C(-) enjoys a very handy property:

Lemma 4.1 (Monotonicity) The multifunctionC': R" — R™ of (3.22)is increasing; in other words fos, ¢ € R™
such thats® < ¢ for all i, we haveC'(s) C C(t). The same property holds fét(-) of (3.17)

Proof. Lets,t € R™ such that’ < ' and takev € C(s), i.e. (Hv +w + Es)* € K*" fori = 1,...,n. Let us show
component-wise thdiv + w + Et € L*.
We see from (3.9) thatHv + w + Et)’ € K*'if i ¢ I. On the other hand, takec I; knowing thate’ € K} . and
Pt — st >0,
ui(ti — si)ei e K:L\M'

Addto (Hv +w + Es)' € K*' = int K, and invoke [HUL93, Lemmall.2.1.6]:

1 A R . .
2= i(HU +w+ Es)" + §,u'(t’ —s')e' e K.
By positive homogeneity,Hv + w + Etf = 2z also lies inC**. Altogether,Hv + w + Et € £*.
The same argument can be appliedte- without calling for [HUL93, Lemmallll.2.1.6]. [ ]

Lemma 4.2(Nonemptiness of’) Under Assumptioi4.1), there is an open sef containingR’}" such thatC'(s) # ()
for all s € S. The mappings and F' are then well-defined of.

Proof. Considerthe set efc R™ such that”(s) is nonempty. By Lemma 4.R’}" is contained in it, sinc€’(0) # 0.
We proceed now to show th&f*’ is even contained in its interior, call §.

In fact, takes € R’}” andv € R™ such tha{ Hv + w + Es)" € K**fori =1,...,n. Then we see from (3.9) that, for
somed > 0,
K, o fori € I and allt (then(Et)’ = (Es)?)

(Hv +w + Et) 6{ intl’(;m fori e Iand|t’ — s'| < 6.

Thus, taking close enough te impliesHv +w + Et € L*,i.e.v € C(t): our s does lie inS.
The restis Lemma 3.5. ]

4.2 Applying Brouwer’s theorem
To apply Brouwer’s theorem, we need to prove that the mappirgbounded and continuous. We recall that a strongly
convex function such a$ of (3.16) has bounded sublevel sets:
For givent € R, the setv € R™ : J(v) < ¢} are bounded . (4.2)

Lemma 4.3(Boundedness)lnder Assumptiofé.1), the functions of (3.18)and F’ of (3.19)are bounded oiR’; : for
someR,
lo(s)| <R and |[F(s| < R, forallsec R} .
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Proof. From Lemma 4.20(s) D C(0) # ( forall s > 0. Fixo € C(0); thenJ(v(s)) < J(v) < +o0 so that, by
(4.2),v(s) remains bounded whendescribe<R'!”. Then observe from (3.1) that. = (Hv + w)?. for eachi; hencei is
bounded as well, and so Is. ]

To prove continuity, we introduce the optimal value of (3,X®nsidered as a function ef

R™ 3 s q(s) := J(v(s)) = mj?) J(v) € RU {400}, (4.3)
vell(s
settingg(s) = +oo if C(s) = 0.
Proposition 4.4 (Convexity and continuity of the optimal valudhe value-functiory of (4.3) is convex oveiR™!.
Under Assumptioi4.1), it is continuous orR’;".

Proof. For this proof, we consider the subseR#f x R defined by
I:={(s,t) € R™ x R: v € C(s) such that/(v) < ¢} .

We claim thafl" is closed and convex. To prove convexity, tadke, t1) and(ss, t2) in T', with associated;, v, satisfying
the above property. Far €0, 1[ andv,, := av + (1 — a)vs, we directly see from convexity df* and.J that

Vo € Clasy + (1 —a)sy) and J(va) < aty + (1 — a)ta,

so thata(sy, t1) + (1 — a)(se, t2) still liesinT.

To prove closedness, take a sequefsgets ), € I' converging to somés, ) € R™ x R, and an associated sequence
(vg)r. Fork large enoughJ(vi) < ¢ <t + 1: the sequencéuy ), is included in a sublevel set of, and is therefore
bounded. Extract a subsequerieg ), converging tov € R™ and pass to the limit fok’ — +oo in

Hupr +w + Esy e L* and J(’Uk/)gtk/.

In view of closedness at* and continuity of/, the cluster points, t) lies inT" (associated to). In summary[ is a closed
convex set.

We observe now that(s) can be written (by pushing the objective function down todbestraints, with the help of an
extra variablg) as

q(s) = min{t : (s,t) € T'}.

Thusgq is the so-calledower-bound functiorof I'; Theorem 1V.1.3.1 of [HUL93] says thatis convex (and lower semi-
continuous) orR™ . Besidesy is finite-valued in a neighborhood &}’ (Lemma 4.2). It is therefore continuous &%’
by[HUL93, Prop. IV.2.1.2], which states that a convex fumctis continuous on the (relative) interior of its domain. m

Proposition 4.5(Continuity of the optimal solutionlUnder Assumptiof@.1), v(-) of (3.18)is continuous ofR’;".

Proof. Fixs € R"" and lets;, — 5; we have to show that(s;) — v(s). Extract from(v(sy))s (bounded, by Lemma
4.3) a subsequende(sy)), converging to some.

First, pass to the limit fok’ — oo in the relationHv(sy) + w + Es, € L*. By continuity of H andE and closedness
of L*, we getthatHv + w + E's € L*, i.e.v is feasible for (3.15) with parameter

Besides,J(v(sx)) — J(v) because/ is continuous; and/ (v(sy/)) — J(v(5)) because is continuous (Proposition
4.4); henceJ(v) = J(v(8)). Thus,v is not only feasible but optimal. Because the optimal sotutf (3.15) is unique, the
arbitrary cluster point has to be(s) itself. ]

We are now in a position to conclude.
Theorem 4.6(Main result) Under Assumptioi.1), F' has a fixed point* overR’;’, and there exists* € R"? such
that (v(s*),r*,u(s*), s*) solves(3.13)

Proof. Because(-) is continuous (Proposition 4.5)(-) andF'(-) of (3.19) are continuous.
Take R of Lemma 4.3 and leB C R"’ be the ball centered at 0 with radif intersected witfR’;". The restriction of
F'to B is continuous and map8 (convex compact) into itself; it has a fixed point. Then appgorem 3.6. [ |
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12 Acary, Cadoux, Lemdchal, Malick: Coulomb friction via convex optimization

4.3 Comments on the assumption
The previous section has proved existence of a solutioretmtiremental problem, under the assumption €@t # (.
A slightly more tolerant assumption would be
C0)#0, ie. welmH+L*, (4.4)

which is mechanically more natural: it means that, at eaciea point;, kinematics allow the relative velocity to lie in the
dual (K,: ,:)* of the friction cone. A property of this kind has to hold, irde For example, consider an over-simplified
assumption:

FeR™ : (Hv+w)y >0fori=1,...n, (4.5)

which just means that preventing penetration must be kitieally possible (unlike the meaningless situation of Feg8
where the rigid ball is crushed between the motionless gt@and a rigid plane with velocity,y). Assumption (4.5) is

HONL

(4.4), where all the friction coefficienjg’ are set to zero. As shown by Painkéexample, it does not suffice to guarantee
existence of a solution.

In [KP98], A. Klarbring and J.S. Pang use still another agstion: they formulate (2.3) as a quasi-variational inegyal
and prove existence if, in the notation of the present paper,

Fig. 3 Penetration cannot be prevented

/ T Mv=H"r=0,
[ Cw } { , ] <0 forall (v, r) satisfying u= Ho,
(ut,rt) € C(et, pt) foralli € 1,...,n.

This turns out to slightly extend (4.4):
Proposition 4.7 If M is positive definite, the above assumption means

w'r>0 forallr e Ker(H")NL, ie. we (Kee(H')NL) =cl(ImH+L"). (4.6)
Proof. LetT be (the closed convex cone) defined by
Mv=H"r=0, uw=Hv, (u,r")ecC(, p)foralicl,...,n.
If M is positive definite, the property, r) € T impliesv = 0 andu = 0: in this situation,
(v,r)eT <= wv=0, H'r=0, (0,7) € C(e', ") foralli € 1,...,n.
Examining (2.2) withu = 0, the last conditions meari € K*. Thus, the Klarbring-Pang assumption means
w'r >0 forallrsuchthatH 'r=0,r € L.

In other words, it means € (Ker (H ") N L)". The result follows with [Roc70, Cor. 16.4.2], stating tkie: polar of an
intersection is the closure of the sum of polars. [ |

It goes without saying that closing a set enlarges this 4ef) {s a more tolerant assumption than (4.4), which itself i
more tolerant than (4.1). Our existence result is definitedgker than that of [KP98] (especially as a positive sermidtefi
M is accepted, there). This is the price to pay when replacotgrplementarity problem by a minimization problem. Note
also that Theorem 4.6 is slightly generalized in [CM10], véhexistence of a fixed point is proved under Assumption (4.4)

In fact,(4.1) could probably be weakened if we defindd) as a solution of (3.14) instead of (3.15): the calculus
rule necessary for Lemma 3.5 could then be avoided. How@viertheoretical advantage would be fairly expensive for
computational purpose: efficient algorithms abound toestite nice minimization problem (3.15), whose solution lveka
reasonably well when varies. The only equilibria (hence fixed points) not covdogdur overly restrictive assumption
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(4.1) are those where Lemma 3.5 does not apply; to be surse #wution should be fairly hard to compute. Indeed, the
present work is more oriented towardnstructiveaspects.
The following synopsis summarizes the theoretical resuéslable so far:

wecl(ImnH+ L*) = existence for (2.3) via quasi-variational inequalities
welmH+ L* = existence of a fixed point, which may not solve (2.3)
welmH+ L* = existence of a solution for (2.3), computable via optinizaand fixed point.

Another aspect of the present work is the use of convex aisalhich appears as a handy tool to treat mechanical
problems. For an illustration, we mention that the preseatennal is actually extracted from [Cad09a], where the same
results are also proved using convex analysis, but the agtevare different. For example, Lemma 3.5 is proved by
invoking the dual of (3.15), namely

1
min o (HM ™ H )r o+ (w+ Bs — HM ' f) r. 4.7)
re

This alternative proof technique has its numerical adygatas (4.7) might be easier to solve in some instances. la$os
outline the different proof techniques of Theorem 3.3 anthirea 3.5; actually, both could have used the same calculus
rule (either that of a sum, or that of a composition by an affiregping). Convex analysis thus appears as a handy tool, but
also versatile.

5 lllustrations and discussion

As far as existence of a solution to the incremental probl2d1) is concerned, the previous sections have revealed thr
relevant assumptions: (4.1), (4.4), (4.6). They are indexy close together, their difference being limited to ttetical
hairsplit. In this section, we will focus on (4.4), which iset most natural and has a simple mechanical interpretation,
mentioned at the beginning §#.3. Our aim now is to mention a number of its practical aggians: the frictionless case
(§5.1), Painleg example 5.2), and an important class of mechanical systems, wherexternal objects are motionless
or in rigid-body motion §5.6). We also consider i5.7 a situation where the assumptions hold for ang R"¢.

5.1 Frictionless case

When all the friction coefficients are zero, the matfixis empty and the variablesanda disappear from (3.13). If
(v,u,r) Is a solution, then in particular (4.5) is satisfied, so thatequivalent condition (4.4) is satisfied. In other words,
(4.4) is actually a necessary and sulfficient condition fastexce in the frictionless case. Besides, there is nordiffee
between (4.1), (4.4) and (4.6) becauss polyhedral: eacli.: , is a half-line.

Also from a numerical point of view, this case is much eagiantthe general case with actual friction: indeed, sinaethe
is no variables, there is no fixed point problem either, it suffices to solve ¢bnvex minimization problem (3.15) once to
get the solution. In addition, there is nothing nonlineahis problem: (3.15) is a quadratic program with linear d¢rists.

In a word: in the frictionless case, the incremental prob{8r3) reduces to one standard quadratic optimizationl@nob

5.2 Painlewe’s example |: necessity
Recall Painle@’s Example 2.1 0§ 2.2, withm = 1,1 =1,¢9 = —1, h = 1 andyy, = 0. We saw that a solution existed
if and only if ug < 0, orug > 0 andtan § > u. For this example, (4.4) means:
JveR  (ug,0)+ (cosb,sinf)v € K*.

Figure 4 shows the three possible situations, dependingesign ofuy andtanf — . Itis clear from the picture that
(4.4) is equivalent to the condition of Example 2.1: agais itecessargnd sufficient.

5.3 Painlee’s example Il: non-necessity

On the other hand, keeping the same data §5i, just sey = +1: gravity is now directed upwards. Also ley = 1
andh be such tha# < arctan ¢ when the contact is active. The same study as in Example @viissthat a unique solution
exists, the bar taking off under the effect of the (reverggdyity. Yet the matrixd and the vectorw are unchanged, so
(4.4) does not hold: this condition is therefore not neagsisegeneral.
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K K
K* K* K*

arctan(pu) arctan () arctan(p)
0 0 0

ug <0 up > 0 and 6 > arctan(u) up > 0 and 0 < arctan(u)

Fig. 4 Application of our criterion to the Painléwexample

5.4 Painlee’s example lll: non-uniqueness

When rigid bodies are used, it is clear that contact forcesismally non-unique: because of the assumption of perfect
rigidity, contact forces may compensate each other withayteffect on the dynamics. For instance, for the staticlprab
of a square lying on the ground, both solutions depicted gnrei5 are valid (provided is large enough).

Fig. 5 A square lying on the ground

One may think that, although the forces are non-unique,thamic behaviour (that is to sayandu) should be unique.
However, consider again Painkg example of; 5.3 withug = 1, ho = [/+/2 (S0 thatd = /4 when the contact is active)
andy = 2. Again, we can solve the incremental problem by inspecaod, we find that two outcomes are possible: either
we apply no contact force and the bar takes off under thetedfabe (reversed) gravity, or we apply a friction force whic
compensates gravity and yields a solution where the barinsnracontact and slides on the ground.

5.5 Painlewe’s example IV: some comments

Intuitively, we would have expected the friction coh€o appear in any reasonable criterion for existence. Rahée
example shows why the appearance of the dual édnia Assumption (4.4) is actually natural: the propefy + w € L*
allows the friction force to achgainstpenetration, by taking € L* andr € L so thatu"r > 0 and the contact force
tends to increase the velocity along the direction in whighforce is applied. Otherwise, if this criterion is not ntagn
applying a contact force in a given direction can odécreasehe velocity in that direction, which is counter-intuitiert
may happen (it does, for example, whan> 0 andy > tan ).

Also note the difference between (4.1) and (4.4): when theéo is met, it is possible to produce a (strictly) positive
change of velocity in the direction of the applied contactéa: one can get.' » > 0. When only the latter is met, the
situation is more ambiguous; one can only ensure > 0, which means that the contact force produces only a nonmegat
change of velocity in the direction One may think that this is not enough to ensure existendeswprisingly [KP98]
states the opposite, as it needs (4.6) and nothing more.rd@imark also indicates why (4.4) should be valid very often:
unless the mechanical system is quite tricky, applying e€fan a given direction usually produces motion in that same
direction.

Section 5.3 explained why (4.4) is only sufficient in generahen the system is such that non-penetration occurs
naturally without applying any contact force (say with threngty directed upwards), there is no need to ensure that the
contact force should act in the right direction! Requiridgd) here would be overly pessimistic.

Said otherwise, the criterion is purely kinematic and doasimvolve the mass matrid/ nor the termf containing
forces and initial conditions. As it does not use all the la@é information (in particular, it does not “know” whethe
contact forces are actually needed), its non-necessitytisurprising.

Along the same lines, note that (4.4) is of purely kinemasiture. As a result, it istrinsic: although it is expressed in
terms of H andw, it actually depends only on the geometry of the system ahdmthe chosen parametrization.

5.6 External objects with rigid motion

The above-mentioned intrinsic character of (4.4) enabde®show that for a large class of systems, the incremental
problem (2.3) always has a solution. Suppose that the eltebjects, if any, move as a single rigid body. Then, apglyin
this same field of velocity to all the internal objects of tlystem yields zero relative velocity at all contact poinisa¢e
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the whole system is moving as a rigid object), which mearnts tha
FeR™: Hv+w=0¢€ L";

this is exactly (4.4).

In particular, when there are no external objects or whemxiternal objects are motionless, ther= 0 in general (this
is true for usual parametrizations, but may be false if ores wstime-dependent parametrization or a moving reference
frame). In this case, taking = 0 suffices to obtain (4.4).

As an illustration, all systems depicted on Figure 6 havdtisa to the incremental problem at each time-step. On this

];i

Fig. 6 Three classical situations where the criterion applies

figure, the first picture represents a very classical sinatihere (usually rigid) bodies fall from a funnel-shapetktander
gravity and pile on the ground, eventually producing a ststitck. Since all external objects (the ground and the tairek)
motionless, a solution always exists. The second pictypeesents an experiment where bodies are piled on a veyticall
vibrating plane under gravity; since the only external objéhe plane) is moving as a rigid body, a solution alwaystsxi
The third example consists in a rotating drum filled with tesgionce again, the only external object (the drum) is moving
as a rigid body and a solution exists.

By contrast, there are two external objects with imposedanain Figure 2: the ground, which is fixed, and the upper
end of the bar (poin#l) which moves with velocity.y. They are of course required to allow non-existence.

5.7 Conditions onH

If the rows of H are linearly independent, i.e.ier (H ") = {0} = (Im H)*, thenIm H is the whole ofR"?, and so
isIm H + w. The intersectiodm H + w N S is just S for any setS, and assumptions (4.1), (4.4) and (4.6) are satisfied.
No matter howw is chosen ifR™¢, a solution exists to the incremental problem. Now the sarapgpty turns out to hold
under a weaker assumption, namely

Ker (H")N L = {0}, (5.1)

which is very relevant indeed. Among other things, distisging the three assumptions (4.1), (4.4) and (4.6) becomes
irrelevant.
Theorem 5.1 The following two properties are equivalent:
(@) (5.1)holds;
(i) for all w € R, (4.1) holds — as well ag4.4) and (4.6).
When they hold, the incremental probléBil3)has a solution for alkw € R™<.

Proof. Introduce the convex sais:= Im H + L* andG := Im H + L*; recall Remark 3.4¢ contains the relative
interior of G.

Now (i) means(Ker (H ") N L)" = R"; but from [Roc70, Cor. 16.4.2], this setdsG which is therefore the whole
space; in particular( is full-dimensional. Knowing that the interior of a convestsand of its closure are the same
([HUL93, Prop. 111.2.1.8]),G is full-dimensional as well and we write

G D intG = int (c1G) = int R"* = R,

This exactly means (ii). The rest is Theorem 4.6. [

Mechanical examples where the matfixhas full row rank are usually found in the simulation of defiable bodies
discretized by finite element techniques. In such an appicathe number of degrees of freedemis usually far more
larger than the number of reactiam at contact points. This fact is mainly explained by the rdléhe Coulomb friction
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Fig. 7 Arigid rectangle on moving circular support.

which acts as a boundary condition, and then only on the dsgréfreedom of the boundary. In such applications, the
existence of solution is ensured as it has been already simo@an81] and [Has83, Has84].

The condition (5.1) is illustrated on the simple exampleicke on Figure 7, where a rectangle is supported on two
circular bodies. The circle on the left is fixed and the righé és subjected to a rigid motion. In this case, The eleménts o
the Kernel of ™ are not in the product of the Coulomb cone. This situatioeBesentative of many practical situations
where a rigid body is subjected to many contacts. This $gnagsults in existence of solutions but with non-uniguesne
of the contact forces.

6 Numerical Experiments

Solving the incremental problem (2.3) via the approach satggl by 3.3 requires two nested algorithms. This section
mentions some possibilities and presents some illustgitio

The outer algorithm must solve the fixed-point problem F(s) coming from (3.19). One can use the standard method
of successive approximations,; = F(sg). It has the advantage of being simple but its convergencetigumaranteed,;
the main drawback is that the sequeige) may diverge. A sophisticated alternative is Newton’s meftpossibly coupled
with a stabilizing device based on minimizing the leastesqudunction| F'(s) — s||?; see [DS83]. However some theoretical
work would be advisable to analyze the impact of the disomiities in the derivatives af’. Other approaches are possible,
consisting in applying nonsmooth optimization [Kiw85] tammize some norm of’(s)— s, which is a so-calledomposite
function [Fle87]. Here again, theoretical properties @ tlerivatives of' need investigation.

To compute eacli’(s), i.e. to solve the inner problem (3.15) , several optionsaeglable.

(i) Directly use a solver which can handle a quadratic objedunction and second-order cone constraints; such solve
exist and typically use interior-point methods.

(i) Via the classical trick which pushes the quadratic ahbjee function down to the constraints, reformulate thebpem
as a standariihear second-order cone program (SOCP); then use an off-th€ SB€IP solver. We tried this approach,
but the results were disappointing, in view of the signifidanrease in problem size due to the reformulation.

(iii) Replacing each constraint € K** by its definition (3.2) results in an “ordinary” optimizatigroblem withn nonlin-
ear constraints. Then any algorithm such as successiveajicaprogramming (SQP) can be used, see [Fle87}. i
really large, this may necessitate some customizationeofjtiadratic program to be solved at each iteration.

(iv) As often done when solving friction problems, the seta@mder conegs® can be approximated by polyhedral ones
[Kla86, AFSP91, PG96, ST96], in which case our subprobledBjdecomes an ordinary quadratic program. This can
also be improved via aolumn generatiotechnique, in which the number of facets approximating dynamically
managed along the process.

(v) Explicit formulae exist to project a point onto the sedesrder cone; one can therefore also use a naive projected
gradient method to solve the dual problem (4.7). This is lgaad attractive option, given the notorious inefficiency of
gradient methods, but it is easy to implement and gives & b@siompare more elaborate methods.

Having no solver (i) at hand, we now present some illustratiasing a simple implementation: projected gradient (v),
coupled with successive approximations for the fixed-ppinblem. We also present the faceting approach (iv), hette wi
four facets. Note that we duot advocate faceted friction cones, since they introducéaati anisotropy and do not seem
likely to allow better computing times or robustness in oppr@ach. We only report these results in order to get a rough
idea of the improvement which could be gained by switchingrianterior-point method in our context: in fact, we use
OOQP [GWO03] to solve the resulting quadratic program.
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We considered for our experimentations the very classieghanical problem of simulating the dynamics of a granular
material composed of rigid spheres, subject to gravity anelixternal unilateral constraints imposed by the ground and
lateral walls. We simulated the complete dynamics, soltiregincremental problem repeatedly. For all simulations, w
used a time-step @£.02 seconds. The friction coefficient we used depended on theriement, but the restitution coefficient
was alway9).2. The tolerances were as follows:

— In the projected gradient algorithm, we checked if

1[[Proj(r = VI(r)) —r|

<1078
n [r[l +1 h ’

1 being the objective function in (4.7); besides, we allowedaximum number o250 iterations.
— For the faceting approach, we used the default settingOs)®
— The outer algorithm (the fixed-point loop) was stopped when

L[IF(s) = sl

<e€ 6.1
n sl +1 (6.1)

with ¢ = 0.01 by default. This criterion was met at all time-steps of athslations, without reaching the allowed
maximum number of 20 iterations (the largest number of soitlpms to be solved for a given time-step was 12).

#beads| #TS | #contacts/TS| #subprob./TS| CPU time/TS (ms)
150 | 352 239 3.3 768
150 | 323 197 3.1 236
300 | 308 506 3.2 1200
300 | 272 393 3.5 1121
600 | 300 741 3.3 1929
600 | 255 524 35 949

Table 1 Overall results

Table 1 sums up the results. For three problems, with relspdctl50, 300 and 600 rigid spheres (beads), it gives
the statistics along the time-steps (TS), with projecteatiigmt (first line) and interior points (second line); thietion
coefficient isy = 0.3 for all runs. It is remarkable that the number of inner praideo solve does not seem to increase
with the problem size (knowing that the friction coefficiémfixed). Of course, the computing time does increase, shee
time needed to solve each inner problem increases. Als@atmputing time using projected gradient is not much worse
than with interior points. This is partly due to the fact thatrm restart is possible using projected gradient, but ritht w
OOQP. This is not crucial at the beginning of the simulatishen the system is moving fast; in fact, interior points is by
far the faster, then; but in the last steps of the simulatidren the stack of beads tends to stability, warm restartsrbec
a huge advantage and projected gradient catches up.

Note that for a given problem (i.e. a given number of beadi®) résults depend on the solver. In particular, when the
cone is faceted, the whole simulation tends to need lessdteyes (and has therefore a lower average number of copects
time-step, since this number increases during the sinomlpti~or the same reason, the average computing time iedicat
in the last column of Table 1 should be considered with care.

Figure 8 shows the distribution of computing times in mor@adeluring the simulation of the 600 beads problem. The
influence of warm restarts is here obvious: the time neededtesior points increases more or less regularly with peabl
size (here indicated by the number of contacts), wheregsqtea gradient benefits a significant decrease for largagmo
sizes: this is due to the fact that larger numbers of contaaztar at the end of the simulation, when warm restarts are the
most efficient.

In another experiment, we tested the influence of the frctioefficient. We considered the 300-bead problem and ran
the simulation using projected gradient where the tolezarin (6.1) was set td0~* and the maximum number of fixed-
point iterations was set to 50, so that convergence tookeloagd was more informative. We stopped the simulation at the
first time-step where the number of contacts reached 250 arglatted the value of the stopping criterion (6.1) during th
fixed-point iterations. We repeated this experimentfaarying from 0.1 to 0.9, the results are reported in Figuré&l®e
influence of the friction coefficient is clear: it changes tag of convergence of the successive approximationsitigar
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Fig. 8 Computing time per time-step as a function of the number of contacts

Conclusion

In this paper, we introduce a new formulation of the Coulonidiibn problem in discrete time, as a fixed point problem.
This allows us

— to prove existence of a solution using quite simple argusjen

— to tackle the problem numerically using an iterative pdare, which solves a sequence of convex quadratic problems
under conic constraints.

Preliminary numerical experiments showed the practicaitthe method. They revealed that the number of inner
optimization problems to be solved is remarkably indepanhdéthe problem size, whereas it clearly increases with the
value of the friction coefficient.

Possible directions for future work are to study the thaoaétonvergence of the method, and to investigate adequate
algorithms to solve the inner optimization problem. Idgathese algorithms should combine the efficiency of interio
points and the ability to use warm restarts.
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