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Laboratoire Statistique et Génome, UMR CNRS 8071 - UEVE, F-91000 Evry, France

pierre.latouche@genopole.cnrs. fr

RESUME

Les réseaux sont largement utilisés dans de nombreux domaines scientifiques afin
de représenter les intéractions entre objets d’intérét. Ainsi, en biologie, les réseaux de
régulation s’appliquent a décrire les mécanismes de régulation des genes, a partir de fac-
teurs de transcription, tandis que les réseaux métaboliques permettent de représenter des
voies de réactions biochimiques. En sciences sociales, ils sont couramment utilisés pour
réprésenter les intéractions entre individus. Dans ce contexte, de nombreuses méthodes
non-supervisées de clustering ont été développées afin d’extraire des informations, a partir
de la topologie des réseaux. La plupart d’entre elles partitionne les noeuds dans des classes
disjointes, en fonction de leurs profils de connection. Récemment, des études ont mis en
évidence les limites de ces techniques. En effet, elles ont montré qu'un grand nombre
de réseaux contenaient des noeuds connus pour appartenir a plusieurs groupes simul-
tanément. Pour répondre a ce probleme, nous proposons I’Overlapping Stochastic Block
Model (OSBM). Cette approche autorise les noeuds a appartenir a plus d'une classe et
généralise le tres connu Stochastic Block Model (SBM), sous certaines hypotheses. Nous
montrons que le modele est identifiable dans des classes d’équivalence et nous proposons
un algorithme d’inférence basé sur des techniques variationnelles globales et locales. Fi-
nalement, en utilisant des données simulées et réelles, nous comparons nos travaux avec
d’autres approches.

Mots-clés: Modeles de graphe aléatoire, classes chevauchantes, approximations varia-
tionnelles globales et locales.

ABSTRACT

It is now widely accepted that knowledge can be learnt from networks by cluster-
ing their vertices according to connection profiles. Many deterministic and probabilistic
methods have been developed. Given a network, almost all them partition the vertices
into disjoint clusters. However, recent studies have shown that these methods were too re-
strictive and that most of the existing networks contained overlapping clusters. To tackle
this issue, we propose the Overlapping Stochastic Block Model (OSBM). Our approach
allows the vertices to belong to multiple clusters, and, to some extent, generalizes the well
known Stochastic Block Model (SBM). We show that the model is generically identifiable
within classes of equivalence and we propose an approximate inference procedure, based



on global and local variational techniques. Using toy data sets and real networkds, we
compare our work with other approaches.

Keywords: Networks, clustering methods, overlapping clusters, global and local vari-
ational approaches.

1 Introduction

Networks are used in many scientific fields such as biology, social science, and information
technology. In this context, a lot of attention has been paid on developing models to
learn knowledge from the presence or absence of links between pairs of objects. Both
deterministic and probabilistic strategies have been proposed. Among these techniques,
random graph models (Latouche et al., 2009a), based on mixture distributions, have
received a growing interest. In particular, they have been shown capable of characterizing
the complex topology of real networks, that is, a majority of vertices with none or very
few links and the presence of hubs which make networks locally dense.

A drawback of such methods is that they all partition the vertices into disjoint clusters,
while lots of objects in real world applications typically belong to multiple groups or
communities. For instance, many genes are known to participate in several functional
categories, and actors might belong to several groups of interests. Thus, a graph clustering
method should be able to uncover overlapping clusters.

This issue has received growing attention in the last few years, starting with an algo-
rithmic approach based on small complete sub-graphs developed by Palla et al. (2005).
More recent works (Airoldi et al., 2008) proposed a mixed membership approach. In this
paper, we present a new mixture model (Latouche et al., 2009b) for generating networks,
depending on (Q + 1)? + @ parameters, where Q is the number of components in the
mixture. A latent {0, 1}-vector of length @ is assigned to each vertex, drawn from prod-
ucts of Bernoulli distributions whose parameters are not vertex-dependent. Each vertex
may then belong to several components, allowing overlapping clusters, and each edge
probability depends only on the components of its endpoints.

Please note that due to the limited size of this paper, we did not include the results we
obtained on toy data sets. We did not include either the proof that the model is generically
identifiable within classes of equivalence. These results can be presented duing the SfdS
conference.

2 Model and Notations

We consider a directed binary random graph G, where V denotes a set of NV fixed vertices
and X = {Xj;, (i,j) € V?} is the set of all the random edges. We assume that G does not
have any self loop, and therefore, the variables X;; will not be taken into account.



For each vertex ¢ € V, we introduce a latent vector Z;, of () independent Boolean
variables Z;, € {0,1}, drawn from Bernoulli distributions:

Q Q
Z; ~ HB(Ziq§ ) = Haniq(l — )t A, (1)
q=1 q=1
and we denote o = {a, ..., aq} the vector of class probabilities. Note that in the case of

a usual mixture model, Z; would be generated according to a multinational distribution
with parameters (1, ). Therefore, the vector Z; would see all its components set to zero
except one such that Z;, = 1 if vertex ¢ belongs to class ¢. The model would then verify
Zqul Lig = Zqul ay = 1, Vi. In this paper, we relax these constraints using the product
of Bernoulli distributions (1), allowing each vertex to belong to multiple classes. We point
out that Z; can also have all its components set to zero which is a convenient way to model
outliers, as described in Section 4.

Given two latent vectors Z; and Z;, we assume that the edge X;; is drawn from a
Bernoulli distribution:

Xij| Zi,Zj ~ B(Xyj; glaz, z,)) = € %% g(—ag, z,),
where
az,z; = Li WZ;+Z] U+ VT Z; +W", (2)

and g(z) = (1 + e *)7! is the logistic sigmoid function. W is a @ X () matrix whereas
U and V are @Q-dimensional vectors. The first term in (2) describes the interactions
between the vertices ¢ and j. If ¢ belongs only to class ¢ and j only to class [, then only
one interaction term remains (Z] W Z; = W,). However, the interactions can become
much more complex if one or both of these two vertices belong to multiple classes. Note
that the second term in (2) does not depend on Z;. It models the overall capacity of
vertex ¢ to connect to other vertices. By symmetry, the third term represents the global

tendency of vertex j to receive and edge. Finally, we use W* as a bias, to model sparsity.
In the following, we will denote W = (W, U,V, W*), to simplify the notations.

3 Variational Approximations

The log-likelihood of the observed data set is defined through the marginalization of
p(X |, W): N .
p(X|a, W) => p(X,Z|a, W).
z

This summation involves 2V¥ terms and quickly becomes intractable. To tackle this issue,
the Expectation-Maximization (EM) algorithm has been applied on many mixture models.
However, the E-step requires the calculation of the posterior distribution p(Z | X, a, W)
which can not be factorized in the case of networks. In order to obtain a tractable proce-
dure, we propose some approximations based on global and local variational techniques.
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3.1 The g-transformation (Variational EM)

Given a distribution ¢(Z), the log-likelihood of the observed data set can be decomposed
using the Kullback-Leibler divergence (KL):

Inp(X |, W) = .c(q; a,w) + KL(q(Z) I p(Z] x,a,W)). (3)

By definition KL(. || .) is always positive and therefore £ is a lower bound of the log-
likelihood: . .
np(X |, W) > £(g; @, W), ¥q(Z). (4)

The maximum Inp(X | a, W) of £ is reached when ¢(Z) = p(Z | X, a, W). Thus, if the
posterior distribution p(Z | X, a W) was tractable, the optimizations with respect to «
and W of £ and Inp(X | o W) would be equivalent. However, in the case of networks,

p(Z | X, a, W) can not be calculated and £ can not be optimized over the entire space of
q(Z) distributions. Thus, we restrict our search to the class of distributions which satisfy:

N N Q

HHB(Ziq? Tig)- (5)

i=1 =1 g=1

=
N
I
—
=
N
I

Each 7;, is a variational parameter and corresponds to the posterior probability of node ¢
to belong to class ¢. Note that we do not constrain the vectors 7; = {71,...,Tig} to lay
on the () — 1 dimensional simplex, and thereby, each node can belong to multiple clusters.

The decomposition (3) and the factorization (5) lead to a variational EM algorithm.
During the E-step, the parameters a and W are fixed; and by optimizing the lower bound
with respect to the 7,48, the algorithm looks for the best approximation of the posterior
distribution. Then, during the M-step, ¢(Z) is used to optimize the lower bound and to
find new estimates of o and W.

3.2 The ¢-transformation

The lower bound of (3) is given by

£( @, W) = Egllnp(X| 2, W)] + Bg[lnp(Z] )] — Eglin q(2)], (6)
where the expectations are calculated according to the distribution ¢(Z). The first term
of (6) is given by:

N
Ez[lnp(X|Z, W) =" {XimTVVT} + Bz, z,[In g(—azi,zj)]} : (7)
i#]



Unfortunately, since the logistic sigmoid function is non linear, Egz, z,[In g(—az, z,)] can
not be computed analytically. Thus, we need a second level of approximation to carry
out the variational E and M steps described previously (Sect. 3.1).

We use the bound In g(x, £) on the log-logistic sigmoid function introduced by Jaakkola
and Jordan (2000). When applied on Egz, z, [Ing(—az, z,)], it leads to:

Bz, z,[Ing(—az,z,)] > Ing(—az, z;,&;)

FTWT, + &
= Ing(&;) — = 72-J+5 )

~ M) Bz, [(ZTWZ)Y - €2). (8)

where \(§) = i tanh($) = %g{g(é) — 1}. Thus, for each edge (i, ) in the graph, we have
introduced a lower bound which depends on a variational parameter ;. By optimizing
each function Ing(—az, z,,&;) with respect to &;, we obtain the tightest bounds to the
functions Ez, z, [In g(—agz, z,)]. These bounds are then used during the variational E and
M steps to optimize an approximation of £ defined in (6).

4 Experiments

We consider the yeast transcriptional regulatory network described in Milo et al. (2002)
and we focus on a subset of 192 vertices connected by 303 edges. Nodes of the network
correspond to operons, and two operons are linked if one operon encodes a transcriptional
factor that directly regulates the other operon. In this Section, we aim at clustering
the vertices according to their connection profile. Using () = 6 clusters, we apply our
algorithm and we obtain the results in Table 1.

cluster size operons
1 2 STE12 TEC1
YBRO70C MID2 YEL033W SRD1 TSL1 RTS2 PRM5 YNLO51W PST1 YJL142C SSA4
2 33 YGR149W SPO12 YNL159C SFP1 YHR156C YPS1 YPL114W HTB2 MPT5 SRL1 DHH1
TKL2 PGU1 YHL021C RTA1 WSC2 GAT4 YJLO17W TOS11 YLR414C BNI5 YDL222C
3 2 MSN4 MSN2
CPH1 TKL2 HSP12 SPS100 MDJ1 GRX1 SSA3 ALD2 GDH3 GRE3 HOR2 ALD3 SOD2
4 32 ARA1 HSP42 YNLO77W HSP78 GLK1 DOG2 HXK1 RAS2 CTT1 HSP26 TPS1 TTR1
HSP104 GLO1 SSA4 PNC1 MTC2 YGR086C PGM2
5 2 YAP1 SKN7
6 19 YMR318C CTT1 TSA1 CYS3 ZWF1 HSP82 TRX2 GRE2 SOD1 AHP1 YNL134C HSPT78
CCP1 TAL1 DAK1 YDR453C TRR1 LYS20 PGM2

Table 1: Classfication of the operons into () = 6 clusters. Operons in bold belong to
multiple clusters.

First, we notice that the clusters 1, 3, and 5 contain only two operons each. These
operons correspond to hubs which regulate respectively the nodes of clusters 2, 4, and
6. More precisely, the nodes of cluster 2 are regulated by STE12 and TEC1 which are



both involved in the response to glucose limitation, nitrogen limitation and abundant
fermentable carbon source. Similarly, MSN4 and MSN2 regulate the nodes of cluster 4 in
response to different stress such as freezing, hydrostatic pressure, and heat acclimation.
Finally, the nodes of cluster 6 are regulated by YAP1 and SKN7 in the presence of oxygen
stimulus. In the case of sparse networks, one of the clusters often contains most of the
vertices having weak connection profiles, and is therefore not meaningful. Conversely, with
our approach, the vectors Z; can have all their components set to zero, corresponding to
vertices that do not belong to any cluster. Thus, we obtained 85 unclassified vertices.
Our algorithm was able to uncover two overlapping clusters (operons in bold in Table.
1). Thus, SSA4 and TKL2 belong to cluster 2 and 4. Indeed, they are co-regulated by
(STE12, TEC1) and (MSN4 and MSN2). Moreover, HSP78, CTT1, and PGM2 belong
to cluster 4 and 6 since they are co-regulated by (MSN4, MSN2) and (YAP1, SKNT7).

5 Conclusion

In this paper, we describe the overlapping stochastic block model which can uncover
overlapping clusters. We relied on both local and global variational techniques and we
derived a variational EM algorithm which optimizes the model parameters in turn.
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