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Abstract

In computational biology, gene expression datasets are characterized by very
few individual samples compared to a large number of measurments per sam-
ple. Thus, it is appealing to merge these datasets in order to increase the
number of observations and diversify the data, allowing a more reliable selec-
tion of genes relevant to the biological problem. This necessitates the intro-
duction of the dataset as a random effect. Extending previous work of Lee
et al. (2003), a method is proposed to select relevant variables among tens of
thousands in a probit mixed regression model, considered as part of a larger
hierarchical Bayesian model. Latent variables are used to identify subsets of
selected variables and the collapsing technique of Liu (1994) is combined with a
Metropolis-within-Gibbs algorithm (Robert and Casella, 2004). The method is
applied to a merged dataset made of three individual gene expression datasets,
in which tens of thousands of measurements are available for each of several
hundred human breast cancer samples. Even for this large dataset comprised of
around 20000 predictors, the method is shown to be efficient and feasible. As a
demonstration, it is used to select the most important genes that characterize
the estrogen receptor status of the cancer patients.

Key words: Bayesian selection, selection of covariables, random effects, probit
mixed regression model, collapsing technique, Metropolis-within-Gibbs
algorithm

Selection of variables is a common problem in many scientific fields, and
particularly in bioinformatics. Gene expression profiling analyses are notorious
for generating a very large number of predictors compared to the number of
observations. Microarray technology is important for finding genes that are im-
plicated in biological processes including development, disease, and response to
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treatment, and it plays an important part in the current tendancy towards per-
sonalized medicine. Identified genes can be used to classify future observations,
influencing the treatment of patients. However, these experiments are expen-
sive, and datasets have often less than 100 specimens. The goal, therefore, is to
advance a method allowing variable selection from merged microarray datasets,
each of which presenting it’s own individual experimental bias.

Several approaches have been proposed to identify differentially expressed
genes in different classes. One of the simplest is the multiple testing method
of Dudoit, with corrected levels of p-values. It was limited by the fact that it
did not consider the interactions between genes, and that it selected the most
differentially expressed genes as opposed to the most relevant classifiers. As a
consequence, model-based approaches have been developed to select variables.
A well-known example is SVM (Support Vector Machine) with a recursive fea-
ture elimination of the genes (Guyon et al. (2002)). George and McCulloch
(1993) and Chipman et al. (2001) developed Bayesian variable selection with
the use of Gibbs sampling for linear models; a review of this type of selection
is provided by O’Hara and Sillanpéa. (2009). Tadesse et al. (2005) proposed a
Bayesian variable selection in a model-based clustering approach, using a mul-
tivariate Gaussian mixture model. Binary responses are often encountered in
biostatistics studies, therefore probit or logistic models are implied. Bayesian
variable selection methods have been proposed by Lee et al. (2003), Sha et al.
(2004), Zhou et al. (2004b), and Zhou et al. (2004c) for probit regression, and
by Zhou et al. (2004a), Chen and Dey (2003) and Tiichler (2008) for logistic re-
gression. Extension to multi-category data has been done for the probit model;
see Albert and Chib (1993).

The motivation behind the variable selection method developed is to take
the design of the study into account by using random effects in a mixed model.
It is particularly suited to a merged microarray dataset design, and many such
datasets are freely available from the NCBI GEO website (Edgar et al., 2002).
The increased size of a merged dataset facilitates it’s resplitting into training and
validation sets. In addition, a merged set comprises more data diversity than
an individual set, masking bias due to any one particular dataset. Among all
the methods previously proposed for data selection, only that of Tiichler (2008)
considered mixed models. However, her approach was specific for logistic mod-
els, and the method was applied to datasets with only few dozens of predictors,
whereas the aim of the developed method is to select a few predictors among
tens of thousands. While the coefficients of logistic regression are more easily
interpreted than those obtained through probit regression, we are more con-
cerned with developing an efficient tool for variable selection and classification.
Furthermore, probit models are more computationally advantageous: Gaussian
latent variables can be introduced that render the conditional distribution of
the model’s parameters equivalent to those under classical Bayesian linear re-
gression models. These models are then easy to use in a Bayesian framework
and in Gibbs-samplers if conjugate priors are well chosen.



The method developed extends the approach of George and McCulloch
(1993) and Lee et al. (2003). A probit mixed regression model is considered
as part, of a larger hierarchical Bayesian model, and latent variables are used to
identify subsets of selected variables by a combination of the collapsing technique
of Liu (1994) and the Metropolis-within-Gibbs algorithm (Robert and Casella,
2004). The promising subsets are those with higher posterior probability; that
is, they appear more frequently in the Gibbs-sampler. The selected variables can
then be used to fit a final probit mixed model and to classify future observations.

To apply the method, Affymetrix microarray data is used, so predictors

(genes) will be referred to as "probesets", according to that technology. An
Affymetrix U133plus2 microarray profiles all of the genes in the human genome,
many of them more than once, using over 54000 gene-specific "probesets". Our
Bayesian variable selection method for probit mixed models is developed to se-
lect a few important probesets, among tens of thousands, which are indicative
of the activity of the estrogen receptor gene in breast cancer. The severity of
this common and deadly disease is directly related to estrogen receptor (ER)
status, which is traditionally measured biochemically.
Three different breast cancer datasets are used, all with clinically defined ER sta-
tus: one private dataset from the Institut Paoli Calmettes (Marseille, France),
consisting of 151 samples, and two datasets freely available from the NCBI GEO
public website (Edgar et al., 2002): accession numbers GSE2109 (310 samples)
and GSE5460 (124 samples). One microarray experiment is done per patient,
and ten of thousands of probesets are measured per experiment. The dataset will
be introduced as a random effect in the model, thus accounting for the different
experimental conditions implicit in each set. The three merged datasets are split
into training and validation sets, and the relevance of the selected probesets is
checked by fitting a probit mixed model on the training set and predicting the
ER status for the patients from the validation set and other independant sets
avalaible from the NCBI GEO website. The stability and the sensitivity of the
algorithm are also checked by using the stability index of Kuncheva (2007) and
the relative weighted consistency measure of Somol and Novovicova (2008).

The talk will be organized as follows. The probit mixed model with latent
variables will be described and the full conditional distributions necessary for
the Gibbs sampling algorithm will be given. Then the algorithm will be outlined
and a way to construct a classification rule using the selected probesets will be
proposed. Next some experimental results on real datasets, on the relevance of
selected probesets, and on the sensitivity and the stability of the method will
be provided. Finally the method will be discussed.
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