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Abstract: In order to get more results or greater accuracy, computational scientists execute mainly parallel or distributed applications, and try to scale these applications up. Accordingly, they use more and more distributed resources, using local large-scale HPC systems, grids or even clouds. However, in most of cases, the use and management of such platforms is static. Indeed generally, the application has to be adapted to the environment rather than adapting the environment to the applications' needs. In addition, platforms are managed through the concept of time and space partitioning mainly via the use of batch schedulers; time partitioning enables the execution of several applications on a same resources, and space partitioning enables the execution of applications across several distributed resources. This leads to some usage limitations, where applications can only be executed on a subset of the available resources. Therefore, scientists have to manage technical details related to the execution of their applications on each target HPC platforms, which could result in application modifications, rather than focusing on the science.

In this article, we advocate for a system management tool enabling the transparent configuration of the HPC platform and the customization of the execution environment for large-scale HPC systems (such as clusters or MPPs), grids, and clouds. We propose a new approach to manage these systems in a more dynamic.
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way, where the resources can be configured and reconfigured automatically and transparently. The proposed solution is not removing the benefit of resource management systems such as batch system (they still provide a well-known interface for job submission), but rather redefine the underlying system capabilities. Our approach is based on a refinement of the concept of emulation and virtualization introduced by Goldberg. Furthermore, the proposed approach leads to the definition of a method that provides a unique interface to scientists for the deployment and management of their applications on HPC platforms. This method is based on two concepts: (i) the Virtual System Environment (VSE), and (ii) Virtual Platforms (VPs).

Key-words: HPC system resource management, Flexibility, Virtualization, Emulation, Distributed Systems, Virtual Platform, Virtual System Environment.
Proposition d'Architecture pour la Prochaine
Génération de Systèmes de Gestion des
Plates-Formes de Calculs Distribués

Résumé : Les applications de calcul conçues pour être exécutées de manière parallèle ou distribuée peuvent généralement obtenir des résultats plus rapidement ou avec une plus grande précision en augmentant le nombre de ressources de calcul qui leur est allouée. Ainsi, il est de plus en plus courant d’utiliser des ressources distribuées hétérogènes comme par exemple, des calculateurs à haute performance (HP.C, High Performance Computing) qui peuvent être des grappes ou des calculateurs massivement parallèles, des grilles, des centrales de calcul (Cloud).

Cependant, dans la plupart des cas, les environnements d’exécution étant fixes pour une plate-forme physique, il est nécessaire d’adapter l’application afin de l’exécuter. Ainsi, bien souvent, les scientifiques doivent passer un temps non négligeable dans la gestion technique liée à l’exécution de leur application sur la plate-forme physique, temps qui aurait été sûrement plus utile d’investir dans la science de l’application.


1 Introduction

Nowadays, computational scientists mainly execute parallel or distributed applications, and try to scale up to get more results or greater accuracy. Accordingly, they use more and more distributed resources, using local large-scale HPC systems (such as clusters or MPPs), grids or even clouds.

Many system management tools have been studied and developed for these platforms but, to the best of our knowledge, all are static:

- in most of cases, the application should be adapted to the target platform, i.e., it is very difficult to switch from a platform to another without making some modifications to the application and/or the new execution environment,
- the management of the platform is mainly done by partitioning the resources, i.e., generally batch scheduler systems are used,
- system management tools are dedicated to a kind of platform.

The first point induces a huge waste of time in order to adapt the application to the platform according to the scientist point of view, and the two other points induce some limitations in the usage and the management of the physical platforms.

We think that the best way to address challenges associated to the management of distributed resources is to focus on the scientists’ efficiency: based on what the scientists want to execute, the system should provide the adequate capabilities such as tools and mechanisms to abstract the distributed nature of computational resources, tolerate failures and provide the necessary runtimes.

The proposed work addresses these challenges from a system software management tool prospective, with the ultimate goal of enabling the automatic and transparent configuration of the platforms and the customization of the execution environment for large-scale HPC systems.

In this document, we call flexibility of a computing system, the capacity for this system to be configure and reconfigured automatically according to the application needs. Considering an action (A) requiring sub-action (B) and (C) in order to be done, in this document, we say a (A) is transparent if it implicitly calls (B) and (C).

To do that, we break down a computing system into several layers: (0) set of physical resources, (1) physical resource manager, (2) environment configuration, and (3) application. In this document, we propose to add more flexibility in the usage of those platforms by focusing on the first two layers (layer (0) and (1)). We propose a refinement of the concept of emulation and virtualization introduced by Goldberg in the 1970s. This refinement allows us to leverage the concept of partitioning generally used in HPC systems by adding the concepts of abstraction, aggregation, and identity. These concepts enable the comparison of the physical resources as “Legos” that it is possible to put them together in order to have something more powerful.

In addition, we propose an approach for the on-demand creation of execution environments, by focusing on the last two layers (layer (2) and (3)). This should be done in a transparent way from the scientist point of view.

The proposed approach leads to the definition of a method in order to expose to scientists a unique interface to deploy and manage their applications on HPC systems.
platforms. This method is based on two different concepts: (i) Virtual Platforms (VPs) for the layers (0) and (1) and (ii) Virtual System Environment (VSE) for the layers (2) and (3). A VP allows one to describe application’s needs in terms of resources. These resources can be physical or virtual. A VSE allows one to describe application’s needs in terms of software environment and software configuration.

The management tool presented in this document is able to instantiate VPs on top of physical resources and VSEs on top of VPs in order to transparently execute applications.

The remainder of this document is organized as follows: Section 2 introduces existing solutions for the management of HPC systems, grids, and clouds. The proposed approach in order to make computing systems more flexible is presented in Section 3. Section 4 presents a method in which scientists have a unique way to interact with the platforms for the specification of their needs in term of execution environment and platform configuration. Section 5 presents the current implementation of our prototype, and Section 6 shows a typical use case. Finally, Section 7 concludes and presents some future work.

2 Standard Approaches in Order to Manage Distributed and Parallel Platforms

The most common way of exploiting distributed architectures like clusters or grids relies on a reservation scheme where a static set of resources (a partition of the resources) is assigned to an application during a bounded amount of time [16]. Torque [3], or Sun Grid Engine [4] are example of well known distributed resource manager.

This model of using platforms, even with the use of back-filling methods [23], leads generally to a coarse-grain exploitation of the architecture since resources are simply reassigned to another application at the end of allocated slots without considering the actual application completion. In the best case, the time slot is longer than the execution time of the application and resources are simply under used. In the worst one, running applications are withdrawn from their resources before completion, potentially leading to the loss of all performed computations and requiring to execute again the application from scratch. If the former case is not really critical from the scientist point of view, the latter requires to deal with checkpointing issues to ensure the progress of the jobs. However, to be able to use checkpointing mechanism, scientists generally need to adapt the application to the system. For instance, these solutions are implemented in (i) user space, i.e., at application level (a linkage with special libraries is generally required) [19, 23] or (ii) in kernel space (generally using specific OS) [11, 24]. Ultimately, even if resource managers are generally very popular, they have some limitations: (i) from the resource point of view, they only allow partitioning of the resources, and (ii) the application needs to be adapted to the system.

Many significant organizations focus on providing a highly configurable environment, which meets the needs of the user application. Such approaches have been developed by the GLOBUS alliance with its Workspace Service [12]. However, they do not provide an easy and transparent way to dynamically manage resources.
In the area of Cloud computing, some open-source projects like Nimbus [13], Eucalyptus [18] or SnowFlock [14] allow users to deploy their cloud and manage a virtual cluster on a physical one. However, resources are partitioned and applications should be adapted to the cloud environment.

ALADDIN-G3K, also known as Grid’5000 [4], is a French national Grid Platform used for computer science research in order to experiment all layers of Grid software. Scientists reserve Grid’5000 nodes, and deploy their experiments. The platform is composed of 9 sites distributed around France. Grid’5000 allows scientists to have the full control of the resources assigned to them. The Grid’5000 infrastructure is a good example of resource flexibility. However, it is complicated to domesticate it and natively allows only partitioning of the resources.

*Job Description Language (JSDL)* [3] and its extension to describe parallel application [24] allows one to describe a non-interactive application. A JSDL file is typically sent to a batch scheduler. However, the description of the application, the application execution environment and their configurations is limited.

*Architecture Description Language (ADL)* allows one to describe an application without making any assumptions concerning its execution environment. Acme [8] or Darwin [13] are example of ADL languages. This is a good way to separate the description of a complex platform and the complexity of the execution environment. We want to base our work with the same environment management concepts. However we would like to extend this kind of work in order to provide more flexibility to the physical platform.

3 A New Approach for the Management of Distributed and Parallel Platforms

Clouds, grids, clusters and MPPs are by nature diferent computing platforms: some span across multiple sites, and multiple administrative domains, whereas others are single site and single administrative domain.

We aim at federating tools for the management of such platforms in order to: (i) enable more flexibility in the usage and the management of the physical resources, and (ii) automatically adapt the execution environment to the application. To accomplish this goal, adequate abstractions are mandatory. Therefore, we base our approach on the definition of formalisms that enables the description of resource and execution environment required by a given application, without making any assumption on to the physical resources.

3.1 Resource and Execution Environment Management

We assume a computing system is composed of 4 layers: (0) physical resources (the platform), (1) physical resource manager, (2) environment configuration, (3) application (see Figure 1).

The first two layers are linked with the physical resources and its management. The physical resources (layer (0)) corresponds to the resources composing the platform. These resources can be distributed across a single site, like clusters, or across multiple site, like grids. The resource manager (layer (1)) corresponds to the system managing the resources, for instance, an operating system, or a batch scheduler. Of course, the resource manager layer can be
break down into sub-layers: one resource manager can be setup on top of another. Currently, most of the resource managers enable resource partitioning. In this document, we leverage this point by introducing new concepts to enable a dynamic management of these physical resources.

The software configuration (layer (2)) corresponds to the configuration of the environment for execution of a given application. The application (layer (3)) is the scientific application.

The abstraction proposed by our management tool aims at hiding the challenges created by the execution of parallel/distributed applications on top of parallel/distributed platforms, from the multi-sites/multi-users case, down to the uni-site/uni-user case.

To summarize, our solution focuses on the three following aspects:

- From a resource management point of view, we need a formalism in order to be able to describe the required platform without making any assumption according to the physical resources.

- From an execution environment point of view, we need a formalism in order to build execution environment adapted to the application, this will enable the adaptation of the execution environment to the application instead of adapting the application to the environment.

- Finally, we need a “driver” to manage these tools and “build” the needed platform, and configure the needed execution environments.
3.2 Formalisation of Virtualization System

To propose a formalism that can be used both for the description of all computing systems without making assumptions about the physical resources, and for the increase of the flexibility for resource management, we propose a refinement of the theory of Goldberg. Before to present our refinement, we briefly introduce its theory.

In 1973, Goldberg proposed a formalization of the virtualization concept. His model relies on two functions, \( \phi \) and \( f \) [10, 20]. The function \( \phi \) makes the association between processes running in the VM and resources exposed within the VM; whereas the function \( f \) makes the association between resources allocated to a VM and the bare hardware. Functions \( \phi \) and \( f \) are totally independent, as \( \phi \) is linked to processes in the VM, \( f \) is linked to resources.

**Definition of the \( f \) function of Goldberg** Let:
- \( V = \{v_0, v_1, ..., v_m\} \) be the set of virtual resources.
- \( R = \{r_0, r_1, ..., r_n\} \) be the set of resources present in the real hardware.

Goldberg defines \( f : V \to R \) such that if \( y \in V \) and \( z \in R \) then \( f(y) = z \), if \( z \) is the physical resource for the virtual resource \( y \).

**Definition of the recursion in the meaning of Goldberg** Recursion could be reached interpreting \( V \) and \( R \) as two adjacent levels of virtual resources. Then, the real physical machine is level 0 and virtual resources is level \( n \). As a consequence, \( f \) does the mapping between level \( n \) and level \( n + 1 \).

**Recursion example** If \( f_1 : V_1 \to R \), \( f_2 : V_2 \to V_1 \), then, a level 2 virtual resource name \( y \) is mapped into \( f_1(f_2(y)) \) or \( f_1 \circ f_2(y) \). Then, Goldberg generalized this case with \( n \)-recursion: \( f_1 \circ f_2 \circ ... \circ f_n(y) \).

**Definition of the \( \phi \) function of Goldberg** Let: \( P = \{p_0, p_1, ..., p_j\} \) be the set of processes. Goldberg defines \( \phi : P \to R \) such that if \( x \in P \), \( y \in R \) then \( \phi(x) = y \), if \( y \) is the resource for the process \( x \).

**Execution of a virtual machine** Running a process on a virtual machine means running a process on virtual resources. Thus, if processes \( P = \{p_0, p_1, ..., p_j\} \) run on the virtual machine composed of virtual resources \( V = \{v_0, v_1, ..., v_m\} \), then \( \phi : P \to V \). The virtual resources, in turn, are mapped into their equivalents: \( f_0 \circ \phi : P \to R \).

**General Virtual Machine** From the previous statement, Goldberg defined the execution of a virtual machine: \( f_1 \circ f_2 \circ ... \circ f_n \circ \phi \).

**Virtualization vs Emulation** Goldberg defined the main difference between virtualization and emulation by [9, 25]: virtualization is when the part of the non-protected code is run directly on the bare hardware whereas emulation is when the code (protected or not) is run by means of a micro-code (interface) that is not a physical part of the underlying resource.
Goldberg Classification Limitations: Need for a Refinement. The theory proposed by Goldberg gives the foundation of the system-level virtualization. We want to refine the theory in order to extend it to all computing systems. This will allow us to describe all computing systems with a specific formalism. In addition, we propose a formalism for the adaptation of execution environments.

3.3 Resource Management: Use Resources in a More Flexible Way

In this section, we present a formalism based on a refinement of the theory of Goldberg for the description of all combinations of resources and resource managers, focusing on the layers (0) (the physical resources), and (1) (the physical resource manager). The proposed formalism allows us to describe a platform break down of distributed resources without any assumption about the physical resources.

Current resource managers partition the available resources. For instance, an operating system makes time-partitioning from the CPU point of view; and a batch scheduler makes space-partitioning between the available resources. In the following Section, we propose a formalism for classifying precisely what kind of tools can be used for the management of resources in a more dynamic manner. This refinement extends the \( f \) function of Goldberg, extension which was introduced in our previous work [6, 7].

3.3.1 Refinement Proposal

We think the Goldberg definitions related to virtualization and emulation should be refined in order to introduce subsets of virtualization and emulation and apply them not only to virtualized systems but also to all computing systems.

As this section focuses on resource management, we focus on the study of the \( f \) function of Goldberg for a system between levels \( n \) and \( n+1 \). In addition, and for the rest of the document, all mathematical sets we use follow the Zermelo-Fraenkel set theory, with the axiom of choice (ZFC).

Definition 3.1 (A system) We define a system \( S \) with a resource \( R \) in which we apply the \( T \) function of Goldberg between the level \( n+1 \) and \( n \). We note the system: \( S = (R, f, n + 1, n) \).

For instance, a system \( S \) with a resource “computer” in which we apply the function “operating_system” between the level \( n+1 \) and \( n \) is written: \( S = (\text{computer}, \text{operating_system}, n + 1, n) \).

Definition 3.2 (Granularity) The granularity of a system is defined by the fact that a system can be studied in its whole or be broken down into subset.

For instance, it is possible to study the system \( S1 \): \( S1 = (\text{computer}, \text{operating_system}, 1, 0) \), but it is also possible to study the system \( S2 = (\text{memory}, \text{operating_system}, 1, 0) \).

Definition 3.3 (Set of attributes) We define 3 set of attributes linked to a resource:

- capacity attributes (attribut\( C \)) are linked with the notion of space available to a resource, for instance, a computer can have a capacity attribute for the memory “2 GB”. We note \( C_{R_n} = \{\text{attribut\( C_{1_n} \), attribut\( C_{2_n} \), ..., attribut\( C_{k_n} \)}\)
In this example, \(c_{n+1}(\text{attribut}_{M_{n+1}}) = \text{attribut}_{M_n}\).

Figure 2: Representation of the capacity attributes for a system \(S: S = (M, c_{n+1}, n + 1, n)\)

the set of capacity attributes for a resource “R” at level “n”. In addition, \(C_{R_n} \subseteq C\), with \(C\) the set of all the capacity attributes a resource can take.

- functionality attributes (attribut\(Q\)) are linked with the notion of functionality of the resource, for instance, a CPU can have a functionality attribute “add”. We note \(Q_{R_n} = \{\text{attribut}_{Q_1}, \text{attribut}_{Q_2}, \ldots, \text{attribut}_{Q_k}\}\) the set of functionality attributes for a resource “R” at level “n”. In addition, \(Q_{R_n} \subseteq Q\), with \(Q\) the set of all the functionality attributes a resource can take.

- status attributes (attribut\(E\)) are linked with the status of the resource, for instance, a hard disk can have a status attributes “ext2”. We note \(E_{R_n} = \{\text{attribut}_{E_1}, \text{attribut}_{E_2}, \ldots, \text{attribut}_{E_k}\}\) the set of status attributes for a resource “R” at level “n”. In addition, \(E_{R_n} \subseteq E\), with \(E\) the set of all the status attributes a resource can take.

**Definition 3.4 (Function of attributes)** The “\(f\)” function defined by Goldberg characterized the transformation of a resource between levels “n” and “\(n+1\)”. We want to refined it with 3 new functions:

- \(c\), a function from the set of capacity attributes at level “\(n+1\)” to a set of capacity attributes at level “n” for a resource “R”: \(c_{R_{n+1}} : C_{R_{n+1}} \rightarrow C_{R_n}\).

- \(q\), a function from the set of functionality attributes at level “\(n+1\)” to a set of functionality attributes at level “n” for a resource “R”: \(q_{R_{n+1}} : Q_{R_{n+1}} \rightarrow Q_{R_n}\).

- \(e\), a function from the set of status attributes at level “\(n+1\)” to a set of status attributes at level “n” for a resource “R”: \(e_{R_{n+1}} : E_{R_{n+1}} \rightarrow E_{R_n}\).

Figure 2 presents an example of the links between two set of capacity attributes for a resource “M” between “\(n+1\)” and “n”.

INRIA
Notations

- let set $A$ and set $B$, we note $A \subseteq B$ if $\forall x (x \in A \Rightarrow x \in B)$.
- let set $A$ and set $B$, we note $A = B$ if $(A \subseteq B) \land (B \subseteq A)$.
- let set $A$ and set $B$, we note $A \neq B$ if $\neg (A = B)$.

Considering the system $S = (R, f, n + 1, n)$, in the following paragraphs, we present our definition of virtualization and emulation by introducing 4 concepts: identity, partitioning, aggregation and abstraction.

3.3.2 Virtualization

According to the previously described concept of attributes, we propose the refinement of the $f$ function of Goldberg in order to precise the meaning of virtualization and to extend it usage to any computing systems.

**Definition 3.5 (Virtualization)**

Virtualization $\Leftrightarrow (Q_{R_{n+1}} = Q_{R_n}) \land (E_{R_{n+1}} = E_{R_n})$

This definition is directly derived from the Goldberg definition: the non-protected part of the code at level “n+1” is executed directly at the level “n”.

**Definition 3.6 (Virtualization-Identity or Identity)**

Identity $\Leftrightarrow (\text{Virtualization}) \land (C_{R_{n+1}} = C_{R_n})$

In case of “identity”, resources provided at level “n+1” are the same that those available at level “n”.

**Definition 3.7 (Virtualization-Partitioning or Partitioning)**

Partitioning $\Leftrightarrow (\text{Virtualization}) \land (C_{R_{n+1}} \subset C_{R_n})$

In case of partitioning, capacity attributes at level “n+1” is a subset of the capacity attributes a level “n”.

**Definition 3.8 (Virtualization-Aggregation or Aggregation)**

aggregation $\Leftrightarrow (\text{Virtualization}) \land (C_{R_{n+1}} \subset \bigcup_{i \geq 2} C_{R_i}) \land (\exists (x, y) \in C_{R_{n+1}}, c_{n+1}(x) \in C_{R_i} \land c_{n+1}(y) \in C_{R_j}, i \neq j)$

In that case, there is at least two elements belonging to the set of capacity attributes at level “n+1” providing by two distinct set of capacity attributes at level “n”.

*Figure 3 presents an example of aggregation.*

3.3.3 Emulation

Emulation can be broken down into emulation-simple (or emulation) and emulation-abstraction (or abstraction).

**Definition 3.9 (Emulation-Simple or Emulation)**

Emulation $\Leftrightarrow \neg (\text{Virtualization})$

According to the definition of Goldberg, Emulation is not Virtualization in the fact that a microcode is used to execute the emulated code on the physical hardware.
We define “emulationQ” the emulation function representative of the microcode action for the functionality attributes: $\text{emulationQ} : Q_{R_n} \rightarrow Q_{R_{n+1}}.$

We define also “emulationE” the emulation function representative of the microcode action for the status attributes: $\text{emulationE} : E_{R_n} \rightarrow E_{R_{n+1}}.$

Figure 4 represents emulation.

Definition 3.10 (Emulation–Abstraction or Abstraction) We note $\text{arity}(\text{fact})$, the arity of the function $\text{fact}.$

Abstraction $\Leftrightarrow (\text{Emulation}) \land ((\text{arity}(\text{emulationQ}) > 1) \lor (\text{arity}(\text{emulationE}) > 1))$

In that case, $\text{emulationQ}$ (respectively $\text{emulationE}$) provides a logical simplification of the level “$n$” at the level “$n+1$”.

3.3.4 Summary

We propose an extension of the theory of Goldberg in order to extend the virtualization case to any computing system:

**Emulation** allows one to provide at level “$n+1$” some logical characteristics not available at level “$n$” by the mean of a microcode. If these characteristics lead to a logical simplification of the level “$n$”, we call it abstraction.

**Virtualization** allows one to provide access from the level “$n+1$” to the level “$n$”. Virtualization can be break down in identity (all the resources at the level “$n+1$” are provided to the level “$n$”), partitioning (a subset of the resources at the level “$n$” are provided to the level “$n+1$”) and aggregation (two or more resources at the level “$n$” are provided to the level “$n+1$” as a “single” resource)
This contribution allows one to describe all kinds of computing system independently of the physical resources. We based our management tool on these concepts of emulation and virtualization.

Figure 5 presents a schema of our refinement.

3.4 Execution Environment Management: Adaptation of the System Environment to the Application

In the previous section, we presented a refinement of Goldberg’s theory that extends the $f$ function to all computing systems. In this section, we focus on the $\phi$ function, also introduced by Goldberg, with the goal of building and adapting execution environments of scientific applications to a target platform. We base our work on the package set concept [26].

**Definition 3.11 (A Package)** A package is an abstraction for the local management of software that aims at easing the installation, configuration and removal of software in a given local system. It means that a collection of “operations” are available for the package set mechanism. From the usage point of view, only a subset of “operations” are important: it is possible to combine package sets and get the intersection of package sets. These operations provide a very flexible method to manage execution environment.

3.4.1 Package Sets Definition

**Package Set Combination** It is possible to combine package set together: $PackageSet_A \cup PackageSet_B$. For instance, if system administrators,
based on local policies, want to include a specific monitoring software in all execution environments, they can specify it on the PackageSetAdministrator which will be combined with the PackageSetApplication from the scientists for their applications.

**Package Set Intersection** It is possible to define the intersection of package sets: $\text{PackageSet}_A \cap \text{PackageSet}_B$. This can be used to identify common software components between two execution environments.

**Package Set Validation** It is possible to ensure that the package set can be correctly combined. This is based on a versioning and a dependency mechanism.

**Versioning** It is possible to specify the version of a specific package in a package set. Some standard operators need to be provided to deal with versioning: equal, superior to, inferior to, superior or equal to, and inferior or equal to.

### 3.4.2 Package Sets Usage

Package sets define an execution environment in order to create a “golden image” which is agnostic of the target platform execution configuration. After the creation of the “golden image”, it can be deployed on the target platform.
4 Proposed Method

In the previous section, we described a formalism that makes both resource and software management more flexible. In this section, we describe more precisely the methods derived from the proposed approach by presenting the architecture of our management system for HPC platforms. The system is composed of five major parts (see Figure 6):

A. the Description Module: the scientist and the administrator requirements in terms of software and resources,
B. the Conciliation Module: the software and resource requirements conciliator,
C. the Toolbox Module: repositories and list of tools in order to provide flexibility for both the software and the resource management,
D. the Discovery, Allocation and Configuration Module,
E. the Execution Module.

4.1 Description Module: the Concept of VP and VSE

In this section, we present the new concept of Virtual Platform (VP), and the concept of Virtual System Environment (VSE), based on our previous works [26].

VP and VSE have the benefit of allowing both the scientists and the system administrators to express their needs and constraints in term of resource constraints and execution environment constraints without making any assumption regarding the physical resources: for instance, the scientist can require a set of resources with the lowest network latency, whereas the system administrators can require all deployed environments should include monitoring capabilities and system-level protection.

To increase the flexibility for both the resource management and the execution environment management, we decide to separate the resource from the environment requirements: no assumption needs to be made regarding the physical resources when the scientist describes its requirements for both resources and the execution environment.

4.1.1 Virtual Platforms

Our work targets the management of several platforms which could be local or geographically distributed. The distribution and the heterogeneity of the resources lead to the complexity in order to manage and use these resources. However, this complexity should be hidden to the scientist who, in most cases, does not care about the location and the configuration of these resources. Therefore, we need an abstraction, this is the concept of VP.

The VP is a description of the required resources for a given application. The VP description is made without any assumption regarding the physical resources available on the target platform. Our deployment tool should instantiate the VP and combine all the necessary tools, as described in the Section 3 (tools for emulation, virtualization, partitioning, ...) in order to build the "custom" virtual platform.
Figure 6: Architecture Overview
This approach has the advantage of enabling negotiation for the configuration of the instantiation of a VP. For instance, in case of conflicts between the requirements of the application and the requirements of the system administrators, negotiations at the VP level are made. In addition, in order to get the best resource allocation, negotiations between sites are also made.

4.1.2 Virtual System Environments

A Virtual System Environment (VSE) allows one to describe an application's software needs, which can be deployed in any kind single site / single administrative domain.

The software requirements for a given application are typically constraints on the operating system (OS) and run-time environment (RTE). For instance, an MPI application can be designed to run on top of Red Hat Enterprise Linux 4.0 with LAM/MPI 7.1.3. If those constraints change (e.g., update of the target platform software configuration), most likely the application will have to be modified, ported. Furthermore, it is important to decouple the definition of the application's needs in terms of RTE (scientist application requirements) and what components system administrators want to have in each environment used by applications (system administrator requirements).

The science resides in the applications and not in the technical details about the requirements for the execution of those applications on HPC systems. In other words, application developers should not have to deal with application modifications due to (undesired) general software updates, which do not fit their scientific roadmap.

The VSE is therefore a meta-description of the runtime environment required by a given application. The VSE should be instantiated on the target platform in a transparent way from the scientist point of view (see Figure 7).

Based on the package set management described in Section 3, a scientist can describe a VSE without any assumption regarding the physical resources.

4.2 Conciliation Module: Merging the Scientist and Administrator Requirements

The challenge is to "merge" scientists and system administrators needs: (i) from the execution environment point of view, the system should be able to build a single description of the execution environment containing both requirements from the scientist and the administrator, and (ii) from the resource point of view, the system should be able to configure the platform automatically according to the scientist and the administrator requirements in order to deploy the execution environment.

System Administrator Requirements The system administrator defines requirements for the VSE and the VP according to the local policies regarding the usage of HPC systems. These requirements can be made for a specific scientist or for a group of scientists. As a result, it is possible to define very precise policies for the VSEs and the VPs.

For instance, concerning the VSE requirements the policy can be the installation of a specific monitoring tool on all execution environments. Concerning
A implies a constraint on B
A could implied a constraint on B

Figure 7: VSE.
the VP requirement, for instance, it is possible to implicitly aggregate some resources for a given group of scientists.

Scientist Requirements Like administrators, scientists can define VPs and VSEs without any assumptions regarding the physical resources.

Merging of the Requirements From the description of the VP and VSE received from the scientist and the administrator, our management tool is able to "merge" them and check their validity. This can be done thanks to the formalism introduced previously in Section 3.

4.3 Execution Module: Instantiation of VPs and VSEs

The Execution Module is in charge of creating the construction plan in order to provide the requested instantiation of the VP/VSE. Three steps can be enlightened: (1) the Execution Module checks if the VSE is already available on some resources, (2) if it is not the case, the Execution Module tries to instantiate the VP/VSE with the tools dedicated to software and resource management, and (3) the Execution Module allocates, deploys and configures the resources in order to set up instantiations of the VP/VSE.

Figure 8 presents an instantiation of VP and VSE on physical resources.

4.3.1 Environment Availability

The execution module is in charge of instantiate the VP and the VSE according to the description provided by the conciliator module.

First of all, the manager tries to find the required instantiation of VP/VSE with the Discovery Module.

- If the execution environment is already available on some resources, the Execution Module checks if there is no conflict between the obtained execution environment/resources and the users/administrators requirements.
  - If there is no conflict, the Execution Module tries to allocate and configure these resources.

- In case of conflict, or if no good instantiation of VP/VSE is available, the manager tries to instantiate them in order to answer the request.

4.3.2 Concept of Plan: How to Instantiate VPs and VSEs

The Execution Module plans the action required to configure the required software on the resources. For that, the Execution Module asks to the Toolbox Module both the list of software and resource requirements. Both lists are check for conflicts with the users and the administrators' requirements.

If everything is right, the Execution Module asks to the Discovery Module for finding some resources corresponding to the needs.

When receiving this list, the Execution Module is able, thanks to, the list of software needed, the list of resources available, the list of tools needed, to build a plan. For instance:

1. Allocate resources,
A0 and A1 are resources of the site A with architecture A. B33 and B34 are resources of the site B with architecture B. From the scientist point of view (layer 1), A0 and B34 are resources provided by the same site: the Virtual Platform, hiding the distributed complexity. In addition, the VSEs are build in order to feet the architecture A for the site A and B for the site B with all required packages, hiding the heterogeneity complexity (layer 2). As a result, the application can be run in a totally transparent way.

Figure 8: VP/VSE instantiation
2. Instantiate the VP:
   (a) Use "tool1" for the deployment of "operating system",
   (b) Use "tool2" for the installation of "virtualization system",
   (c) Use "tool3" to setup a VPN, ...

3. Instantiate the VSE:
   (a) Use "tool4" for the installation of "libraries",
   (b) Use "tool3" for the installation of the application, ...

4.4 Discovery, Allocation and Configuration of the Resources

The plan is given to the Discovery, Allocation and Configuration Module in charge of executing the plan, i.e., instantiate the VP and the VSE. In case of error (e.g., resource not available at the time of the allocation) the Execution Module is responsible for modifying the plan and for making a new submission.

4.5 Toolbox Module

The Toolbox Module manages the collection of tools for the instantiation of VPs and VSEs.

There are two types of tools: (1) the tools that manages the software repositories (VSE configuration), and (2) the tools that manages and configures the compute resources (VP configuration).

4.5.1 Tools to Instantiate a VSE

In order to provide an efficient system for software management, we designed our solution based on the existing concept of repository. Applications software is accessible from a well-defined source, can be downloaded, installed, and configured on the compute resources using dedicated tools. For instance, on Debian Systems, there are public Debian repositories to install and configure software on the target compute resources, using dedicated tools like `apt-get`.

For a specific software required by the user, the Software Management Toolbox is able to provide to the Execution Module a list of all the needed software (with all the dependencies and the required compute resource architecture).

4.5.2 Tools to Instantiate a VP

As done for the Software Management Toolbox, we use accessible repositories for the Resource Management Toolbox too. The repositories contain the list of available tools in order to provide resource partitioning, resource aggregation, and resource abstraction. In that way, tools for flexibility are accessible and can be installed, in order to set up and configure compute resources.
5 Current Implementation

A prototype is currently under development, merging and extending existing tools: we based our developments on software such as the OSCAR system management tool [17] and its extension OSCAR-V [27], the Saline virtual machine (VM) manager [5], and the Aladdin/G5K [4] grid system management tools (we are actively involved in all these projects).

5.1 Description and Conciliation Modules

Currently, VSEs are defined via XML files and allows one to describe the needed set of software packages (using package sets). The XML file is validate by OSCAR in two phases: (i) the basic validation of the XML file using standard XML tools, and (ii) the validation of the list of packages from the package set.

5.2 Toolbox Module

5.2.1 Tools to instantiate a VSE

OSCAR provides a tool for the management of OSCAR packages repositories: the OSCAR Repository Manager (ORM) and the OSCAR Package Manager (PackMan). Currently OSCAR packages cover standard Linux distribution such as CentOS, Fedora, Debian. OSCAR is able to create “golden images” containing all the necessary execution environment for a given distribution, based on a VSE definition.

5.2.2 Tools to instantiate a VP

Saline allows one to deploy virtual clusters, perform their network configuration, and manage them at grid level. Practically, Saline makes efficient periodical snapshots of the virtual cluster and can, if needed, restart the cluster on another site of the grid from the latest snapshot.

5.3 Execution Module

At each site, OSCAR-V actually receives the configuration information from the driver and ultimately deploys the environment needed for the execution of the application. By leveraging OSCAR-V, this environment can be based on a number of system configurations, to include: standard disk-full & disk-less system configurations and physical & virtual machines.

5.4 Discovery, Allocation and Configuration Module

Currently, the service discovery relies on a existing batch scheduler. This is a limitation of our system and we are working on other solutions like UDDI in order to find and use resources.

6 Use Case

To illustrate the capabilities of the proposed solution, we present a use case as example. A scientist wants to execute its application (myApplication) with
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a dedicated library (myLibrary) only available on Microsoft Windows systems, and need at least 32 GB of memory. The scientist has the habit of running its application on a dedicated Windows machine with 32 GB of memory.

However, if for some reasons, this machine is not available and, the only available machines are 4 Debian machine with 8 GB of memory, the scientist is confronted to three choices: (i) she or he waits for a similar Windows machine with 32 GB of memory to be available, (ii) she or he tries to modify the application to adapt it to the available environment, and (iii) she or he use a intelligent deployment tool, like the one we present in this paper, in order to take benefit of whatever HP C system available without modifications of the application. We assume the scientist takes the choice (iii). In that case, our system should deploy an adequate instantiation of the VP, i.e., an aggregation tool on the 4 physical resources (like the Kerrighed SSI OS). This provides the illusion to have one Linux SMP node with 32 GB of memory. Then the system should deploy a partitioning tool, like a VM in order to install and provide a Microsoft Windows environment. Now our tool can deploy the instantiation of the VSE inside the VMs. Finally, the scientist application can be deployed (see Figure 9).

7 Conclusion and Future Work

In this document, we present the architecture of a new tool for the management of clusters, MPPs, grids, and clouds. The key of the architecture is to include adequate abstractions, assuming a computing system is composed of the following layers: physical resources, physical resources manager, execution environment, and application.

We propose a refinement of the Goldberg theory in order to be able to give more malleability in terms of management to the resources and the environment
execution. We also propose the concepts of Virtual Platform and Virtual System Environment in order to abstract and differentiate the resource management and the execution environment from the application. In addition, the abstraction we make allow one to use many already existing software.

We propose the design and present the current implementation of our management tool.

From the resource point of view, one of the major benefits is that our management tool does not only provide partitioning in order to manage the resources. It allows the “composition” of several tools for resource management in order to completely abstract the resources to the scientists.

From the execution environment point of view, one of the major benefits of the proposed architecture is to adapt the system environment to user needs without compromising the control capabilities of system administrators. This enables scientists to easily describe their application's needs in terms of software and the hardware resources and then the system will automatically create the correct environment for the target systems. For that, the proposed architecture includes abstractions for standard resource, users and application management software.

Ultimately, the proposed architecture provides powerful tools that could be reused in many different contexts, guaranteeing stability and compatibility which ultimately should ease the scientists' life.

Currently, we continue to work on the implementation of our prototype. More precisely, we are working on the integration of OSCAR and Saline. In addition, we are working on the definition of the VP description file.

We believe “flexibility” is a key concept for abstracting the complexity of HPC systems away from scientists so they can focus on the science and not technical details associated to the execution of their applications on top of different platforms. This is why it is necessary to (i) dissociate the execution environment from the resources, and (ii) dissociate the view of the resources from the physical resources. Furthermore, the concept of flexibility should be of importance for the emergence of the “Everything as a Service” concept, in which everything is considered to be a service and can be configured, and re-configured “on-the-fly”.
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