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Group communication is becoming a more and more populaastrincture for efficient distributed
applications. It consists in representing locally a grofipemote objects as a single object accessed
in a single step; communications are then broadcasted teatibers. This paper provides models
for automatic verification of group-based applicationgjdsilly for detecting deadlocks or checking
message ordering. We show how to encode group communicatigather with different forms

of synchronisation for group results. The proposed modagparametric such that, for example,
different group sizes or group members could be experimdentth the minimum modification of
the original model.

1 Introduction

Group communication is a communication pattern allowing a single process tamefoommunica-
tion to many clients in a single instruction, this operation can be synchronizgatiorized accordingly.
Nowadays group communication is widely used in distributed computing particidagrid technolo-
gies [28]. Objects can register to a group and receive communicatiodkedan a collective way. Group
membership is transparent to the receiver that simply handles requeséiiese Group communications
are also easy to handle on the sender side because a simple invocatiaggamsgveral communica-
tions. Communication parameters are sent according to a distribution poligycanebe for example
broadcasted or split between the members of the group. Several midellplatforms and toolkits for
building distributed applications implement one-to-many communication mechanisim24].

This paper addresses the crucial point of reliability of distributed applitatising group commu-
nications. The most frequent reliability issue for distributed application is ttbbeto detect deadlocks,
in the case of group, a dead lock can occur for example when a member gifdhp does not answer
to its requests while the request sender is waiting for all the results. Sualbsance of response might
be due to an issue in message ordering for example. In order to enledinbdity of group applications
we develop methods for the analysis and verification of behaviourakpiep of such applications, our
method can be applied with automatic tools.

A first contribution of this paper is to provide a model allowing the verificatibthe behaviour of
group-based applications, in other words, we provide a verifiable niodgloup communication. We
also illustrate our approach by specifying an application example, instantibéngrifiable model, and
proving a few properties.

To precisely define the semantics of group communications, we focus oac#ispniddleware
calledProActive[2]. ProActiveprovides a high-level programming API for building distributed applica-
tions, ranging from Grid computing to mobile applicatiofoActiveoffers advanced communication
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strategies, including group communication [32, 7] PimActive remote communication relies on asyn-
chronous requests with futures: upon a call on a remote entity, a reguesated at the receiver side,
and a future is created on the sender side that will be filled when the rentajepeavides an answer.
What make the handling of groups particularRrActiveis the necessity to also gather and manage
replies for requests sent to the group. Synchronisation on future@ally transparent: an access
to a future blocks until the result is computed and returned. Howevechsgnisation on group of fu-
tures, that represent the result of a group invocation, features pecéis and complex synchronization
primitives. Consequently, our model also encodes different synidatoon policies.

In [9] we have defined a parameterized and hierarchical model fehsgnised networks of labelled
transition systems. We have shown how this model can be used as an intéerfmdiat to represent the
behaviour of distributed applications, and to check their temporal propehti¢his paper, we present a
method for building parameterized models capturing the behavioural semafrgicaip communication
systems; models are the networks of labelled transition systems, whose Erelsent method invo-
cations. The language we chose is pNets; it is an intermediate language: dibéswe present here
should be generated, either from source code or from a higherdpeelfication. PNets themselves are
then used to generate a model in a lower-level language that will be useekfiication of the program
properties. In this paper the advantage of choosing such an intermedigteadpge are the following:
compared to a higher-level language, pNets are precise enough te ddighavioural semantics, and
compared to lower level languages, they provide parameterized pescasd synchronization which
allow the expression of the models in a generic manner.

Our approach aims at combining compositional description with automatic modetaj®n. The
formal specification consists in a labelled transition system and synchtionisgetworks, in which
both events (messages) and processes (group members) can begréazachand built from a graphical
language. On one hand, having a well-defined semantics made the sgeaicaind; on the other hand,
having a framework based on process algebras and bisimulation semard&posaible to benefit from
compositionality for specification and verification [11]. Parametric synukegion vectors also allow
us to envision the modelling of dynamic groups with members joining or leaving thgpgr

Related Work Some work has been done to formally verify properties in group-basgiicagpons.
Some of these verifications deal with safety properties, while others remainditoite case study. In
[23] the formal verification of cryptographic protocols is proposedskd model-checking tool to verify
confidentiality and confidentiality properties. Model-checking was alsd ts®erify behavioural and
dependability properties [29]. The authors adopted Markov chainsettifgghe studied protocols. By
using a combination of inductive poofs and probabilistic model checking\ebfied a randomized
protocols. In the same way, [26] used a combination PVS theorem prodenadel-checker based on
timed-automata for formal verification of an intrusion-tolerant protocolpf8kented a simple deadlock
detection mechanism caused by circular synchronous group remotdpreaalls. In contrast with all
these, we limit ourselves to apply finite model-checking techniques to abs&@aeantic models. Our
pNets semantic model is very helpful in this matter, providing us with a veryesgpre and compact
formalism, but where the usage of parameters is limited in a way that can be &asilgcted to finite
instances.

Group-based systems as well as parameterized systems are particuiar gytems in the sense
that each of their instances are finite but the number of states of the sysfends$ on one or several
parameters. Among these parameters we can distinguish: data structwagables (e.g., queues,
counters), number of components involved in the system, ... Automatic verificdtsuch systems has
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to face state explosion problem. A variety of techniques to alleviate state explas been investigated.
We can cite: technigues based on abstraction [27, 17]; techniques dadmding network invariants

[21,/33, 16, 31], which can (possibly-over) approximate the systemamitimfinite family of processes.

Others [19, 20] based on finding an appropriate cut-off value of thanpeters to bound the system
model. For automatic verification of infinite-state systems [14, 4] proposgaregodel checking. The

approach is based on the idea of giving symbolic representation in teragwr languages. Our work
tries to take the best of these approaches: whenever possible, weopsetyppreserving abstractions
to build very small (abstract) data domains for the parameters of the basiespes of our systems;
but for parameterized topologies such abstractions are not genenalplate, so we have to use cut-off
strategies as in bounded model-checking.

In the following of the paper, Section 2 overvieRsActivecommunication model and group con-
cepts, and introduces a running example. Section 3 presents our thedomatidel and its graphical
syntax. Section 4 provides a behavioural model for group communicatisymchronisation. Section
5 shows our verification methodology, with experimental results on state gmneration and verifica-
tion of properties.

2 TheProActive communication model

ProActiveis an LGPL Java library [2] for parallel, distributed, concurrent apfilices. It is based on
an active object model, where active objects communicate by asynclsromethod invocation (called
requesty with futures: upon a method invocation on an active object, a requestjissard at the re-
mote object’s side, and a future is automatically created to represent thteofetbie request while the
caller continues its execution. Active objects are mono-threaded andhesiatoming invocations one
after the other, returning a value for the request at the caller as s@regsest is finished. As remote
invocations and future creation are handled transparently, the progracamevrite distributed appli-
cations in a much similar manner to standard sequential ong2rolctivethere is no shared memory
between active objects to prevent data race-conditions; consequentpy of the request arguments
are transmitted to the remote active objects.

2.1 ProActive Groups

In this paper, we focus on the group communication mechanism offeré&td#ctive[7]. Groups in
ProActivework as follows: a group of active objects is a set of active objects thlades as follows.
First, a method invocation on the group results in a remote invocation to all the meoflibe group
in parallel. Second, a list of futures is automatically created to receive shiseeturned by the group
members. Groups are typed as usual objects, and thus invocations tqpaageanade transparently, as
any object invocation. This way, specific primitives for groups are oryig creation and management,
and thus code modification to handle group communication is minim&rtdActive groups are dynamic
in the sense that objects can join or leave the group at runtime. The Pna#ctive primitives for
handling groups are the following:

e Group ProActivenewActiveGrou(String Typé creates a new group of the typ&ype”.
¢ void GroupaddObiject 9 adds an object to a group.

e void Groupremovéint index) Remove the object at the specified index.



2.2 Synchronisation forProActive Groups

For classical active objects, synchronisation occurs as follows: a sanpéss to the future representing
the result of a request automatically blocks until the result is computed, anfiitifre is filled. For

a group invocation, there is one result by group member, those resukifoagd in a group of futures.
Synchronizing on a group of futures is more complex, here are 3 synication primitives oProActive

¢ void ProActiveGroupwaitAll (Object FutureGroupblocks until all the futures of the group return.
e void ProActiveGroupwaitN(Object FutureGroupint n) waits until n futures are returned.

e Object FutureListGroupwvaitAndGetTheN{{©bject FutureGroupint n) waits for the result from the
n-th member and returns it.

2.3 Example

To illustrate group communication, we consider an application synchronisiningeeit consists of a
master initiator and several clients that contain the agendas of the participaetiitiator suggests a
date to all participants that reply whether they are available or not. For thidefine a clas®articipant:

public class Participant {

Booolean suggestDatdate d) { ... }
Boolean validatg) { ... }
void cancel() { ... }

The following code can be implemented by the initiator to coordinate the meeting:

public static void main(...) {

/1 group creation
Participant participantsProActive.newActiveGroug"Participant");

/I we populate the group by adding one or several element
participant = ProActive.newActiveg" Participant” ,null);
participants.add(participant);

while (true) {
/Il then we sugggest a date to all members simply by:
Object answers= participants.suggestDatédate);

I/l collateResults gets the result and provides an overallsuét ,
/l e.g. returns true if all futures are true
if (collateResultganswers, ProActiveGroup size(participants))) {
Object f=participants.validate(); // validate the meeting
waitAll(f); // waits until everybody acknowledged validation

}

participants.cancel(); // cancel the meeting

}

else

This example illustrates well the different mechanisms of group managememoamunication:
first an empty group is createdewActiveGroup then it is populated by several Participant objects.
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Thus when the initiator invokesuggestDateon the group, this broadcasts a meeting request to all the
members. Then the members reply, which fills the futures contained in the gfdupuresanswers
The local methodcollateResultssynchronises the returns from all these invocations. Validate or cancel
is broadcasted to all the group members depending on the result of tredimgstep. To illustrate
more synchronization mechanisms, the initiator waits until all participants ad&dgesthe validation.
A possible implementation of theollateResultsmethod is the following:
boolean collateResult§Object ans, int size) {

boolean result=true ;

for (int i=0 ; i < size ; i++) {

if (!ProActiveGroup waitAndGetTheNtlans,i)) result = false;
}

return result;

}

Fig. 1 illustrates the mechanism of group communication as implementeikctive A method
call to a remote activity goes through a proxy, that locally creates “futniggcts, while the request goes
to the remote request queues.

Active object Active object A

Remote node

| Active object A
result group /
{

Remote node

Active object A

OO

futur 17 futur 2 f futur 3 4
Local node ! ‘ |

(I

Remote node

Figure 1: Asynchronous and remote method call on group

3 Theoretical Model

In [9] we have proposed a formalism to represent the behavior of distdapplications. Behavior of
complex systems can be represented hierarchically by composition of aldsB&s [30]. Those LTSs
are composed using synchronisation Networks (Net)|[5, 6] so that tiehsynisation product generates
a LTS which can be used at the higher level of hierarchy. Finally theviahaf the system can be
expressed by a global LTS. We have also shown that this model cart@sigan intermediate format to
check behavioral properties like temporal ones.

To encode both families of processes and data value passing communicB8snahd Nets are
enriched with parameters [15]. Parameters can be used as communicgtioreats, in state definitions,
and in synchronisation operators. This enables compact and genscigptien of parameterized and
dynamic topologies. In the following we recall definitions of fegameterized Networks of synchronised
automatas (pNetsjs given in/[9]. We start by giving the notion of parameterized actions.
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Q_Suggest(Date)
T //' --------- — i:[1..G] |
P Tl - ?Q_Suggest(f,Date)
!Participant[i]. Q_stiggest(f,Date)
.
Q_Cancel()
?2Q_C |
1Q_Cancel() ._._._._._._/.Z ______________ Q-Cancel)
Initiator(Gint) Participant[i]
?R_Suggesi(i,val) IR_Suggest(c,i,val)
1Q_Validate() R_Suggest(val)
:“?R_Validate(...) ‘ S
I Sl \\/ .... . ?Q_Validate() IR_Validate(...)
Q_Validate()

R_Validate(...)

Figure 2: Graphical representation of a parameterized network

Definition 1 Parameterized Actions.Let P be a set of namesa p a term algebra built over P, includ-
ing at least a distinguished sort A for actions, and a constant aatioiWe call ve P a parameter, and
ac Lpp aparameterized actiorBa p is the set of boolean expressions (guards) aves.

Adescribes the possible actions representing interactions betweergasddsin actions of our sys-
tem are illustrated in bold fonts in Figure 2. The typical shape of an actl®aiticipant[i].Q _Suggest(f,Date)
for a messag®_Suggesisent to the member numbienf the process familfParticipant. f andDate are
the message parameters, hiasethe future for the request, abate the request parameteérindicates an
emission, an® a reception. In most cases the destination of the message can be injetineccbntext,
and in the figure by the destination of the arrows, in that case, the actidnbde®Q_Cancel().

Definition 2 pLTS. A parameterized LTS is a tup{B, S s, L, —) where:
¢ P is afinite set of parameters, from which we construct the term algebea

e S is a set of states; each state § is associated to a finite indexed set of free variablés fv
X, C P,

S € S is the initial state,

L is the set of labels;~ the transition relation—C Sx L x S

Labels have the form+ (a, &, X3,:= &y,) such that if s g, then:

- o is a parameterized action, expressing a combination of inputs)iZ P (defining new
variables) and outputs da) (using action expressions),

- & € Bap is theoptionalguard,
- the variablesX;, are assigned during the transition by tbptionalexpressiong;,
with the constraints: flog(a)) C iv(a) UX;, and fu(e,) UTv(&y,) Civ(a) UKy UK, .



We defined Networks of LTSs called Nets in a form inspired bysrehronisation vectosf Arnold
and Nivat [5], that we use to synchronise a (potentially infinite) numbesrotesses. The Nets are
extended to pNets such that the holes can be indexed by a parametarsentfpotentially unbounded)
families of similar arguments.

Definition 3 A pNetis a tuple(P, pAg,J, ﬁJ,GJ,7> where: P is a set of parameters, & Lap is its
set of (parameterized) external actions, J is a finﬂ)e set of holes, la@ehj being associated with (at
most) a parameter jps P and with asort Q€ Lap. V = {V} is a set of synchronisation vectors of the
form: V = (ag, {0y, tiel tep;) such that: IC IAB; € Dom(p) Aay € Oj Afv(ay) C P

Each hole in the pNet has a paramepgr expressing that this “parameterized hole” corresponds
to as many actual processes as necessary in a given instantiation ofitseper. In other words, the
parameterized holes exprgsarameterized topologied processes synchronised by a given Net. Each
parameterized synchronisation vector in the pNet expresses a syisettian between some instances
({t}teg) of some of the pNet hole$ C J). The hole parameters being part of the variables of the action
algebra, they can be used in communication and synchronisation betwgendbeses.

Fig. 2 gives an illustration of a graphical representation of a paramesizdm in our intermediate
language. It shows a meeting system with a single initiator and an arbitraryemahparticipants. The
parameterized network is represented by a set of three boxgsatoRrR and RARTICIPANT boxes inside
MEETING box (hierarchy). Each box is surrounded by labelled ports encodpayticular Sort (sort
constraintpAg) of the corresponding pNet. The box will be filled with a pLTS or anotheet(dee Fig.

4)) satisfying the Sort inclusion conditioh € pAg). The ports are interconnected through edges for
synchronization. Edges are translated to synchronisation vectorseviops works we only had single
edges with simple arrows having one source and one destinations, whielramsslated into synchroni-
sation vectors of the forfiR_Val i dat e(), ! R.Val i date(), ?R.Val i dat e()) expressing a rendez-vous
between actionsR Val i dat e() and?R.Val i dat e(), visible as a global actioR Val i dat e() . Next
section details synchronisation vectors for the multiple arrows we use irxaarme.

4 Behavioural Model for ProActive Groups

In [10] we presented a methodology for generating behavioural modBrbActivedistributed applica-
tions, based on static analysis of the JRvaActivecode. This method is composed of two steps: first
the source code is analysed by classical compilation techniques, withial smtion to tracking refer-
ences to remote objects in the code, and identifying remote method calls. Tlyisipeoduces a graph
including the method call graph and some data-flow information. The setemdaensists in applying a
set of structured operational semantics (SOS) rules to the graph, comphaistates and transitions of
the behavioural model.

The contribution of this paper is to extend our previous with support fougicommunication and
complex synchronizations related to group communication.

The behavioural model is given as a pNets, which we use as an intermlegdigtege. We express
here the semantics of group communication in this intermediate language andheWwdvehaviour of
application including group communications with various synchronisation pslgzia be expressed.

4.1 Modeling complex synchronisations

In order to encode the simultaneity of several message reception/sengingse a particular kind of
proxy and N-ary synchronisation vectors. In Fig. 3 we give a grabiotation for two operators, the
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[client ]

BC:
Q_Suggest (date

TN D
Tl _Xi€eD

=)

service

Figure 3: Graphical representation of broadcasting operator

ellipse on the left shows a broadcasting operation, and the one on thehimhta collection operation.

The first operator that is in charge of broadcasting requests to multiptegses. It is represented
by an ellipse with one link arriving from a process, and a set of link daygafrom the ellipse. The
incoming action is triggered as the same time as all the outgoing ones: in the exaenpigght of the
client is triggered at the same time as the input in the service on the left, and théngl the services
on the right (the dotted arrow denotes a multiple link). We extend parameterntals to support the
multicasting communication.

For broadcasting, we introduce tBE operator to encode a family of synchronized processes. The
vector< Q_suggest! Q_suggestdate), BC i € D. ?service§|.Q_suggestdate), ?serviceQ_suggestdate) >
indicates the synchronisation between one instance of the network 1 (cigiten number of network
2 (services), and another service process. The synchronisatioolisarvable action label& suggest
The parameterranges in the domaif®. For instance, ifD = [0..1], then the vector is expanded to:
< Q_suggest!Q_suggestdate), ?serviced)].Q_suggestdate), ?service$l].Q_suggestdate), ?serviceQ_suggestdate) >.

The operator on the right side collects communications: it synchroaiess its input with its single
output. For encoding such a synchronisation, we introduc€®@ogperator to encode a set of synchroni-
sation vectors. The vecter R suggestval), ?R_suggesti,val),COi € D. !service§].R suggestval) >
indicates the synchronisation betweeR suggest action in the network 1 (client) and an output of one
of the network 2 (services). For instance, with= [0..1], this vector is expanded to several vectors:
< R_suggestval), ?R_suggest0, val), !service0].R suggestval), « >
< R.suggestval), PR suggestl, val), x, !service§l].R suggestval) >

Those two synchronisation mechanisms will be further illustrated in the ergoflithe example.

4.2 Modeling the Example

We describe now the behavioural model for our example applicationciedigdéocusing on the modeling
of group proxies, and the communications involving groups. The full mimdeur example is shown in
Fig./4. The model is split into two parts interconnected by parameterizethisymzation vectors.

e The initiatorencodes a client side behaviour. The Initiator contains a body encadgigséraction
of the functional code, and the group proxies. For each remote method tadl Initiator code
there is a parameterized group proxy, representing an unbounde@noffilture proxy instances.
The body repeatedly suggest a date and either cancel or validateditepen the answers.

e The participanteencodes the server side behaviour. They are modelled by an inderéy ¢
processes, each representing the behaviour of one element of thpe with its request queue, its
body serving requests one after the other in a FIFO order, and theo€ddéocal methods.
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A Proxy pNet (box) is created for each remote method invocation. The Proxy igeddey the
program point ) where the method is called. Tieoxy pNet models the creating and the management
of the group of futures: Once the group of future is created, futumase received one after the other,
and each already received future can be accessed. It is alsolpagsilait untilN answers are received.

For each remote method call of the Initiator, a broadcast node, synzbsothe sending of the
method call by the initiator body, the initialisation of the corresponding futurd,the reception of the
request message in the queues of each of the participants in the group.

Concerning the user code, tB®dy boxes in Fig. 4 represent the behaviour of the main method
of each active object, again on the form of a pLTS. The code for eathothde.g. Validate) is also
expressed by a pLTS, and triggered when serving the corresporedjngst, or by direct invocation like
collateResult Each of them is either obtained by source code analysis, or providér ser.

As it is the only object to act as a server, the participant RQseuebox. The corresponding pLTS
encodes a FIFO gueue of request that is accessed by the partichuaht;sand filled when the initiator
sends a request. The queue can be given a maximum length and raiser dfrités overflowed.

4.3 Variations on group synchronisations

ProActive provides various primitives (see Section |2.2) allowing the programmer toataxplic-
itly the synchronization of asynchronous methods calls by waiting the incoreplges. The network
Proxy_suggestin Fig/4 specifies three kinds of these primitivesitAll, waitN andwaitAndGetTheNth
Those three primitives show the different synchronisations that owpgrooxies can express: counting
the number of returned objects, or returning a specific result. Theynamxed very naturally using a
table of received results, and the numbef results already returned. Those information are updated
when receiving messages frontallection(CO) of different results as explained in Section|4.1. Addi-
tionally to those primitives, one could also usevaitOneprimitive waiting for one result, no matter of
which it is; this primitive could be encoded with a little more effort by our prdxy, we do not present
it because it is not used in our example and we believe it is less crucial taathters waitOneis useful

in the case several workers perform the same task, and only oneisasedessary.

5 \Verification and Results

In principle, the steps for designing and validating a distributed applicationowitlapproach are:

1. Specify the structure and the behaviour of the application, in terms etamtiects (or compo-
nents). We provide editors for distributed components in the Vercors pigtpecific component
interfaces exist for group communication. Alternatively one could imagiris foostatic analysis
of Java/ProActive code, that would provide a similar abstraction of thesys

2. Generate a pNet model, following the approach in the previous sectienplai to have tools
automatizing this step in a near future, integrated in the Vercors platform.

3. Write user requirements, in the form of logical formulas in some tempora ltiglect (most
action-based logics will be suitable).

4. Use a model-checker to check the validity of theses formulas on theagedenodel. Currently
only finite-state model-checkers are capable to analyse our models. This theathe param-
eterized pNets have to be instantiated first to a finite system, and that the fernava to be
instantiated accordingly.
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Abstract data domaingzroupindex: Ge [0..2], Q_-Suggesargumentdatac {D1,D2}, Q_Suggestesult:bool
Observed sorts:

Initiator sort: {Q_Suggestdata), Q_Validate), Q_.Cancel ), R Suggestindex bool), R Validatgindex),

T _CollateResultgool)}

Participant sort{Q_Suggetdata), Q_Validate), Q_Cancel ), R_.Suggestbool), R Validate(), Error () }
ParticipantGroup sorf Q_Suggedtdata), Q_Validatg ), Q_Cancel)),R_.Suggesindex bool), R ValidategindeX),
Error()}

System sort{Q_Suggedidata), Q_Validatg), Q_Cancel),R Suggesiindex bool), Error (),

T _CollateResultgool)}

Subsystem brute force minimized gen. + min.
nb states | nb transitions | nb states| nb transitions (seconds)
Single Participant 1801 5338 90 376 8.2
Initiator 3163 152 081 54 1489 11.3
Full system:
with 3 participants, queue[1] 85213 839188 178 489 17.9
with 3 participants, queue[2] 170 349 1 646 368 458 1284 406.0
With Distributed generation generation Total Time States/Transitions States/Trans
algorithm (minimized)
Full system with 3 participants| brute force 6'45” 170 349 /1 646 368 458/1 284
(8x4 cores) tauconfluence 30’ 5591 /14 236 458 /1 284
Group of 2 participants brute force 11'32” | 13327 161/48 569 764 4811/ 24 588
(15x8 cores) tauconfluence  1150'55" 392961/1354948 | 4811/24588
Group of 3 participants tauconfluence - Out of memory -
(15x8 cores) estimate> 10! states

Figure 5: Size of the generated state spaces for different sub-systemsexample

The reader acquainted with model-checkers will have guessed thateagis are severely exposed
to state explosion. It is very important here to observe two facts: Firsinlyework with an abstraction
of the system. We use finite abstractions of data-values in the descriptiataofildmains, and we only
expose (and observe) the events that are useful for the propedtesndly, we make use as much as
possible of the congruence properties of our semantic model: we build teesptace in a hierarchical
manner, often minimizing partial models using branching bisimulation before bgittigir products.
But this strategy has limits, and sometimes it is better to build the state-space ayasteun under the
constraints of its environment, avoiding unnecessary complexity; this is illadtma our case-study by
the “Participant group” that has by itself a very high state complexity, of wbidy a small part is used
by the “Initiator” client.

In Figurel 5 we give figures obtained on our example. The systems in thd firees of the table
have been computed on a Fedora 10 box, with 2 dual-core Intel porsests2.40 GHz, with a total
of 3.8 Gbytes of RAM. The source specification was written in the intermediatesft Fiacre [13, 12],
and the state space generated using CADP version 2008-h. The systemtast part of the table have
been computed on a cluster with 15 nodes, each having 8 cores and 8 GbRRAM. We have been
using the Distributor tool of CADP for distributed state-space generatidth, av without on-the-fly
reduction by tauconfluence [22]; the distributed state space has to bedriatg a single state space
before minimization and model-checking. The execution times in this part inclediefiioyment of the
application, the distributed generation, the merging and the minimization of tHéngstate-space. A
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cell with a “-” means that the computation did not terminate.

The main lesson from this experiment is that intermediate systems will often tteus®in bottle-
necks in the system construction. Here, an unconstrained model foup gf 3 participants is already
too big to be computed on a single desktop machine. By contrast, computing #nadredf such a
group in the context of a specific client is feasible (here the model of theylstem with 3 participants
remains reasonably small). Generating the state-space in a distributechfgsfei® us the capability of
handling significantly larger models. On-the-fly reduction strategies &feliso, but to a certain point
only, because it may involve local computations that require large local mespacg themselves. In our
tests the generation of the model of a group with 3 participants failed: we edfithatethe brute force
model has approximately 125 billiards of states (this would require some Bbyfes of distributed
RAM, 25 times more than our full cluster). But even using on-the-fly rédndy tauconflence, local
computations caused an out-of-memory failure.

Proving properties We give here examples of functional behavioural properties that wekeld on
various scenarios. For this, we have built the global synchronisatiodupt of the system, with 3
Participants in the group (the number of participants does not changestiitsyeand with the size of
requests queues instantiated to 1 or 2 depending of the cases.

For expressing the properties, we could use any of the logical langyageided within the CADP
tool suite, including LTL, CTL, or specification patterns [18]. In gehesee use the regular alternative-
freep-calculus formalism, which is a powerful modal logic, nicely expressing as@muences as regular
expressions; it is the native logics of the model-checker. We have eti¢lk following formulas:

1. < Truex.Error > True: in the system with queue of length 1, the queues can signal an Error.
2. [Truex .Error]False: in the system with queue of length 2, the queues never signal an Error.

3. < Truex.Rsuggesti,b) > True: some paths lead to a response toshggest request.
4

. < Truex.T CollateResultfalse) > True: the collection of results by the Initiator can return
fal se.

5. After!Q_Suggedtid) EventuallyyQ_Cancel)V!Q_validatg)) : inevitable reachability of either
a validation or a cancellation after a date has been suggested. This fornvaldtes in the
specification patterns formalism, and expresses correct progress syfstem.

Properties 1. and 2. are checked on two different models, with diffsiea of the queue. They prove
that a bounded queue of length 2 is required and sufficient to ensucertteet operation of the system.
The Error action in the queue of a participant signals that a requeskiseddn a state where the Queue
is already full.

Properties 3. and 4. check the reachability of some possible eventsicidbhmproperty 3 has to be
checked for each possible values of parameters i and b, becaysedloeilus logic is not parameterized.

Property 5. expresses the correction of the (first iteration of the Mmmlreof the system: in response
to a suggest request, we guarantee that the initiator sends either a validaioancellation message.

It is interesting to discuss the tools available for exploring and debuggingetherated systems. In
addition to the model-checking and minimization engines, we have used tools for:

e exploring interactively the generated behaviour at the level of its Lofmesentation (OCIS)

e displaying graphically the generated LTS (BEBIT)
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Consider formula 1 that checks reachability of action Error. In additiorfTowe” result, the model-
checker produces a trace illustrating the reachability from the initial statsh@gn in Figure 6. The
trace consists in a full cycle through the system behaviour, from the inititd $o state 6 and action
“Q_cancel()". Then, because we do not wait for the return of the Camqgekests, one of the Participants
can still have a Cancel request pending in its queue when the Initiatos semdext Suggest request,
which leads to an Error. The BCEDIT tool can display the sequence of Figure 6. A finer trace showing
internal interactions and allowing user-driven guidance of the systarheabtained with the OCIS tool.

Q_Suggest(date) R_Suggest(0, true) R_Suggest(2, true) Cancel()
- R_Suggest(1, false) T_collateResults(false) ~ Q_Suggest(date)Error

O——0O——0O——0O——0 O O—0

Figure 6: Path containing the Error action

6 Conclusion

In this paper we have sketched models for specifying and verifying theaodobehaviour of group-
based applications. Our parameterized models enable the finite represenfagimups of arbitrary
size, and express the communication with such groups, together with th@adsdsynchronizations.
For our modelling, we focused on throActivelibrary; nevertheless these models can be applied to
other middlewares involving collective communications. Our parameterized|shade supported by
model checking tool. Besides they are hierarchical labelled transitionnsysteerefore suitable for
analysis with verification tools based on bisimulation semantics.

Our main contribution is to provide a behavioural semantic model for groopramication applica-
tions. It allows the application programmer to prove the correctness of hizhavioral properties, and
for instance detect deadlocks [8]. We have illustrated our approaah erample application, generated
the corresponding model, and proved several properties ensurigrtteet behaviour of the example.
The size of the generated system and the proven properties show thatsyistiem is entirely known at
instantiation time, we are able to prove non-trivial properties on examplesafsanable size.

Towards dynamic groups A nice perspective of this work is the verification of groups with dynamic
membership. Th@roActivemiddleware allow active objects to join and leave a group during execution.
This way the application can adapt dynamically in the case new group meméecassary to perform

a complex computation, or systematically when new machines join the networkuséhaf pNets will
facilitate the specification of dynamic groups thanks to the support fompesized processes and
synchronisation vectors.
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