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A Note on Fault Diagnosis Algorithms

Franck Casseaylember, IEEE

Abstract— In this paper we review algorithms for checking called thebounded diagnosability problerahecking whether
diagnosability of discrete-event systems and timed automata. a DES is diagnosable is thdiagnosability problem
We point out that the diagnosability problems in both cases Checking diagnosability for a given DES and a fixed

reduce to the emptiness problem for (timed) Bichi automata. t of ob bl t be d . | ial ti
Moreover, it is known that, checking whether a discrete-event SeL Ol ObSEfvanie events can be done in- polynomial ume

system is diagnosable, can also be reduced to checking boundedusing the algorithms of [5], [6]. Nevertheless the size of the
diagnosability. We establish a similar result for timed automata.  diagnoser can be exponential as it involves a determiniza-

We also provide a synthesis of the complexity results for the tion step. The extension of this DES framework to timed
different fault diagnosis problems. automata [7] (TA) has been proposed by S. Tripakis [8], and

Note: This paper is an extended version of the paper putie proved that the problem of checking diagnosability of a

lished in the proceedings of CDC'09. timed automaton is PSPACE-complete. In the timed case, the
diagnoser may be a Turing machine. In a subsequent work
|. INTRODUCTION by P. Bouyer andl. [9], the problem of checking whether

Discrete-event systems [1], [2] (DES) can be modelled b§ timed automaton is diagnosable by a diagnoser which is a
finite automata over an alphabet afservableeventsy. To  deterministicimed automaton was studied (we will not refer
address decision problems ungartial observatiorof DES, to this work in this paper.)
it is sufficient to add a special eventwhich represents all ~ The algorithms proposed in the DES framework [5], [6]
the unobservablections. and in the timed automata framework [8] rely on different

The Fault diagnosis problemis a typical example of assumptions and use different techniques: for example [5],
a problem under partial observation. We assume that tfi@] assumes that the DES liwe and contains no unobserv-
behavior of the DES is known and a model of it is availabl@ble loops; the algorithm to check the diagnosability problem
as a finite automaton over an alphabet {r, f}, wherex.  then consists in checking whether a cycle exists in a suitable
is the set of observable eventstepresents the unobservableProduct automaton; the algorithm of [8] for timed automata
events, and is a special unobservable event that correspond@®nsists in checking whether a infinite word can be accepted
to the faults: this is the original framework introduced byby & (product) Bichi automaton: the main reason for the use
M. Sampath andl. [3] and the reader is referred to this of a Bichi acceptance condition in this case is to ensure time
paper for a clear and exhaustive introduction to the subjecdivergence.

The aim of fault diagnosis is to detetaulty sequences Our Contribution. In this paper, we try to put into perspect-
of the DES by observing only the events Ia A faulty ive the results of [5], [6], [8], [10] by giving a uniform
sequence is a sequence of the DES containing an occurrefégsentation of the algorithms for fault diagnosis both in
of eventf. We assume that ambserverwhich has to detect the DES and timed automata settings. We also establish a
faults, knows the specification/model of the DES, and it i§not difficult but still) missing result for timed automata:
able to observe sequences afiservableevents. Based on diagnosability can be reduced to bounded diagnosability.
this knowledge, it has to announce whether an observatid¥other contribution of this paper is to examine in details
(a word in £*) was produced by a faulty sequence (inthe complexity of the problems and this is summarized in
(SUu{r, f})*) or not. Adiagnoser(for a DES) is an observer Table I.
which observes the sequences of observable events and id he results in this paper that are not new and have already
able to detect whether a fault event occurred, although it geen published are followed by the reference(s) in the core
not observable. If a diagnoser can detect a fault at most Of the text of after the Theorem keyword.
stepé after it occurred, the DES is said to Bediagnosable. ~ One such result is Theorem 3 which already appeared
It is diagnosable if it isA-diagnosable for somé\ € N. in [10]. It generalizes the previous results of [5], [6] and
Checking whether a DES iA-diagnosable for a giverh is ~ shows that fault diagnosis reduces téidBi emptiness for
DES. This has some interesting consequences regarding the
Franck Cassez is with National ICT Australia & CNRS, Locked Bagalgorithmic aspects of the problem as well as the tools that

6016, The University of New South Wales, Sydney NSW 1466, Australiacan be used to verify diagnosability These considerations
franck. cassez@nrs.irccyn. fr, Franck. Cassez@i cta. com au .
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_“The “companion paper’ [4] focuses on a less stringent notion off timed automata. Section I1l introduces the fault diagnosis
diagnosability called I-diagnosability. . . . .

2Steps are measured by the number of events, observable or not, whRFoblems we are interested in. Sections IV and V describes

occur in the DES. the algorithms to solve the diagnosability problems respect-



ively for DES and TA. Section VI summarizes the results. set of locations [ is theinitial location; X is a finite set
of clocks X is a finite set ofactions £ C L x C(X) x
¥, x 2% x L is a finite set otransitions for (¢, g,a,r,¢') €
% denotes a finite alphabet abld = XU{7} wherer ¢ X g 4 is the guard, « the action, andr the resetset; Inv €
is theunobservableaction.B = {TRUE, FALSE} is the set of C(X) associates with each location @variant, as usual
boolean valuesN the set of natural numbers, the set of \ye require the invariants to be conjunctions of constraints of
integers andQ the set of rational number® is the set of the formz < ¢ with <e {<,<}.FCLandR C L are
real numbers an® is the non-negative real numbers.  yegpectively thdinal and repeatedsets of locations. W
A. Clock Constraints An example of TA is given in Fig. 1. stateof A is a pair
(¢,v) € L x RE,. A run g of A from (£, vo) is a (finite or
infinite) sequence of alternatirdglay and discretemoves:

Il. PRELIMINARIES

Let X be a finite set of variables callezlocks A clock
valuationis a mapping : X — Rx(. We letRZ, be the set

. 2 . s "
of clock valuations overk'. We let0x be thezerovaluation 0 = (Lo,v0) 2> (€o,v0 + 80) 2% (£1,v1) -
where all the clocks inX are set to0 (we use0 when a1 5

X is clear from the context). Giveti € R, v + § denotes o= (ln,vn) = (b, v 4 0n) -+

the valuation defined byv + 0)(z) = v(z) + . We let ¢ for everyi > 0

C(X) be the set otonvex constraintsn X, i.e., the set of . .

conjunctions of constraints of the formw< ¢ with ¢ € Z * 'E}t:ete(si‘s_sl(?r\r/fﬁlt)r;?:si?iog(fé S{ 6’{ i) € Bt ()

and<e {<, <,=,>,>}. Given a constrainy € C(X) and * Vi +0; = g: and i) v ’L’igz’(g”fé )’[J;l] b
7 7 7 +1 — % % i]-

a valuationv, we writev |= g if ¢ is satisfied byv. Given o oo .
R C X and a valuatior, v[R] is the valuation defined by The set of finite (resp. infinite) runs from a states denoted

v[R](z) = v(z) if « ¢ R andv[R](z) = 0 otherwise. Runs (s, A) (resp.Run$’(s, A)) and we defindRuns (A4) =
_ Runs ((lp,0), A) and Run$’(A) = Run$’((lp,0),A). As

B. Timed Words before Run§A) = Runs(A) U Rung'(A). If o is finite
The set of finite (resp. infinite) words ov&ris ¥* (resp. and ends ins,, we let last(p) = s,. Because of the

¥#) and we let>> = X*UX¥. A languageL is any subset denseness of the time domain, the unfolding Afas a
of ¥°°. A finite (resp. infinite)timed wordover X is a word graph is infinite (uncountable number of states and delay
in (R>0.X)*.R>q (resp.(R>¢.X)“). We letDur(w) be the edges). Thetrace tr(p), of a run o is the timed word
duration of a timed wordv which is defined to be the sum 7 /5 (doaod1as - - - andy, - --). We let Dur(g) = Dur(tr(o)).
of the durations (inR>,) which appear inw; if this sum For V' C RungA), we letTr(V) = {tr(¢) | o € V}, which
is infinite, the duration iso. Note that the duration of an is the set of traces of the runs In.
infinite word can be finite, and such words which contain A finite (resp. infinite) timed wordv is acceptedoy A if it
an infinite number of letters, are call@&nowords. We let is the trace of a run ofl that ends in arF'-location (resp. a
Unt(w) be theuntimedversion ofw obtained by erasing all run that reaches infinitely often @®-location).L£*(A) (resp.
the durations inv, e.g.,Unt(0.4 @ 1.0 b 2.7 ¢) = abe. Inthis  L¥(A)) is the set of traces of finite (resp. infinite) timed
paper we write timed words &54 a 1.0 b 2.7 ¢--- where words accepted by, and £L(A4) = L*(A4) U L¥(A) is the
the real values are the durations elapsed between two lettesst of timed words accepted b¥. In the sequel we often
thusc occurs at global time.1. omit the sets? and F' in TA and this implicitly meand” = L
TW*(X) is the set of finite timed words ovet, TW¥(X), andR = @.
the set of infinite timed words an@iw™> (%) = TW*(X) U
TW¥(X). A timed languagés any subset oTW>(X).
Let w5, be the projection of timed words GfW> (%)

A finite automaton (FA) is a particular TA witlk = &.
Consequently guards and invariants are vacuously true and

. , S : time elapsing transitions do not exist. We write = (L,
over timed words ofTW>°(%’). When projecting a timed lo,S~. B, F, R) for a FA. A run is thus a sequence of the

word w on a sub-alphabeE’ C X, the durations elap- ’
. ) - form:
sed between two events are set accordingly: for instance
T /{ac} (0.4 a 1.0 b 2.7 ¢) = 0.4 a 3.7 c (projection erases 0 = Lol Gn-lop ..
some letters but keep the time elapsed between two letters). _ o

L}. Giveny’ C %, /s (L) = {m s (w) | w € L}. and Iangua_lges are straightforward._ln thi§ case, the duration
] of a runp is the number of steps (includingsteps) ofo:
C. Timed Automata if o is finite and ends i, Dur(p) = n and otherwise

Timed automata (TA) are finite automata extended witur(p) = oo.
real-valued clocks to specify timing constraints between )
occurrences of events. For a detailed presentation of th Region Graph of a TA
fundamental results for timed automata, the reader is referredThe region graph RGA) of a TA A is a finite quotient
to the seminal paper of R. Alur and D. Dill [7]. of the infinite graph ofA which is time-abstract bisimilar
Definition 1 (Timed Automaton)A Timed Automatond to A [7]. It is a FA on the alphabel’ = E U {r}. The
is a tuple (L, ly, X,%., E,Inv, F, R) where: L is a finite states ofRG(A) are pairs(¢,r) where/ € L is a location



of A andr is aregionof RX,. More generally, the edges of

the graph are tuple, ¢, s’') wheres, s’ are states oRG(A)
andt € E’. Genuine unobservable movesAfabelledr are
labelled by tuples of the fornfs, (g, 7,7),s’) in RG(A). An

edge(g, A\, R) in the region graph corresponds to a discrete

transition of A with guardg, action A and reset seR. A 7

move inRG(A) stands for a delay move to the time-successor

region. The initial state oRG(A) is (lp,0). A final (resp.
repeated) state dRG(A) is a state(¢,r) with £ € F (resp.

¢ € R). A fundamental property of the region graph [7] is:

Theorem 1 ([7]): L(RG(A)) = Unt(L(A)).
In other words:

b

fiz>a (I —( s
@ x:=0 /mSG]
— g —— 1
[z < 6] \
T, <3 l4—b)l5
[z <3

Figure 1. The Timed Automatosd(«)

of A-faulty runs of A. Note that by definition, ifA’ > A

1) if w is accepted byRG(A), then there is a timed word then Faulty. ,,(4) C Faulty, A (A). We let Faulty(A) =

v with Unt(v) = w s.t. v is accepted byA.
2) if v is accepted by, thenUnt(w) is acceptedRG(A).

UaxoFaulty, 5 (4) = Faulty,,(A) be the set of faulty runs
of A, andNonFaultyA) = RungA) \ Faulty(A) be the set

The (maximum) size of the region graph is exponential inf non-faulty runs ofA. Finally

the number of clocks and in the maximum constant of
automatonA (see [7]):|[RG(A)| = |L| - | X|! - 2IXI . KIX]
where K is the largest constant used ih

E. Product of TA

Definition 2 (Product of TA)Let A; = (L;, 15, X;, 2%,
E;, Inv;), i € {1,2}, be TA s.t. X; N X3 = @. The product
of A; and A, is the TA A; x Ay = (L, 1y, X,X., E,Inv)
given by: L = Ly x Lo; lp = (I§,13); & = St U
X=X UXy;andE C L xC(X) x ¥, x 2% x L and
((fl,fg),glyg,a,n( /1,£/2>) € Eif:

« eithero € (X1 NX2) \ {7}, and ¢) (k. gk, 0, 7%, ¢},) €
Ey for k=1 andk = 2; (1) g12 = g1 N\ g2 and §iz)
r=ry Ursy,

eorfork=1ork=20¢c (3, \23-r)U{r}, and ¢)
(ks Gy 0,71, £),) € B (44) g1,2 = gx @nd id) r = 1y

and finally Inv(¢y, ¢3) = Inv(¢1) A Inv(és). ]

The definition of product also applies to finite automata.

I1l. FAULT DIAGNOSIS PROBLEMS
The material in this section is based on [6], [8], [10].

model timed systems with faults, we use timed automata,

on the alphabet:; ; = X, U {f} where f is the faulty

(unobservable) event. We only consider one type of fau

here, but the results we give are valid for many types of faull}g“th A o ,
. f}: indeed solving the many types diagnosab- Example 1:The TA A(3) in Fig. 1 taken from [8] is

{fl,fQ;"'

ility problem amounts to solving: one type diagnosability

the
Fault;}éA(A) = Tr(Faulty, o (4))

and
NonFaulty (4) = Tr(NonFaulty A))

which are the tracésof A-faulty and non-faulty runs ofl.

The purpose of fault diagnosis is to detect a fault as soon
as possible. Faults are unobservable and only the events in
Y can be observed as well as the time elapsed between these
events. Whenever the system generates a timed wottle
observer can only se& s (w). If an observer can detect
faults in this way it is called a@iagnoser A diagnoser must
detect a fault within a given delagx € N.

Definition 3 (A-Diagnoser): Let A be a TA over the
alphabet; s andA € N. A A-diagnoserfor A is a mapping
D : TW*(X) — {0,1} such that:

« for eachp € NonFaultyA), D(tr(o)) = 0,

« for eachyp € Faulty. , (4), D(tr(p)) = 1. [ |
A is A-diagnosable if there exists/A-diagnoser ford. A is

Todiagnosable if there is somk € N s.t. A estA-diagnosable.
Remark 1:Nothing is required for theA’-faulty words
with A’ < A. Thus a diagnoser could change its mind and
gnswersl for a A’-faulty word, and0 for a A”-faulty word

[ < A" <AL

3-diagnosable. For the timed words of the forma.d.b.t’

problems [6]. Other unobservable events are abstracted a¥/#! ¢ < 3, no fault has occurred, whereas when> 3
7 action (oner suffices as these events are all unobservabled, fault must have occurred. A diagnoser can then be easily

The system we want to supervise is given as aAA=
(L,10, X, 27 s, E,Inv). Fig. 1 gives an example of such

system ¢ € N is a parameter). Invariants in the automator(2)

A(a) are written within square brackets as[in< 3].
Let A e N. Arun of A

o = (lo,vo) o, (o, v0 + o) = (£1,v1) -+ -
O, (bny vy +0) -+

: an—le (énu Un)

is A-faulty if: (1) there is an index s.t.a; = f and (2)
the duration of the run’ = (¢;,v;) % On, (bpyvp +

8p) e

is larger thanA. We let Faulty, 5 (A) be the set

constructed. As we have to wait for &"“action to detect a
fault, D cannot detect a fault i2 time units. Ifa = 2, in
there are two runs:

a

(I0,0) % (11,0) 22 (11,2.5) L (1, 2.5)
02, (15,2.7) % (15,2.7) % (1o, 2.7+ 0)
(10,0) % (11,0) 225 (11,2.5) 5 (14, 2.5)
02, (14,2.7) % (15,2.7) % (15, 2.7+ 0)

p1(9)

l

p2(9)

—

3Notice thattr(o) erasesr and f.



that satisfytr(p;(d)) = tr(p2(0)), and this for everys > 0. A. Problem 1

For eachA € N, there are two rung; (A) andpz(A) which 15 check Problem 1 we have to decide whether there is a
produce the same observations and thus no diagnoser qa0 1)-faulty run p; and a non-faulty rurm, that give the
exist. A(2) is not diagnosable. same observations when projected®nAn easy way to do
The classical fault diagnosis problems are the following: this is to build a finite automatof8 which accepts exactly
Problem 1 (Bounded oA-Diagnosability): those runs, and check wheth&(s) is empty or not.
INPUTS A TA A = (L, £y, X, %, f, B, Inv) and A € N. Let A; = (Q x{~1,0,--- , A+1},(qo0, —1), X7, —1) be
PROBLEM: Is A A-diagnosable? the automaton with—; defined by:
Problem 2 (Diagnosability): e (g,m) 2. (¢',n) if g 2, ¢ andn = —1 and \ €
INPUTS ATA A= (L, 0y, X, %, ¢, E,InV). Su{rh
PROBLEM: Is A diagnosable? e (gn) 251 (¢, min(n+ 1,A + 1)) if ¢ = ¢ and
Problem 3 (Maximum delay): n>0and\ e X U{r};

INPUTS ATA A= (L, 4y, X, % 5, E,Inv).
ProOBLEM: If A is diagnosable, what is the minimur
s.t. A is A-diagnosable ?

e (¢,n) =1 (¢,min(n+1,A+1) if ¢ S, q.

Let Ay = (Q, qo, &y, —2) With: ¢ ——5 ¢’ if ¢ —— ¢’ and
A€ YU {r}. DefineB = A; x A, with the final stated

We do not address here the problem of synthesizing & 3 given by: Fz = {((¢{, A+ 1),¢) | (4,¢) € Q x Q}.
diagnoser and the reader is referred to [6], [5], [8], [9] for ane let R = @. It is straightforward to see that:
detailed presentation. Theorem 2: A is A-diagnosable iffC*(B) = .

A necessary and sufficient condition for diagnosability was As language emptiness foB amounts to reachability
already established in [3], but was stated on a candidaggecking, it can be done in linear time in the sizef%fStill
diagnoser. We give here a simple language based conditigictly speaking, the automatd has size(A + 1) - |A|?
valid in both the discrete and timed cases. According t@hich is exponential in the size of the inputs of the problem
Definition 3, A is diagnosable, iff, there is som& € N 4 and A becauseA is given in binary. Thus Problem 1
s.t. A is A-diagnosable. Thus: can be solved in EXPTIME. As storing\ requires only

. ) . ) polynomial space Problem 1 is in PSPACE. Actually check-
A is not diagnosable—-VA € N, A is not A-diagnosable. jng problem 1 can be done in PTIME (see the end of this

_ . . section).
Moreover a trace based definition &f-diagnosability can
be stated as4 is A-diagnosable iff B. Problem 2
To check whethe# is diagnosable, we build a synchron-
FaultyZ » (4) N NonFaulty (4) = &. (1) ized productA; x A, s.t. A; behaves exactly asl but

L . . records in its state whether a fault has occurred, dad
This gives a necessary and sufficient condition for norsepayes fiked without the faulty runs as before. It is then
diagnosability and thus diagnosability: as if A = 0 in the previous construction. We let; , be the
VA € N transition relation ofd; x As. A faulty run of A; x As is

’ a run for whichA; reaches a faulty state of the forfy, 1).

Jp € NonFaulty A) (2) To decide whether! is diagnosable we build an extended

3p’ € Faultys 5 (A) s.t. version ofA; x As which is a Bichi automatorB as follows:

tr(p) = tr(p’), B has a boolean variable which records whetherd;
participated in the last transition fired by, x A;. Assume

or in other words, there is no pair of rufs;, po) with p; €  we have a predicate4;Movet) which is true whenA4,
Faulty- A (A), p2 € NonFaultf A) the traces of which are participates in a transitionof the product4; x A,. A state of

A is not diagnosable=>

equal. B is a pair(s, z) wheres is a state ofd; x As. B is given by
the tUp'e((Q X {07 ]-} X Q) X {07 1}7 ((q07 O)a q0, O)a E'r; —B
IV. ALGORITHMS FORDISCRETEEVENT SYSTEMS , @, Rp) with:

. _ _ . . o (5,2) ——p (s',2") if (i) there exists a transitioh :
In this section we briefly review the main results about ¢ 2, . «in 4, x A,, and (i) 2 = 1 if A;Movet)
diagnosability of discrete-event systems. We consider here  anq ./ = o otherwise:
that the DES is given by aFMl = (Q7qo’ ET’f’H)' b RB = {(((Q7 1)7(]/)3 1) | ((qa 1)7q/) € Al X A2}

Moreover we assume that the automatéris such that accepts the languag®(B) = £¢(13) C ©¥. Moreover this
every faulty run of lengthn can be extended to a run of language satisfies a nice property:

lengthn + 1; this assumption simplifies the proofs (of some  thaorem 3 ([10]): A is diagnosable ific* (B) = 2.

lemmas in [10]) and itd does not satisfy it, it is easy t0 add s theorem has for consequence that the diagnosability

7 loops FO deadlock stat.es of to ensure it holds. It does problem can be checked in quadratic time: the autom#ton
not modify the observation made by the external observer

and thus does not modify the diagnosability statusdof 4This is easy to define when building; x As.



has sized - |AJ? i.e., O(]AJ?) and checking emptiness for can be solved in polynomial tim& (| A[*).
Buchi automaton can be done in linear time. Thus diagnos- Finally, solving Problem 3 can be done by a binary search
ability can be checked in PTIME. Polynomial algorithms forsolving iteratively A-diagnosability problems starting with
checking diagnosability (Problem 2) were already reported = 2 - |A|2. Thus Problem 3 can be solved @(|A[*).
in [5], [6]. In these two papers, the plant cannot havéJsing a different approach, Problem 3 was reported to be
unobservable loops i.e., loops that consist 7ofactions. solvable inO(|Q|?) in [15].
Our algorithm does not have this limitation (we even may In the sequel we recall the algorithm for checking dia-
have to addr loops to ensure that each faulty run can begnosability for TA and establish a counterpart of Theorem 4
extended). Note also that in [5], [6], the product constructiofor TA.
is symmetric in the sense that, is a copy of A as well.
Our A, does not contain th¢ transitions, which is a minor V. ALGORITHMS FORTIMED AUTOMATA
difference complexity-wise, but in practice this can be useful We first recall how to checkA-diagnosability for TA
to reduce the size of the product. which first appeared in [8].

Moreover, reducing Problem 2 to emptiness checking of
Biichi automata is interesting in many respects: A. Problem 1

« the proof (see [10]) of Theorem 3 is easy and short; Let ¢ be a fresh clock not inX. Let A;(A) = ((L x
algorithms for checking Bchi emptiness are well- {0,1}) U {Bad}, (lp,0), X U {t}, X, E1,Inv;) with:
known and correctness follows easily as well; e ((4,n), g, A\, r,(¢',n)) € Ey if (g, \,r,0') € E, )\ €

« this also implies that standard tools from theodel- Lu{r}
checking/verificatiorcommunity can be used to check o ((¢,0),g,7,7U{t},(¢',1)) € E; if (¢,9, f,r,¢') € E;
for diagnosability. There are very efficient tools to o Invy((¢,n)) = Inv(¢);
check for Bichi emptiness (e.g.,MN [11]). Numerous o forte L, ((¢4,1),t > A, 7,9, Bad) € E;
a_lgonthmg I|keon-the—flyalgor|thms [12] ha\{e been de- 5ng As = (L, 1y, Xo, %1, Es, Invy) with:
signed to improve memory/time consumption (see [13]
for an overview). Also when the DES is not diagnosable
a counter-example is provided by these tools. The
input languages (like ROMELA for SPIN) that can be their counternarts: r is r with the same renaming:
used to specify the DES are more expressive than the parkz, rz IST g

e . . o INvo () = Inv(?).
specification languages of some dedicated fotile ‘ )
DESUMA/UMDES [14] (notice that the comparison Considerd;(A) x A,. A faulty state ofA;(A) x As is
with DESUMA/UMDES concemns only the diagnosab-2 State of the forn{((¢,1),v), (¢, v")) i.e., where the state

ility algorithms; DESUMA/UMDES can perform a lot ©f 41 i faulty. LetRuns.»(A:(A) x A;) be the runs of
more than checking diagnosability). Ai1(A) x Ay s.t. a faulty state ofd; is encountered and

s.t. at leastA time units have elapsed after this state. If

From Theorem 3, one can also conclude that duetgnoa;|iS set is not empty, there are two runs, ahdaulty and

a.b'“ty amounts to bounded d|agno§ab|I|ty: indeedAifis one non-faulty which give the same observation. Moreover,
diagnosable, there can be no accepting cycles of faulty Statt?gcause is reset exactly when the first fault occurs, we have
in 3; in this case there cannot be a faulty run of length morg y

H / /
than2 - |Q|? in B. Thus Problem 2 reduces to a particular = A Conver;ely, if a state of the for((£, 1), v), (€', v'))
. . . - " with v(t) > A is reachable, then there are two runs, dae
instance of Problem 1 which was already stated in [6]: . : .
A . e faulty and one non-faulty which give the same observation.

Theorem 4 ([6]): A is diagnosable if and only ifl is (2- . : ) .

- Location Bad in A; is thus reachable exactly il is not
|Q|*)-diagnosable.

. ) . A-diagnosable. LeD be A;(A) x A, with the final set of
This appeals from some final remarks on the algorithms 8cati0nsFD — {Bad} and Rp — .

should choose to check diagnosability: for the particular case o . .
. o Theorem 5 ([8]): A is A-diagnosable iffC*(D) = @.
_ 9. 2
of A =2-|A%, solving Problem 1 (a reachability prObIem)Checking reachability of a location for TA is PSPACE-

can be done in time-|A|%-| A|? i.e.,O(]A|*) whereas solving . : . :
. L | complete [7]. More precisely, it can be done in linear time
directly Problem 2 as a #hi emptiness problem can be . . :
on the region graph. The size of the region graphPofs

done inO(]A|?). Thus the extra-cost of using a reachability(2 L 4 L) - (21X] 4+ 1) - 22 X141 g2IXT LA where K

algorithm is still reasonable. bs the maximal constant appearing ih Hence:

The Bichi-emptiness algorithm used to solve. Problem Corollary 1: Problem 1 can be solved in PSPACE for TA.
can also be used to solve Problem 1 for a giv&nand

automatonA with set of state€): if A > 2.|Q|?, then we B. Problem 2
check wetherA is diagnosable and this gives the answer to
Problem 1; otherwise, i\ < 2-|Q|?, we check wetherd

is A-diagnosable but in polynomial time. Hence Problem

o Xo={xo | z € X} (clocks of A are renamed);
. (f,gg,Aﬂ”g,fl) € Es if (5797)\,7‘,”) eEFE,N€E ZU{T}
with: g is g where the clocks: in X are replaced by

As for the untimed case, we build an automai®nwhich

is special version ofd;(A) x As. AssumeA; is defined

as before omitting the clock and the locationBad. In the
SUMDES was the only publicly available tool which could be found byt'med case, we have to take care of the following real-time

a Google search. related problems [8]:



« some runs ofd, might prevent time from elapsing from in A; x A, x Div(x) itself’. Let a(A) denote the size of the
a given point in time. In this case, equation (1) cannotegion graptRG(A4; x A; xDiv(z)). If A is diagnosable, then
be satisfied but this is for an artificial reason: far (P;): a faulty state irRG(A4; x A2 x Div(z)) can be followed
large enough, there will be nA faulty runin A; x A, by at mosta(A) (faulty) states. Notice that a faulty state
becauseA, will block the time. In this case we can cannot be followed by a state, ) wherer is an unbounded
claim that A is diagnosable but it is not realistic; region of A, as this would give rise to a non-Zeno word in

« a more tricky thing may happem; could produce a A; x As x Div(z). Hence {): all the regions following a
Zeno ruff after a fault occurred. This could happen byfaulty state iInRG(A; x A, x Div(z)) are bounded. As the
firing infinitely many transitions in a bounded amountamount of time which can elapse within a region is less than
of time. If we declare thatd is not diagnosable but 1 time unif, this implies that the duration of the longest
the only witness run is a Zeno run, it does not havéaulty run in A; x A, x Div(z) is less tham(A). Actually
any physical meaning. Thus to declare thatis not as every other region is singular regiod, it must be less
diagnosable, we should find a non-Zeno witness whicthan (a(A)/2) 4+ 1. Thus we obtain the following result:
is realizable, and for which time diverges. Theorem 8:A is diagnosable if and only ifA is

To cope with the previous dense-time related problems we(4)/2) + 1-diagnosable.

have to ensure that the two following conditions are met: As diagnosability can be reducedfodiagnosability for TA:
Cy: A, is timelock-freei.e., A, cannot prevent time Corollary 2: Problem 1 is PSPACE-complete for TA.

from elapsing; this implies that every finite non-Problem 3 can be solved by a binary search and is also in
faulty run of A, can be extended in a time divergentPSPACE for TA. Although Problem 1 and Problem 2 are
run. We can assume that, satisfies this property PSPACE-complete for timed automata, the price to pay to
or check it onA, before checking diagnosability; solve Problem 2 as a reachability problem is much higher
Cy: for A to be non-diagnosable, we must find arfhan solving it as a Bchi emptiness problem: indeed the

infinite run in A, x A, for which time diverges. ~ Size of the region graph ofl; («(4)) x A, is the square of

C. can be enforcd ty aadng a i tmad automarofe 32 1 1en o f L < (s wh =
Div(z) and synchronizing it with4; x As. Let z be a fresh y exp '

n n2 . . A .
clock not in X. Let Div(z) = ({0,1},0,{x}, E,Inv) be Z_Sbclcr);\{euEaZZmZ to 2™ which is not negligible as in the
the TA given in Fig. 2. If we use’ = @ and R = {1} ! ’

VI. CONCLUSION

i The main conclusions we can draw from the previous
— presentation are two-fold.

From a theoretical viewpoint, it shows that the fault
diagnosis algorithms for DES and for TA are essentially
the same: in both cases, diagnosability can be reduced to
Buchi emptiness; and also to bounded diagnosability. The
interesting point is that the complexity of the algorithms are
the same for DES and TA except that for timed automata,
the complexity measure is space (Table I).

Figure 2. Timed AutomatoDiv(z)

for Div(z), any accepted run is time divergent. LBt =
(A1 x As) x Div(z) with Fp = @ and Rp is the set of
states whered; is in a faulty state an®iv(z) is location1.
The following theorem is the TA counterpart of Theorem 3: TABLE |
Theorem 6 ([8]): A is diagnosable iffC¥ (D) = &. SUMMARY OF THE RESULTS
Deciding whether £“(A) # @ for TA is PSPACE-
complete [7]. Thus deciding diagnosability is in PSPACE.

- A-Diagnosability Diagnosability
.The rea.c.hablllty problem for TA can be reduced to a Reach Algorithm | Bichi Algorithm | Reach Algorithm
diagnosability problem [8]. LetA be a TA on alphabet PTIME PTIVE PTIME
3. and End a particular location ofA. We want to check DES O(|A]Y) O(|A]?) O(lA]%)
whetherEnd is reachable inA. It suffices to buildA’ on TA PSPACE-C. Pglzac‘g)-c. PCS)'?I/XE)'C-

the alphabet, ; by adding toA the following transitions:
(End TRUE, A\, @,End) for A € {7, f}. Then: A’ is not _ _ o
diagnosable iffEnd is reachable ind. It follows that: From a practical viewpoint, it clearly shows that the

Theorem 7 ([8]): Problem 2 is PSPACE-complete for TA. model-checking algorithms and tools developed in the
We can draw another conclusion from the previous theorerfitodel-checking/verification community can be used to solve
if a TA A is diagnosable, there cannot be any cycle with . ) )
faulty states in the region araph df x A- x DiV(:L‘) Indeed Note that this is true because we add the autommm(m). Otherwise

Yy ) g grap 1 2 : ' an infinite run in the region graph of a TA does not imply a time divergent
otherwise, by Theorem 1, there would be a non-Zeno wordn in the TA A itself.
8We assume the constants are integers.

6A Zeno run is a run with infinitely many discrete steps the duration of °A singular region is a region in which time elapsing is not possible
which is bounded. e.g., defined byr = 0Ay > 1.




the diagnosability problems; these tools usually have a verys]
expressive specification language (e.g., Promela/Spin [16],
UPPAAL [17] or KRONOS [18]) and very efficient data
structures/implementations (e.g., [13] or [19]). [
We can also use the results in Table | to guide our choice
of algorithms for checking diagnosability. L&eachdenote
the reachability algorithm for checkinty-diagnosability and
Buchi denote the Bchi emptiness algorithm for checking [10]
diagnosability:

« time-wise, solving the diagnosability problem for aq)
finite automaton usindreachis a bit more expensive

than usingBuchi but the difference is not drastic; (12]
« for a timed automatory it is totally different: space-
wise the amount of space required Reachis the [13]

square of the amount of space required Bychi
Time-wise this means a worst case blow up fro 14]
214" to 241" 1t is thus clear that one should use the
Buchi emptiness algorithm in this case. CheckingBi
emptiness for TA is efficiently implemented in a Ver-(15]
sion of KRONOS (Profounder) [20] and in UPPAAL-
TiGA [21], the game version of UPPAAL [22].

The previous results show that model-checking tools (boths]
for finite and timed automata) are suitable to solve th ]
diagnosis problems, and provide expressive specification
languages and efficient algorithms and tools.
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