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1 Introduction tion improving memory-level parallelism; (4) we propose
the 4P thread-aware policy and a simple method for fairer

Replacement policies for virtual memories or caches haygaring of a cache by multiple programs.

been studied for aimost 5 decades. An optiofélinere-  oyr submission to the competition is configured to sim-

placement policy was introduced by Belady during th@ate 3P for the single-core configuration and 4P for the
1960's [2]. It is termedoffline because it relies on themyjti-core configuration.

knowledge of future address references. However, re-

placement policies that can be implemented in practide The 3P cache replacement policy
areonline policies that have no knovyledge of f_uture re_fé_1 DIP and write-back bypass
erences. Actually, there does not exist any optimal online

replacement policy, in the sense that it would outperforfihe 3P policy is derived incrementally from the DIP pol-
all the other policies on all address sequences. This ¢ey DIP uses set sampling and bimodal insertion [4]. Sev-
be seen, for instance, by considering the set of all the pesal variations of DIP are possible. The DIP variant that is
sible address sequences of a given length, with addrestescribed in [4] (which we simply calDIP in this paper)
taken from a finite set. On this set of sequenedisthe is based on LRU and assumes that the cache block size is
online replacement policies have the same average ntigssame for all cache levels. A fraction of the cache sets
ratio. Nevertheless, not all replacement policies arevequis dedicated to LRU, an equally sized fraction is dedicated
alent in practice. Program-generated address sequenaeédfkU BIP, and all the other cache sets tollower sets
have characteristics that make certain policies better thesing the best policy according to the sign of the PSEL
others in practice. The LRU policy and some approxitounter which gives the difference between the number of
mations of it, like the CLOCK policy, are known to bamisses in LRU-dedicated sets and in BIP-dedicated sets.
good replacement policies in many practical situatioridnder LRU BIP, a block is promoted to the most-recently-
On some sequences, LRU is almost as good as Beladysed position upon a hit, or with a probabiliycalled
policy. Yet, LRU’s success is very dependent on appthe bimodal throttling parametef4]. BIP is useful for
cations characteristics, and there exists some appliatipreventing large data sets from polluting the cache with
for which LRU is far from Belady’s minimum. In 1972 ,blocks that will not be reused before eviction. For large
Thorington and Irwin proposed a hardware paging medhssociativities, BIP is an effective way to emulate cache
anism to select dynamically, for each application, the béstpassing. With DIP, it is important that all cache levels
among a predefined set of policies [7]. This general idaae the same block size. Some recent studies evaluating
was rediscovered recently for L2 and L3 processor cachii® have assumed L1 blocks smaller than L2 blocks, and
[5, 6, 4]. In particular, two key ideas were introduced bthis "kills” DIP. This does not mean that the principles be-
Qureshi et al. :set samplind5] and bimodal insertion hind DIP are incompatible with blocks of different sizes,
(BIP) [4]. These two ideas are used in the DIP policy [4{his means that DIP must be modified and adapted accord-
The 3P and 4P replacement policies we propose are basegty (some simple solutions are possible, they are out of
on the CLOCK policy and use set sampling and bimodile scope of this study). Nevertheless, the simulation set-
insertion. We make four contributions : (1) we show howp for the competition assumes a unique block size for all
bimodal insertion can be emulated under the CLOCK pdaache levels, so we do not have the problem here. An im-
icy; (2) we introduce a multi-policy selection mechanismortant feature of our DIP implementation is to not update
that allows combining more than two different policieghe state of the replacement policy when the L3 cache is
(3) we introduce the 3P policy that uses a bimodal inserecessed by L2 write-backs. We call this featurite-
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Figure 1:Percentage of speedup relative to LRU on a 1MB 16-way L3 cfch2iP without WBB, DIP, CLOCK DIP,
3P with L= 1 and 3P with L= 64.

back bypasfWBB). WBB was assumed in the originabits per cache set, which is less than what practical LRU
DIP [4], but its importance was not highlighted. The LRlimplementations require. Upon a cache hit, dilsebit as-
policy giving the baseline performance in this study dossciated with the hitting block is set. Upon a cache miss,
not use WBB. Unless specified otherwise, the other poland for choosing a victim, we inspect the use bit of the
cies use WBB. For simulations, we generated traces framock stored in the way pointed to by the hand. If the use
the SPEC 2006 benchmarks. Each trace represents Bid@ null, the block is victimized. Otherwise, the use bit
millions instructions (the first 40 billions instructions i is reset, the hand is incremented modulo 16, and the same
each benchmark were skipped). Our simulation resuiésk is repeated as many times as necessary until we find
were obtained with the simulation infrastructure provideadvictim (in the worst case, 16 iterations are necesjary
for the competition. Figure 1 shows, for each benckivhen the victim way is found, we insert the newly al-
marlké, the speedup relative to LRU on a 16-way 1Mibcated blockB there. There are two possible options :
L3 cache. DIP uses a 12-bit PSEL countek 32 ded- either we leave the use bit for that way reset, or we may
icated sets, and a 6-bit BIPCTR counter to implemesgt it. If we set the use bit fd8, the hand will be incre-
€ =1/64, as described in [4] (BIPCTR is incremented omented on the next miss, and bloBkwill likely be pro-
each miss and we insert the missing block in the MRigcted against eviction for several misses, in a LRU-like
position when BIPCTR is null). First, we observe thdashion. If we choose not to set the use bitBythen the
DIP without WBB provides significant speedup on a felvand will be incremented on the next miss only if block
benchmarks456.hmme#r82.sphinx3183.xalancbmkas B is re-referenced in the meantime. If not re-referenced,
expected. Second, we observe that WBB provides yabdck B will be the next victim, in a BIP-like fashion. In
more speedup, especially et29.mcf 436.cactusADM the CLOCK DIP policy, some sets are dedicated to the
456.hmmenand464.h264ref normal CLOCK policy that sets the use bit on a miss,

: some sets are dedicated to i OCK BIP policy that
2.2 TheCLOCK DIP policy sets the use bit with probability= 1/64 on a miss, and
The 3P policy is based on a variant of CLOCK. In prathe other sets use the best among CLOCK and CLOCK
tice, CLOCK needs less storage than LRU and it coBiP. Figure 1 shows speedups for CLOCK DIP. The pa-
sumes less energy on cache hits. Variants of the CLO@GXneters (PSEL width, dedicated sets, BIPCTR) are the
paging policy have been known for a long time [3, 1], arghme as for DIP. In practice, CLOCK DIP is very close to
its use as an L2 and L3 cache replacement policy wag.
revisited recently [8]. The CLOCK variant that we im-2 3 The3p polic
plemented works as follows. Each block in the 16-way Y
set-associative L3 cache is associated witlsabit, and On benchmarkd73.astar we observed some address pat-
there is one 4-bit clockandstored along with each cachderns where the accesses are approximately cyclic, but the
set. The storage overhead of CLOCK is-46x 1 =20 active working set drifts progressively, some addresses

n our simulations, WBB is almost effectless with LRU. 3The L3 miss latency is high, there should be enough time toper
2We do not have results fai81.wrfbecause we could not compile it.this task sequentially. Pure combinational logic may aklsaised.



being no longer accessed after some time and new g8d- The 4P cache replacement policy
dresses entering the active working set. On this kind of

pattern, BIP witre = 1/64 underperforms because of thRIP is effective not only for a private L2/L3 cache but
working-set drifting, and LRU underperforms because 85 for a cache shared by multiple programs/threads. In

the (approximately) cyclic patterns. In such situation, \A?eshared.cache, DIP can decrease the numb_er of misses
found that BIP withe = 1/2 is a slightly better policy. for BIP-friendly threads that have a large working set ac-

This led us to the 3P policy, where some sets are defffSSed in a cyclic way. But DIP may also decrease the

cated to CLOCK, some to CLOCK BIP with= 1/64 number of misses for a LRU-friendly thread that would
and some to CLéCK BIP witk = 1/2. However, a sir’1- not benefit from DIP in a private cache, by decreasing the

gle PSEL counter is not sufficient to choose the best d@f€ at which blocks belonging to that thread are evicted
of 3 different policies, so we had to use a different mechY Other threads. Hence a thread-unaware policy like DIP

nism, inspired from the PSEL counter. To choose betwen3P 1S on average better than LRU not only in a private
N policies, we us&l counters, ---, Py. When a miss oc- L3 cache but also in a shared L3 cache. For evaluating the

curs in a set dedicated to poligywe addN — 1 toPj and shared cache, we used the simulation infrastructure pro-

we subtract 1 to each of the otHri # j. By doing this, vided for the competition and we used@ndomwork-
the sum of allP’s is always zero, an®, — P equalsN load consisting of 100 4-thread combinations, where each

times the difference between the number of misses in se@&nPination consists of 4 benchmarks taken randomly in
dedicated to policies andk. The best policyj is the one OUT list of 28 SPEC 2006 benchmarks (the same bench-

whoseP; has the smallest value. Each courehas a mark may appear several times in the same 4-thread com-

finite width, and we must deal with saturation carefullyPination). We have a total of 1004 = 400 CPI values.

either we update all the counters simultaneously (no safife define theverage CPI for a benchmark as the arith-

ration), or we update no counter at all. metic mean of all the CPI values obtained for that bench-
mark in the list of 400 valués We define thesymmetric

CPI of a single-thread benchmark as the arithmetic mean
of the 4 CPI values obtained when running 4 instances

The way misses are distributed in time may have é)rf1 that benchmark simultaneously, what we calsyan-
impact gn performance. For the same total >r/1umberr813tric run For each of the 28 SPEC 2006 benchmarks,
) we define thébaseline CPI as the symmetric CPI under

misses, and if there is enough memory bandwidth, it | . . . .
9 y L?QU. The symmetric performance is an interesting met-

generally better to have misses clustered than to have ; . . L2
ric because a symmetric run is not an unlikely situation.

misses uniformly distributed in time. Clustering missﬁaoreover the symmetric performance may be viewed as

on an out-of-order core increases the chance that twg . . L
, . Tair performance value, i.e., the minimum performance
misses overlap, so that the second miss latency can be hid- . S )
. i 10 expect for a sequential application. For a given pol-
den. In CLOCK DIP, we use Qureshi et al.'s method : .a . !
. . . icy, we define the speedup of a single-thread benchmark
6-bit BIPCTR counter is incremented on each miss an . L .
o o as the baseline CPI for that benchmark divided by its av-
the use bit is set for the missing block when BIPCTR IS .
; ; . erage CPI on the random workload. Figure 2 shows the
null. For 3P, we experimented with a new implementa-

tion for the bimodal throttling parameter. We introduce%:;eegﬁgfe;olr_;igééLoé}: gﬁ%éﬂd[iﬁ Svr:e ?13388416'
parametet. In a cache set under CLOCK BIP with bi- y '

modal throttlinge, the BIPCTR counter is lagL/¢) bit dedicated sets arm=1/32. For 3P, we use 864 dedi-

wide, and we set the use bit on a miss when the BIPCTA€d €t = 1/32,L =64, and 4 BIPCTR counters (one
value is less thal. Note that the case — 1 is iden- PE" thread). It can be observed that LRU is not a fair pol-

. . , . icy, as the speedups for some benchmarks (€04..bzip2
tical to Qureshi et_ al'i method£4]. Figure 1 shows thaend465.tont() are markedly negative. CLOCK DIP and
speedup for 3P with =1 andL = 64. For 3P, we havesp increase the performance of a majority of benchmarks
3 x 16 dedicated sets, and count&s P, andP; are 11 ! b jorty '

bits each. We observe thiat= 64 yields a higher speedu%'\rl]%tjgtr? itioiae?tlsp(ﬁe;gf_ﬁérno dr:;bmodal Insertion even

thanL = 1 on a few benchmarks, especiallg4.zeusmp
(+3.4%),473.asta(+1.3%) and483.xalancbmk+1.3%). 3.1 The4P policy

Ylet, on theﬁe ber(ljcgmarkhs, tqe to(;[ﬁljg;nl?cer g;énissde%’%n with 3P, some benchmarks still do not obtain a fair
almost unchanged betwekn-= 1 andL. = 64 (for and spare of the cache capacity. These are typically "fragile”

483, the number of MISSES 1S even slightly mcreasgd Witeads that have a low miss rate, i.e., a small number of
L = 64). Miss clustering seems to be more effective for

€=1/2than fore =1/64. 4We checked that each benchmark has at least 8 CPI values.

2.4 Improving memory-level parallelism
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Figure 2:Percentage of speedup on a 4MB 16-way L3 cache shared byabthr&@he baseline performance for each
benchmark is the symmetric performance under LRU.

misses per clock cycle. When a fragile thr_ead sh_ares me Stor age cost
cache with some "aggressive” threads having a high mlssl_ . q . bi h .

rate, the miss rate of the fragile thread is relatively high Fo ICIes ﬁp an LZPbr_e(rq]UIrz 20 bits pir cac b‘? set IEIa 1k6-
compensate the rate at which its blocks are evicted by @y cache (one 4-bit hand per set, 1 use bit per block).

aggressive threads. A possible way to improve the situ4re 3P version submitted to the competition uses 11-bit

tion is to use bimodal insertion for aggressive threads aﬁdcounters and one 12-bit BIPCTR counter< 1/64,

normal insertion for fragile threads. We define a threald-— 64). The total stora%(.e for 2 1MB caphe isb10:/24d
aware bimodal insertion policy call&el. OCK TUBIP : 20+3x 11+ 12= 20525 bits. The 4P version submitte

for non-fragile threads, the use bit is set on a miss WiEﬂ tg:apc(::czrn;petltlon usei floérzlﬂ"imeszoumirfs' fogzlb]f'
probabilitye = 1/32; for fragile threads, the use bit is al- II;[/IISS counte_:_she(_ /I N ]2 an 4,(\)/'ué -hlt .
ways set on a miss. The 4P policy has 4 kinds of de§696 2C00ur:1terii 4e tlo;a jtorlaff 8(;024 bi cache 1
icated sets, for CLOCK, CLOCK BIP witls = 1/32, x 20+ axi+axllyaxla= Its.
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5In a real implementation, the update of TMISS counters shbel
a function of the actual number of threads running simuttasty. Here
we assume 4 running threads.



