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Iterated Regret Minimization in Game Graphs*

Emmanuel Filiot Tristan Le Gall Jean-Francois Raskin
efiliot@ulb.ac.be tlegall@ulb.ac.be jraskin@ulb.ac.be
Université Libre de Bruxelles

Abstract. Iterated regret minimization has been introduced recémtly.Y. Halpern
and R. Pass in classical strategic games. For many gameeiest) this new so-
lution concept provides solutions that are judged moreorease than solutions
offered by traditional game concepts — suchN&sh equilibrium-. In this pa-
per, we investigate iterated regret minimization for inniluration two-player
guantitative non-zero sum games played on graphs.

1 Introduction

The analysis of complex interactive systems like embedgsi@ms or distributed sys-
tems is a major challenge of computer aided verificationoZem games on graphs
provide a good framework to model interactions between apwrant and an envi-
ronment as they are strictly competitive. However in theteriof modern interactive
systems, several components may interact and be continlegendently. Non-zero
sum games on graphs are more accurate to model such syssaimes adojectives of the
components are not necessarily antagonist. Because olLitmitgtive aspects of the
components (like energy consumption), we need some solatiacept to be able to
synthesis a component that respects some formal spedificatid is, in some sense,
optimal. In the context of non-zero sum games on graphs faficegtion and synthesis,
Nash equilibria or particular classes of Nash equilibrizenaeen studied for qualitative
objectives [5, 2, 3] or quantitative objectives [1]. Redgnt.Y. Halpern and R. Pass de-
fined the notion ofterated regret minimizatiollRM) [6] in the general framework of
(single-shotkstrategic gameswhere the players choose in parallel their strategy among
a finite number of strategies, and their respective payoégjaren by a finite matrix.
They show that for many games of interest, Nash equilibiga su A, | B,
gest strategies that are rejected by common sense, whéeite R ICANIERD)
regret is an alternative solution concept that sometimes pr Bi[(1,2)[(,3)
poses more intuitive solutions. In this paper we consideresm
where the matrix is not given explicitly but defined impligit Fig. 1.

by a game graph and we study the algorithmic aspects of IRMioln games. While it
is easy to compute the iterated regret on a finite matrix, fioisthat simple for game
played on trees or graphs, as the number of strategies (aneffdhe the underlying
matrix) is exponential in the size of a tree and even infiroteaf graph.

* Work supported by the projectsii) Quasimodo: “Quantitative System Properties in
Model-Driven-Design of Embeddedthtt p: // ww. quasi nodo. aau. dk/, (i) Ga-
sics: “Games for Analysis and Synthesis of Interactive Catejional Systems”,
http://ww. ul b. ac. be/ di / gasi cs/, and (ii7) Moves: “Fundamental Issues in
Modelling, Verification and Evolution of Softwareht t p: / / noves. ul b. ac. be, a PAI
program funded by the Federal Belgian Government.



The IRM solution concept assumes that instead of trying tmize what she has
to pay, each player tries to minimize tregret The regret is informally defined as the
difference between what a player actually pays and what skl hiave payed if she
knew the strategy chosen by the other playstore formally, if c; (A1, \2) represents
what Player 1 payswhen the pair of strategig\;, \2) is played,reg, (A1, \2) =
C1(A1, A2) — miny c1(\], A2). Consider the strategic game defined by the matrix of
Figure 1. In this game, Player 1 has two strateglgsand B; and Player 2 has two
strategiesd, and B,. The two players choose a strategy at the same time and tfse pai
of strategies define what the two players have to pay. ThetregplayingA; for Player
1 when Player 2 playd, is equal tol because&; (A1, As) is 2 while ¢, (B, Az) is 1.
Knowing that Player 2 playd,, Player 1 should have playd$ instead ofA; .

As players have to choose strategies before knowing howdhersary will play,
we associate a regret with each strategy as follows. Thetrefa strategy; of Player
1is :reg, (A1) =maxy, reg; (A1, A2). In the example, the regret of strategy is 1,
because when Player 2 plays, Player 1's regret i$, and when Player 2 play8,; her
regret isO. A rational player should minimize her regret, so that Ptdygregret is de-
fined ageg,=min,, reg, (A1), summarizing, we geeg,=miny, maxy, (C1(A1, A2)—
miny; €1(A}, A2)). A symmetrical definition can be given for Player 2's regret.

Let us come back to the example. The regret attached togréieis 1. So A,
and B; are equivalent for Player 1 w.r.t. regret minimization. @e bther hand, for
Player 2, the regret ofi; is 0, and the regret oB; is 3. So, if Player 1 assumes that
Player 2 tries to minimize her regret, then she must condhdePlayer 2 will play
As. Knowing that, Player 1 recomputes her regret for each acéind in this case, the
regret of actiond; is 1 while the regret of3; is 0. So rational players minimizing their
regret should end up playind, A2) in this game.

Reasoning on rationality is formalized by Halpern and Pg<sstooducing adelete
operatorthat removes strictly dominated strategies. This opetatas sets of strate-
gies (A1, Az) for each player and return®(A;, Ay) = (A}, AL) the strategies that
minimize regret. TherD (A}, A}) returns the strategies that minimize regret under the
hypothesis that adversaries minimize their regret i.eopsk their strategies in} and
Al respectively. We iterate this operator until we reach a fixpavhich represents the
strategies minimizing thikerated regret

In this paper, we consider games where the matrix is not gixpficitly but defined
implicitly by a game graph. In particular, we use the samendtefn of iterated regret
as Halpern and Pass. More precisely, we consider graph®whgices are partitioned
into vertices that belong to Player 1 and vertices that ligtonPlayer 2. Each edge
is annotated by a cost for Player 1 and one for Player 2. Aufditly, there are two
designated sets of vertices, one that Player 1 tries to @atthe other one that Player
2 tries to reach. The game starts in the initial vertex of tregb and is played for an
infinite number of rounds as follows. In each round, the playleo owns the vertex
on which the pebble is placed moves the pebble to an adjaeerixwsing an edge of
the graph, and a new round starts. The infinite plays genaratefinite sequence of
vertices and the amount that the players have to pay are denhps follows. Player 1

1 We only consider 2-player games, but our work can be easignebed tan-player games.
2 We could have considered rewards instead of penaltiesyteimyg is symmetrical.



pays-+oo if the sequence does not reach the target set assigned totlenwise she
pays the sum of edge costs assigned to her on the prefix up fiosthesit to her target
set. The amount to pay for Player 2 is defined symmetricalhat&gies in such games
are functions from the set of histories of plays (sequentessited vertices) to the set
of edges (choice of moves for the pebble).

Contributions We first consider target-weighted arenas, where the payafftion is
defined for each state of the objectives. We give a PTIME &lgorto compute the
regret by reduction to a min-max game (and in linear timerfees). We then consider
edge-weighted arenas. Each edge is labeled by a pair oénstegone for each player —,
and the payoffs are defined by the sum of the weights alongdtieuymtil the first visit
to an objective. We give a pseudo-PTIME algorithm to complugeregret in an edge-
weighted arena, by reduction to a target-weighted arenah@restudy the problem of
IRM. We provide adelete operatothat removes strictly dominated strategies. We show
how to compute the effect of iterating this operator on tnemas and on the general
class of graphs where the weights are stricly positive. &nfitst case, we provide a
quadratic time algorithm and in the second case, a pseuglorextial time algorithm.

Related worksRegret mimimization is a popular notion to define a goal fazahing
agent [7] (in themachine learningheory). One can consider the selection of some
strategies as a learning process. IRM is however not a cidssincept of machine
learning, since this notion is meaningless when there isiglesiearning agent. Like
[6], our work is thus more related to game theory than leayitieory.

[9] investigates how to find a strategy that “mimimizes” tleget in extensive
games with imperfect information. This kind of games can besaered as games
on a probabilistic finite tree arena. We also consider fine farenas in Section 5.1.
However in that paper, the strategies that achieve the maiiaiue for regret are not
computed, but a strategy with a regret less than a bound deyeon the range of
utilities, the number of actions and the number of round® IRnot considered neither.

There are several notions of equilibria for reasoning ona84qr non-zero-sum
(strategic) games, for instandiash equilibriumsequential equilibriumperfect equi-
librium - see [8] for an overview. Those equilibria formalize nosaf rational behavior
by defining optimality criteria for pairs of strategies. Adas be shown by Halpern and
Pass for several examples like t@entipede gamer the Traveller's dilemmalRM
proposes solutions that are more intuitive and natural lesh equilibria.

2 Weighted Games and Regret

Given a cartesian produet x B of two sets, we denote byroj, thei-th projection,
i = 1,2. Itis naturally extended to sequence of elementd gfB by proj,(cy . ..c,) =
proj,(c1) ...proj;(c,). Forallk € N, we let[k] = {0,..., k}.

Reachability Games Turn-based two-player games are played on game arenas by two
players. A (finite)game arenas a tupleG = (S = S1 W Sa, s9,T) whereS;, S, are
finite disjoint sets of player position${ for Player 1 andS, for Player2), sq € S'is
the initial position, and” C S x S is the transition relation. Ainite playon G of length
n is a finite wordr = g7y ..., € S* such thatrg = sp andforalli =0,...,n—1,
(mi, miy1) € T'. Infinite plays are defined similarly. We denote®y(G) (resp.P(G))



c +00 if 7 is not winning for Playeg
1.cy(m) = e ot cost of a playr
Z;.“:“g{ I mk€C=1  (m;,mj41) otherwise
2. ¢¥ (A1, X2) = cF(Out? (A1, \2)) cost of two strategiea:, Xo.
3.brf(\_;) = miny, e 4, (e € (Ai, Ai) best response of playeémgainst\-;
4.1eg% iy A=) = ¥ (i A) — brf (A-). regret of two strategies, Ao
5.1egY (\i) = maxy e, () regs (i, Ai) regret of a strategy\;
6. reg’ = miny, e, (q) regs (). regret of Player:

Fig. 2. Cost, best response, and regret

the set of finite (resp. infinite) plays a#, and we letP(G) = P;(G) U P (G). For
any nodes € S, we denote by G, s) the arenas where the initial position is.
Leti € {1,2}.Welet- =1ifi=2and - = 2if i = 1. A strategy\; : P;(G) —
S U {.L} for Playeri is a mapping that maps any finite playwhose last position —
denoted lagtr) —is inS; to L if there is no outgoing edge from Igst), and to a position
s such thatlast(w), s) € T otherwise. The set of strategies of Playén G is denoted
by 4;(G). Given a strateg\—; € A_;(G), theoutcomeOut® (\;, A-,) is the unique
playm = 7 ... m, ... such tha{i) 7o = s, (i7) if 7 is finite, then there is no outgoing
edge from ladtr), and (i) forall 0 < j < |r| and allx = 1,2, if m; € S, then
Tis1 = Ae(mo ... ;). We also defin®ut(\;) = {Out” (A, A=) | i € A4(G)}.
A strategy); is memoryles for any playh € P¢(G), A1 (h) only depends on lagt).
Thus\; can be seen as a functidh — S U {_L}. Itis finite-memoryif \;(h) only
depends on lagt) and on some state of a finite state set (see [4] for formal diefiis).
A reachability winning conditioffior Playeri is given by a subset of positios C
S — called thetarget set-. A playw € P(G) is winning for Player if some position of
misinC;. A strategy)\; for Playeri is winningif all the plays ofOutG(Ai) are winning.
In this paper, we often consider two target $8isC,, for Player 1 and 2 respectively.
We write (S1, S2, so, T, C1, C2) to denote the game aretigextended with those target
sets. Finally, let\; € A;(G) be a winning strategy for Playemnd\-; € A-;(G). Let
mom - -+ € P(G) be the outcome of\;, A—;). The outcomeof (\;, A;) up toC; is
defined byout® " (\;, A~;) = m ..., such thaty = min{; | m; € C;}. We extend
this notation to sets of play@ut® ;) naturally.

Weighted Games We add weights on edges of arenas and include the target’sets.
(finite) weighted game arena a tupleG = (S = S1WSs, so, T, i1, 2, C1, Co) where
(S,s0,T)isagamearena, : 7' — Nis a weight function for PlayerandC, its target
set,i = 1,2. We let M & be the maximal weight of Playéyi.e. M = max.cr p;(e)
andM ¢ = max(ME, MS).

G is atarget-weighted arenéTWA for short) if only the edges leading to a target
node are weighted by strictly positive integers, and anyeddges leading to the same
node carry the same weight. Formally, for@ll s') € T, if s’ ¢ C;, thenu;(s,s’) = 0,
otherwise for all(s”, s') € T, u;(s,s’) = ui(s”,s’). Thus for target-weighted arenas,
we assume in the sequel that the weight functions Gato N.



Plays, cost, best response and regrektet 7 = mym; ... m, be a finite play inG.

We extend the weight functions to finite plays, so that foriak= 1,2, p;(7) =

S 09 wi(mj i), Leti € {1,2}, thecostcS (m) of « (for Playeri) is +oc if 7

is not winning for Playeli, and the sum of the weights occuring along the edges de-

fined by until the first visit to a target position otherwise, see Hfl). In Fig. 2(2),

we extend this notion to the cost of two strategies). of Player 1 and 2 respectively.

The best responsef Playeri to \-;, denoted b)brf(/\_i), is the least cost Player

can achieve againat; (Fig. 2(3)). Theregret for Player: of playing \; against\_;

is the difference between the cost Playgrays and the best responseXq (Fig.

2(4)). Note thatreg® (\;, A~;) > 0, sincebr®(A\_;) < c%(\;, \-;). The regret of),

for Player: is the maximal regret she gets for all strategies of PlayefFig. 2(5)).

Finally, the regret of Player in G is the minimal regret she can achieve (Fig. 2(6)).
We let+oo — (+00) = +o0.

Proposition 1. reg{ < +oo iff Playeri
has a winning strategy,= 1, 2.

Proof. If Playeri has no winning strategy,
then for all\; € A;(G), there isA_; €
A~(G) s.t. c¥ (N, M=) = H4oo. Thus
reg¥ (\i, A\=;) = +o0. Thereforeregd =
+o0. If Playeri has a winning strategy;,
then for all\_; € A(Q), c¥(\i, A=) <
+o00 andbr® (A-;) < ¢ (\i, M) < +00.
Thusreg$ < regf(\i) < +oo. O

Example 1.Consider the game arer@
of Fig. 3. Player 1's positions are circle
nodes and Player 2’s positions are square
Fig. 3. Weighted Graph Arena nodes. The target nodes are represented
by double circles. The initial node id.

The weights are given by pairs of integers for Player 1 ands@eetively. In this exam-
ple, we first compute Player 1's regret.

Let \; be the memoryless strategy defined)yB) = C and\;(C) = E. For
all Ay € Ay(G), Outs (A, \;) is either ACE or ABCE, depending on whether
Player2 goes directly ta” or passes by3. In both cases, the outcome is winning and
c{'(A1, A2) = 3. What is the regret of playing; for Player1? To computeegl (1),
we should consider all possible strategies of Pl&ydaut a simple observation allows
us to restrict this range. Indeed, to maximize the regretlayd? 1, Player2 should
cooperate in subtrees wheke prevents to go, i.e. in the subtrees rootedaand F'.
Therefore we only have to consider the two following memesglstrategies, and\:
both A, and)\, move fromF to J and fromD to H, butA;(A) = B while X;(A4) = C.
In both cases, going t6' is a best response tg, and \,, for Playerl, i.e. brf(/\g) =
br(\,) = 0. Therefore we geteg® (A1, A2) = c§ (A1, Aa) — brf(\g) =3 —0 = 3.
Similarly regf (A1, \y) = 3. Thereforareg{ (A1) = 3.

As a matter of fact, the strategy minimizes the regret of Playdr Indeed, if she
chooses to go fron® to D, then Playe2 moves fromA to B and fromD to G (so that




Playerl1 gets a cosB) and cooperates in the subtree rooted'dty moving from#F' to
J. The regret of Playet is therefore3. If Player1 moves fromB to C' and fromC' to
F, then Playe moves fromA to C' and fromF to I (so that Playei gets a cost),
and fromD to H, the regret of Player being therefore. Similarly, one can show that
all other strategies of Play@rhave a regret at least Thereforeeg$ = 3.

Note that the strategy; does not minimize the regret in the subgame defined by
the subtree rooted &t. Indeed, in this subtree, Playehas to move fronC' to F', and
the regret of doing this i¢ — 3 = 1. However the regret of; in the subtree i8. This
example illustrates a situation where a strategy that ma@mthe regret in the whole
game does not necessarily minimize the regret in the sulbgarherefore we cannot
apply a simple inductive bottom-up algorithm to computerégret. As we will see in
the next section, we first have to propagate some informatitite subgames.

3 Regret Minimization on Target-Weighted Graphs

In this section, our aim is to give an algorithm to computertgret of Playei. This
is done by reduction to a min-max game, defined in the sequelsdy that wesolve
the regret minimization problem (RMP for short) if we can garte the minimal regret
and a (finite representation of a) strategy that achieves/tiliie. We first introduce the
notion of games with minmax objectives. L@t= (S = S1 W.Ss, so, T, i1, f12, C1, Ca)
be a TWA and = 1, 2. We letminmax® = miny, e 4, () Maxy_, e () CF (Ais Ai).

Proposition 2. Given aTWA G = (5, so, T, i1, 12, C1,C2), 7 € {1,2} and K € N,
one can decide whethetinmax® < K in timeO(|S|+|T|). The valueminmax’ and a
memoryless strategy that achieves it can be computed irQifogy, (M) (|S|+|T))).

Since the player have symmetric roles, wlog we can focus ampeting the regret
of Player1 only. Therefore we do not consider Play®s targets and weights. Let
G = (S =55y, s0,T,u1,C1) be a TWA (assumed to be fixed from now on). Let
A1 € A1(G) be a winning strategy of Playér(if it exists). Player2 can enforce Player
1 to follow one of the paths oOutG’Cl(Al) by choosing a suitable strategy. When
choosing a path € OutG’C’i(/\l), in order to maximize the regret of PlayerPlayer
2 cooperates (i.e. she minimizes the cost) if Playaould have deviated from. This
leads to the notion dfest alternativealong a path. Informally, the best alternative along
7 is the minimal value Player could have achieved if she deviated framassuming
Player2 cooperates. Since Playrcan enforce one of the paths Out““' (1), to
maximize the regret of Playér she will choose the path with the highest difference
betweenc{ (r) and the minimal best alternative alongAs an example consider the
TWA arena of Fig. 3. In this example, if Playgmoves fromC to E, then along the
pathAC'E, the best alternative & Indeed, the other alternative was to go fréhto F'
and in this case, Play@rwould have cooperated.

We now formally define the notion of best alternative. ket S;. The best value
that can be achieved fromby Playerl when Playee cooperates is defined by:

best{ (s) = %I (A1, A2)

min min
A1 €A1(G,s) A2€A2(G,s)



Let (s,s") € T. Thebest alternativeof choosings’ from s for Player1, denoted
by ba¥ (s, s'), is defined as the minimal value she could have achieved bysihg
another successor ef(assuming Playe? cooperates). Formally:

400 if s €S,
bal(s,s') = .
1 (87 5 ) {min(&su)eT’SN#S/ best?(s”) if s S Sl
with min @ = +o0. Finally, the best alternative of a path= sgs; .. . s, is defined
as+oo if n = 0 and as the minimal best alternative of the edges otherwise:

1 . 1
bag(r) = . bag (s, sj+1)
We first transform the grapfi’ into a graphG’ such that all the paths that lead to
a nodes have the same best alternative. This can be done since theenwhbest
alternatives is bounded HZ,|. The construction oy’ is done inductively by storing
the best alternatives in the positions.

Definition 1. The graph of best alternatives ¢f is the TWA &' = (S’ = S| W
Sh. s, T, 1y, Cy) whereS) = S; x ([ME] U {4+00}), si = (s, +00), C; = S5 N
(Cy x [ME)), for all (s,b) € C, ph(s,b) = pi(s), and for all (s, by), (s',0}) € S,
((s,01),(s',b})) € T"iff (s,s') € T and

Y — min(by,bal(s,s")) if s € S
L=y if s € Sy

The best alternative along the paths that lead to the sameigathique. Moreover, as
the number of best alternatives is bounded®y|, G’ can be constructed in PTime:

Proposition 3. For all (s,b) € S’ and all finite pathr in G’ from (¢, +00) to (s, b),
ba$’ () = b. G’ can be constructed in tim@ ((IC1] + logy (ME)) x (IS + |T))).

Since the best alternative information depends only on #tasp the paths of
and those of’ are in bijection. This bijection can be extended to straegdin partic-
ular, we define two mappingg; from 4;(G) to 4;(G"), for all ¢ = 1, 2. For all path
T = sps1 ... in G (finite or infinite), we denote by3(r) the path ofG’ defined by
(s0,b0)(51,D1) ... whereby = +oc and for allj > 0, b; = bag(so...s;_1). The
mappingB is bijective, and its inverse correspondtoj; .

The mappingp; maps any strategy; € A;(G) to a strategyp;(\;) € A4;(G’) such
that®;(\;) behaves aa; on the first projection of the play and adds the best alteraati
information to the position. Let € S™* such that lagh) € S.. Lets = \;(proj, (h)).
Thend;(\;)(h) = (s,bag(proj,(h).s)). The inverse mapping; ! just projects the
best alternative information. In particular, for all € 4;(G”), and allh € S* such that
last(h) € S;, &, (\i)(h) = proj; (\i(B(h))). Clearly, the mappings; are bijective.

The best alternative information is crucial. This is a gloindormation that al-
lows us to compute the regret locally. For &l b) € C, we lety; (s,b) = p1(s) —
min(u(s), b), and extend to strategies naturally( (A1, A2) = 4o if A; is losing).



Lemmal. LetH = (S, s}, T',v',C}) whereS’, s/, T', C are defined in Definition
1. Forall \; € 4;(G) and all X} € A;(G"), the following holds:

1.reg¥ (A1) =reg¥ (@1 (\1)) 2.reg§/()\’1)fn}la?cy%(/\’l,)\’z) 3.reg® =minmax}’
LeEA (G

Proof. 1 and 2 are in the full version of the paper. Bowe have
reg{ = minG) reg{ (A1) (by definition)= min reg (&;(\;1)) (by 1)

A1 €A ( . M EA(G)
= i re A by 1 = i ! A 7)‘ by 2
iy o0 () (by 1) MR el ) (BY 20

As a consequence of Lemma 1, we can solve the RMP on TWAs. Wedingoute
the graph of best alternatives and solveiamax game. This gives us a memoryless
strategy that achieves the minimal regret in the graph of ddésrnatives. To compute
a strategy in the original graph, we apply the inverse mapgin': this gives a finite-
memory strategy whose memory is exactly the best altematen along the current
finite play. Therefore the needed memory is bounded by theoeunf best alternatives,
which is bounded by |.

Theorem 1. TheRMPonaTWA G = (S, so, T, u1,C1) can be solved in timé@(|C, |-
loga(ME) - (|S| +|T)), whereM & = max.cr p;(e).

4 Regret Minimization in Edge-Weighted Graphs

In this section, we give a pseudo-polynomial time algorittonsolve the RMP in
weighted arenas (with weights on edges). In a first step, weepthat if the regret
is finite, the strategies minimizing the regret generatésanes whose cost is bounded
by some value which depends on the graph. This allows us teeetthe problem to the
RMP in a TWA, which can then be solved by the algorithm of thevyus section.

LetG = (S = S1W 54, s0,T, u1,Cq) be a weigthed game arena with objecte
As in the previous section, we assume that we want to minithizeegret of Player 1,
so we omit the weight function and the target of Plager

Definition 2 (Bounded strategies)Let B € N and\; € A;(G). The strategy\; is
bounded byB if for all Ay € A3(G), c§ (A1, A\2) < B.

Note that a bounded strategy is necessarily winning, sigaehnition, the cost of
some outcome is infinite iff it is loosing. The following lenanstates that the winning
strategies that minimize the regret of Playare bounded.

Lemma 2. For all weighted arena = (S, s, T, i1, C1) and for any strategy; €
A1 (G) winning inG for Player1 that minimizes her regred\; is bounded b M¢|S|.

Proof (Sketch)lf there is a winning strategy, there is a memoryless winrsingtegy
71 ([4]). Thenreg{ < reg{ (v1). For any)s, Out“* (1, \,) does not contain twice
the same position. Thug, (71, \2) < ME[S|. Moreover,br(\s) < ck(y1,\s) <
MC|S|. Thusreg{ < reg$(y1,\2) < MY|S|. Let \; minimizing reg’(\;). Then
reg¥ (A1, A2) < ME[S|, so0cf (A1, A2) < M]S|+ bri(A2) < 2M€|S), for anyAs.



Let B = 2M“|S|. Thanks to Lemma 2 we can reduce the RMP in a weighted arena
into the RMP in a TWA. Indeed, it suffices to enrich every posibf the arena with the
sum of the weights occuring along the path used to reach tisisipn. A position may
be reachable by several paths, therefore it will be duptas many times as they are
different path utilities. This may be unbounded, but Lemneagures that it is sufficient
to sum the weights up t® only. This may results in a larger graph, but its size is still
pseudo-polynomial (polynomial in the maximal weight ane $ize of the graph).

Definition 3. LetG = (S = S1 W Sq, 50, T, 11, C1) be a weigthed game arena. The
graph of cost is th@WA G’ = (S’ = S} w S}, s, T', 11, C}) defined by:(i) S! =

S; x [B] and s{, = (so0,0); (i) for all (s,u), (s',u') € S, ((s,u),(s',u)) € T iff
(s,8') € Tandu’ = u + pi(s,s'); (iii) C; = (C; x [B]) N S" and¥(s,u) € C},
(s, u) = u.

Lemma 3. reg¥ = reg¢’

Proof (Sketch)We define a mapping that maps the strategies of Playen G to the
strategies of Playerin G’, for all i € {1, 2}, which satisfie®(A;(G)) = A;(G’) and
preservesthe regret of Player 1's strategies boundét] bg.reg$ (A1) = regf (®(\1)),
forall \; € 4;(G) bounded byB. O

To solve the RMP for a weighted arefiq we first construct the graph of co&t,
and then apply Theorem 1, sinGéis a TWA. Correctness is ensured by Lemma 3. This
returns a finite-memory strategy 6f that minimizes the regret, whose memory is the
best alternative seen so far. To obtain a strategy ofinimizing the regret, one applies
the inverse mappin@—'. This gives us a finite-memory strategy whose memory is the
cost of the current play up th/¢ and the best alternative seen so far.

Theorem 2. TheRMP on a weighted aren& = (S = S W S, s0, T, 11, C1) can be
solved in timeD ((MG)2 loga(|S| - ME) - |S| - |Cy| - (|S] + |T|)).

5 Iterated Regret Minimization (IRM)

In this section, we show how to compute the iterated regnetréee arenas and for
weighted arenas where weights are strictly positive (byicéidn to a tree arena).
LetG = (S = 51 W Sy, 80, T, p1, 2, C1,Co) be a weighted arena. Lée {1, 2},
P, C A;(G) andP-; C A_;(G). The regret of Player when she plays strategies Bf
and when Player#plays strategies aP-; is defined by:
G,P;,P-; __ . G G,P;
reg; = min max ¢7(A; A) —br”*(A)
bre™ " () = miny-ep, € (A7, M)

Forall\; € P, and\_; € P-;, we definereg™ """ ();) andreg® "™ (\;, A-;)
accordingly. We now define the strategies of ranhich are the ones that survived
times the deletion of strictly dominated strategies. Thatsgies of rank for Player:

is A;(G). The strategies of rankfor both players are those which minimize their regret



against strategy of rank More generally, the strategies of rapkor Player: are the
strategies of rank — 1 which minimize her regret against Playefs-strategies of rank
j — 1. Formally, leti € {1,2}, P, C A;(G) and allP, C A3(G). ThenD; (P, P,) is
the set of strategie; € P; such thateg™ " = reg® """ ()\,). Then the strategies
of rankj are obtained via deleteoperatorD : 241(G) x 242(G) _, 941(G)  942(G)
such thatD(Pl, PQ) = (Dl(Pl, PQ), DQ(Pl, Pg)) WeletDi = Do---0D (j timES).

Definition 4 (j-th regret). Let j > 0. The set of strategies of rankfor Player i
is P/ = proji(Dj(_Al_(G),Ag(G))). The j + 1-th regret for Player: is defined by

: a.pl Pl :
I — reg;"" " In particular, reg! = reg€.

reg”
Proposition 4. Leti € {1,2}. Forall j > 0, P/*' C P/ andreg™’/*! < reg™.
Moreover, there is- > 1 such that for allj > «, for all i € {1,2}, reg®’ = reg®*.

Definition 5 (iterated regret). For all i = 1, 2, the iterated regret of Playe'risregf’*.

Example 2.Consider the example of Fig. 3. We already saw that the giestdhat
minimize Player 1's regret arB — C — E andB — D, in which cases we have
reg{ = regf’1 = 3. The strategies that minimize Player 2's regret &se: A +—
C,F — Iand)\, : A — C,F — J, in which cases her regret(s If Player 1 knows
that Player 2 plays according %@ or )}, she can still play” — FE but now her regret
is 0, so thatregS* = 0. Similarly, regS™* = 0.

5.1 IRMin Tree Arenas

In this section, we let € {1,2} andG = (S = S W Sa, s0, T, i1, p2,C1,C2) be a
finite edge-weighted tree arena. We can transfafinto a target-weighted tree arena
such thatC; = C, (denoted byC in the sequel) is the set of leaves of the tree, if we
allow the functiong.; to take the value-co. This transformation results in a new target-
weighted tree aren@’ = (S = S1 W Sa, s0, T, 11}, pihy, C) with the same set of states
and transitions a&' and for all leafs € C, 1i}(s) = c& (r), wherer is the root-to-leaf
path leading t&. The time complexity of this transformationd¥(|S|).

We now assume th&t = (S = 51 W Ss, so, T, 1, p2, C) is a target-weighted tree
arena wheré is the set of leaves. Our goal is to define a delete operatsuch that
D(Q) is a subtree of+ such that for ali = 1,2, A4;(D(G)) are the strategies of;(G)
that minimizereg?. In other words, any pairs of subsets of strategies for biztpeps
in G can be represented by a subtre&0fThis is possible since all the strategies in a
tree arena are memoryless. A set of stratedles A;(G) is therefore represented by
removing fromG all the edgegs, s’) such that there is no strategy € P; such that
Ai(s) = s’. In our case, one first computes the set of strategies thamimim regret.
This is done as in Section 3 by constructing the tree of béstredtivesH (but in this
case with the best alternative of both players) and by sglaimin-max game. Frofd
we delete all edges that are not compatible with a strategfyntiinimize theminmax
value of some player. We obtain therefore a subfpg¢él ) of H such that any strategy
of H is a strategy ofD(H) for Player; iff it minimizes theminmax value in H for
Playeri. By projecting away the best alternative information/i{# ), we obtain a



subtreeD(G) of G such that any Playeis strategy ofG is a strategy ofD(G) iff it
minimizes Player’s regret inG. We can iterate this process to compute the iterated
regret, and we finally obtain a subtr®& (&) such that any strategy 6f minimizes the
iterated regret for Playaeriff it is a Playeri’s strategy inD*(G).

Definition 6. The tree of best alternatives@fis the treell = (S}, Sh, sy, T', 1y, 11, C')
where: (i) S' = S} & S, with S/ = {(s,b1,b2) | s € Si,b. = baS(m),k = 1,2}
wherer is the path from the root, to s, (i) si, = (so, +00,, +00), (7i7) forall s, s’ €
S, (s,s") € T"iff (proj, (s), proj,(s')) € T, (iv) C' = {s € " | proj,(s) € C}, (v)
forall (s,by,ba) €C’, p(s,b1,ba) = pi(s) — min(u;(s), b;).

Note thatH is isomorphic to&. There is indeed a one-to-one mappihetween
the states of7 and the states off: for all s € S, &(s) is the only states’ € S’ of
the forms’ = (s, b1, b2). Moreover, this mapping is naturally extended to strategie
Since all strategies are memoryless, any strategy A4,(G) is a functionS; — S.
Thus, for alls’ € S!, ®(\;)(s") = @ (\;(P7'(s'))). Without loss of generality and
for a technical reason, we assume that any strategy only defined for states € S;
that are compatible with this strategy, i.esifs not reachable undey; then the value
of \; does not need to be defined. The lemmas of Section 3 still loolthé treeH .

In particular, for alli € {1,2}, #(A,(G)) = A;(H) and any strategy;, € 4;(G)
minimizesreg< iff @()\;) minimizesminmax;’ . Moreovereg® = minmax”.

As in Section 3, the RMP on a tree arena can be solved by a mingarae. For
all s € S, we defineminmax!”(s) = minmax'">*) and compute these values in-

ductively by a bottom-up algorithm that runs in tird¥|S|). This algorithm not only
allows us to computeninmax;” for all i € {1,2}, but also to compute a subtré&g H)
that represents all Playés strategies that achieve this value. We actually define the
operatorD in two steps. First, we remove the edgess’) € 7", such thats € S
andminmax.’ (s') > minmax;’ for all i = 1, 2. We obtain a new grapH’ consisting
of several disconnected tree components. In particuleretare some states no longer
reachable from the roof,. Then we keep the connected component that contgins
and obtain a new tre®(H ). Since there is a one-to-one correspondence between the
strategies minimizing the regret & and the strategies minimizing the minmax value
in H, we can definéd(G) by applying toD(H) the isomorphisn®—!, in other words
by projecting the best alternatives away, and by restotiegunctionsu;.
We obtain a new tre®(G) whose Playei’s strategies minimize the regret of Player
i = 1,2. We can iterate the regret computationo(z) and get the Playefs strategies
that minimize the regret of rarkof Playeri, i = 1, 2. We continue iteration until we
get a tree7’ such thatD(G') = G'. We letD°(G) = G andD’*+(G) = D(D?(G)).
Propositi ' j Gi — rggP’ (@

position 5. Leti € {1,2} andj > 0. We haveeg,”’ = reg; .
Theorem 3. LetG = (S = S1 W Ss, so, T, p1, p2, C) be atree arena. Forall = 1, 2,
the iterated regret of Player, regf’*, can be computed in tim@(|S|?).
Proof. There is an integef such tha’regf?* = regiD'](G). According to the definition

of D(G), j < |S| because we remove at least one edge of the tree at each step. Si
D(G) can be constructed in tin@(|S|), the whole time complexity i©(|S|?). O



5.2 IRM in Positive Weighted Arenas

A weighted arend- is said to bepositiveif all edges are weighted by strictly positive
weights only. In this section, we le¥ = (S = S1 W Sa, 50,7, i1, pi2,C1,Cs) be

a positive weighted arena. Remind that(G) is the set of strategies that minimize
regf’j, forall j > 0 andi = 1,2. As for the regret computation in edge-weighted
graphs, we define a notion of boundedness for strategies ffigeiterated regret is
computed on the unfolding of the graph, up to some cost bound.

Definition 7 (j-winning and j-bounded strategies). Leti € {1,2} and\; €
A;(G). The strategy\; is j-winning if for all \_; € P7,(@), Out®(\;, A-;) is winning.
It is j-bounded by som& > 0 if it is j-winning, and for all\-; € P_ji(G) and all
k€ {i, =i}, e (OUtTC (N, \2y)) < B.

Note thatj-boundedness differs from boundedness as we require thaitithies
of both players are bounded. We tét = 6(1¢)3|S|. We get a similar result than the
boundedness of strategies that miminize the regret of fabit for any rank:

Lemma4. Forall i = 1,2 and allj > 0, all j-winning strategies of Playerwhich
minimize the(j + 1)-th regret arej-bounded by©.

Lemma 4 allows us to reduce the problem to the IRM in a weightssglarena, by
unfolding the graph aren@ up to some maximal cost value. Lemma 4 suggests to take
b for this maximal value. However the best responses to aeglyatbounded by
are not necessarily bounded by, but they are necessarilitbounded by - M€,
since the weights are strictly positive. Therefore welét = b~ - M and takeB“
as the maximal value. Since thievinning strategies arg-bounded by“ and the best
responses argbounded byB“, we do not lose information by taking the unfolding up
to BY. Finally we apply Theorem 3 on the unfolding. One of the meshhical result
is to prove the correctness of this reduction.

Theorem 4. The iterated regret for both players in a positive weightezhaG can be
computed in pseudo-exponential time (exponentig$jn|T'| and M ).

For alli = 1,2, the procedure of Section 5.1 returns a finite-memory gjyale
minimizing the iterated regret i6&” whose memory is the best alternatives seen so far
by both players. From\; we can compute a finite-memory strategy@nminimizing
the iterated regret of Playérthe needed memory is the best alternatives seen by both
players and the current finite play up Bf”. When the cost is greater thaf”, then
any move is allowed. Therefore one needs to add one more hieafory expressing
whether the cost is greater th& .

Conclusion The theory of infinite qualitive non-zero sum games over bsap still in

an initial development stage. We adapted a new solutionegarfoom strategic games
to game graphs, and gave algorithms to compute the regreitenatked regret. The
strategies returned by those algorithms have a finite ment@mg open question is
to know whether this memory is necessary. In other wordsieneoryless strategies



sufficient to minimize the (iterated) regret in game graphs@ther question is to deter-
mine a lower bound on the complexity of (iterated) regretimination. lterated regret
minimization over the full class of graphs is still open. hetcase of (strictly) positive
arenas, the unfolding of the graph arena up to some cost btambe seen as a finite
representation of (possibly infinite) set of strategiesamikj in G. Finding such a rep-
resentation is not obvious for the full class of weightechasg since before reaching
its objective, a player can take0acost loop finitely many times without affecting her
minimal regret. This suggests to afidrnessconditions on edges to compute the IR.
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