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Abstract. Iterated regret minimization has been introduced recentlyby J.Y. Halpern
and R. Pass in classical strategic games. For many games of interest, this new so-
lution concept provides solutions that are judged more reasonable than solutions
offered by traditional game concepts – such asNash equilibrium–. In this pa-
per, we investigate iterated regret minimization for infinite duration two-player
quantitative non-zero sum games played on graphs.

1 Introduction
The analysis of complex interactive systems like embedded systems or distributed sys-
tems is a major challenge of computer aided verification. Zero-sum games on graphs
provide a good framework to model interactions between a component and an envi-
ronment as they are strictly competitive. However in the context of modern interactive
systems, several components may interact and be controlledindependently. Non-zero
sum games on graphs are more accurate to model such systems, as the objectives of the
components are not necessarily antagonist. Because of the quantitative aspects of the
components (like energy consumption), we need some solution concept to be able to
synthesis a component that respects some formal specification and is, in some sense,
optimal. In the context of non-zero sum games on graphs for verification and synthesis,
Nash equilibria or particular classes of Nash equilibria have been studied for qualitative
objectives [5, 2, 3] or quantitative objectives [1]. Recently, J.Y. Halpern and R. Pass de-
fined the notion ofiterated regret minimization(IRM) [6] in the general framework of
(single-shot)strategic games, where the players choose in parallel their strategy among
a finite number of strategies, and their respective payoffs are given by a finite matrix.

A2 B2

A1 (2, 1) (3, 4)
B1 (1, 2) (4, 3)

Fig. 1.

They show that for many games of interest, Nash equilibria sug-
gest strategies that are rejected by common sense, while iterated
regret is an alternative solution concept that sometimes pro-
poses more intuitive solutions. In this paper we consider games
where the matrix is not given explicitly but defined implicitly
by a game graph and we study the algorithmic aspects of IRM on such games. While it
is easy to compute the iterated regret on a finite matrix, it isnot that simple for game
played on trees or graphs, as the number of strategies (and therefore the underlying
matrix) is exponential in the size of a tree and even infinite for a graph.

⋆ Work supported by the projects:(i) Quasimodo: “Quantitative System Properties in
Model-Driven-Design of Embedded”,http://www.quasimodo.aau.dk/, (ii) Ga-
sics: “Games for Analysis and Synthesis of Interactive Computational Systems”,
http://www.ulb.ac.be/di/gasics/, and (iii) Moves: “Fundamental Issues in
Modelling, Verification and Evolution of Software”,http://moves.ulb.ac.be, a PAI
program funded by the Federal Belgian Government.



The IRM solution concept assumes that instead of trying to minimize what she has
to pay, each player tries to minimize herregret. The regret is informally defined as the
difference between what a player actually pays and what she could have payed if she
knew the strategy chosen by the other player1. More formally, if c1(λ1, λ2) represents
what Player 1 pays2 when the pair of strategies(λ1, λ2) is played,reg1(λ1, λ2) =
c1(λ1, λ2) − minλ′

1
c1(λ

′
1, λ2). Consider the strategic game defined by the matrix of

Figure 1. In this game, Player 1 has two strategiesA1 andB1 and Player 2 has two
strategiesA2 andB2. The two players choose a strategy at the same time and the pairs
of strategies define what the two players have to pay. The regret of playingA1 for Player
1 when Player 2 playsA2 is equal to1 becausec1(A1, A2) is 2 while c1(B1, A2) is 1.
Knowing that Player 2 playsA2, Player 1 should have playedB1 instead ofA1.

As players have to choose strategies before knowing how the adversary will play,
we associate a regret with each strategy as follows. The regret of a strategyλ1 of Player
1 is : reg1(λ1)=maxλ2

reg1(λ1, λ2). In the example, the regret of strategyA1 is 1,
because when Player 2 playsA2, Player 1’s regret is1, and when Player 2 playsB2 her
regret is0. A rational player should minimize her regret, so that Player 1’s regret is de-
fined asreg1=minλ1

reg1(λ1), summarizing, we getreg1=minλ1
maxλ2

(c1(λ1, λ2)−
minλ′

1
c1(λ

′
1, λ2)). A symmetrical definition can be given for Player 2’s regret.

Let us come back to the example. The regret attached to strategy B1 is 1. SoA1

andB1 are equivalent for Player 1 w.r.t. regret minimization. On the other hand, for
Player 2, the regret ofA2 is 0, and the regret ofB2 is 3. So, if Player 1 assumes that
Player 2 tries to minimize her regret, then she must concludethat Player 2 will play
A2. Knowing that, Player 1 recomputes her regret for each action, and in this case, the
regret of actionA1 is 1 while the regret ofB1 is 0. So rational players minimizing their
regret should end up playing(B1, A2) in this game.

Reasoning on rationality is formalized by Halpern and Pass by introducing adelete
operatorthat removes strictly dominated strategies. This operatortakes sets of strate-
gies (Λ1, Λ2) for each player and returnsD(Λ1, Λ2) = (Λ′

1, Λ
′
2) the strategies that

minimize regret. ThenD(Λ′
1, Λ

′
2) returns the strategies that minimize regret under the

hypothesis that adversaries minimize their regret i.e., choose their strategies inΛ′
1 and

Λ′
2 respectively. We iterate this operator until we reach a fixpoint, which represents the

strategies minimizing theiterated regret.
In this paper, we consider games where the matrix is not givenexplicitly but defined

implicitly by a game graph. In particular, we use the same definition of iterated regret
as Halpern and Pass. More precisely, we consider graphs where vertices are partitioned
into vertices that belong to Player 1 and vertices that belong to Player 2. Each edge
is annotated by a cost for Player 1 and one for Player 2. Additionally, there are two
designated sets of vertices, one that Player 1 tries to reachand the other one that Player
2 tries to reach. The game starts in the initial vertex of the graph and is played for an
infinite number of rounds as follows. In each round, the player who owns the vertex
on which the pebble is placed moves the pebble to an adjacent vertex using an edge of
the graph, and a new round starts. The infinite plays generatean infinite sequence of
vertices and the amount that the players have to pay are computed as follows. Player 1

1 We only consider 2-player games, but our work can be easily extended ton-player games.
2 We could have considered rewards instead of penalties, everything is symmetrical.



pays+∞ if the sequence does not reach the target set assigned to her,otherwise she
pays the sum of edge costs assigned to her on the prefix up to thefirst visit to her target
set. The amount to pay for Player 2 is defined symmetrically. Strategies in such games
are functions from the set of histories of plays (sequences of visited vertices) to the set
of edges (choice of moves for the pebble).

Contributions We first consider target-weighted arenas, where the payoff function is
defined for each state of the objectives. We give a PTIME algorithm to compute the
regret by reduction to a min-max game (and in linear time for trees). We then consider
edge-weighted arenas. Each edge is labeled by a pair of integers – one for each player –,
and the payoffs are defined by the sum of the weights along the path until the first visit
to an objective. We give a pseudo-PTIME algorithm to computethe regret in an edge-
weighted arena, by reduction to a target-weighted arena. Wethen study the problem of
IRM. We provide adelete operatorthat removes strictly dominated strategies. We show
how to compute the effect of iterating this operator on tree arenas and on the general
class of graphs where the weights are stricly positive. In the first case, we provide a
quadratic time algorithm and in the second case, a pseudo-exponential time algorithm.

Related worksRegret mimimization is a popular notion to define a goal for a learning
agent [7] (in themachine learningtheory). One can consider the selection of some
strategies as a learning process. IRM is however not a classical concept of machine
learning, since this notion is meaningless when there is a single learning agent. Like
[6], our work is thus more related to game theory than learning theory.

[9] investigates how to find a strategy that “mimimizes” the regret in extensive
games with imperfect information. This kind of games can be considered as games
on a probabilistic finite tree arena. We also consider finite tree arenas in Section 5.1.
However in that paper, the strategies that achieve the mimimal value for regret are not
computed, but a strategy with a regret less than a bound depending on the range of
utilities, the number of actions and the number of rounds. IRM is not considered neither.

There are several notions of equilibria for reasoning on 2-player non-zero-sum
(strategic) games, for instanceNash equilibrium, sequential equilibrium, perfect equi-
librium - see [8] for an overview. Those equilibria formalize notions of rational behavior
by defining optimality criteria for pairs of strategies. As it has be shown by Halpern and
Pass for several examples like theCentipede gameor theTraveller’s dilemma, IRM
proposes solutions that are more intuitive and natural thanNash equilibria.

2 Weighted Games and Regret

Given a cartesian productA × B of two sets, we denote byproji the i-th projection,
i = 1, 2. It is naturally extended to sequence of elements ofA×B by proji(c1 . . . cn) =
proji(c1) . . . proji(cn). For allk ∈ N, we let[k] = {0, . . . , k}.

Reachability GamesTurn-based two-player games are played on game arenas by two
players. A (finite)game arenais a tupleG = (S = S1 ⊎ S2, s0, T ) whereS1, S2 are
finite disjoint sets of player positions (S1 for Player 1 andS2 for Player2), s0 ∈ S is
the initial position, andT ⊆ S×S is the transition relation. Afinite playonG of length
n is a finite wordπ = π0π1 . . . πn ∈ S∗ such thatπ0 = s0 and for alli = 0, . . . , n− 1,
(πi, πi+1) ∈ T . Infinite plays are defined similarly. We denote byPf (G) (resp.P∞(G))



1. cG
i (π) =

8

<

:

+∞ if π is not winning for Playeri
Pmin{k | πk∈Ci}−1

j=0 µi(πj , πj+1) otherwise
cost of a playπ

2. cG
i (λ1, λ2) = cG

i (OutG(λ1, λ2)) cost of two strategiesλ1, λ2.

3. brGi (λ−i) = minλi∈Λi(G) cG
i (λi, λ−i) best response of playeri againstλ−i

4. regG
i (λi, λ−i) = cG

i (λi, λ−i) − brGi (λ−i). regret of two strategiesλ1, λ2

5. regG
i (λi) = maxλ−i∈Λ−i(G) regG

i (λi, λ−i) regret of a strategyλi

6. regG
i = minλi∈Λi(G) regG

i (λi). regret of Playeri

Fig. 2.Cost, best response, and regret

the set of finite (resp. infinite) plays onG, and we letP(G) = Pf (G) ∪ P∞(G). For
any nodes ∈ S, we denote by(G, s) the arenaG where the initial position iss.

Let i ∈ {1, 2}. We let −i = 1 if i = 2 and −i = 2 if i = 1. A strategyλi : Pf (G) →
S ∪ {⊥} for Playeri is a mapping that maps any finite playπ whose last position –
denoted last(π) – is inSi to⊥ if there is no outgoing edge from last(π), and to a position
s such that(last(π), s) ∈ T otherwise. The set of strategies of Playeri in G is denoted
by Λi(G). Given a strategyλ−i ∈ Λ−i(G), theoutcomeOutG(λi, λ−i) is the unique
playπ = π0 . . . πn . . . such that(i) π0 = s0, (ii) if π is finite, then there is no outgoing
edge from last(π), and(iii) for all 0 ≤ j ≤ |π| and allκ = 1, 2, if πj ∈ Sκ, then
πj+1 = λκ(π0 . . . πj). We also defineOutG(λi) = {OutG(λi, λ−i) | λ−i ∈ Λ−i(G)}.
A strategyλi is memorylessif for any playh ∈ Pf (G), λ1(h) only depends on last(h).
Thusλi can be seen as a functionSi 7→ S ∪ {⊥}. It is finite-memoryif λ1(h) only
depends on last(h) and on some state of a finite state set (see [4] for formal definitions).

A reachability winning conditionfor Playeri is given by a subset of positionsCi ⊆
S – called thetarget set–. A playπ ∈ P(G) is winning for Playeri if some position of
π is in Ci. A strategyλi for Playeri is winningif all the plays ofOutG(λi) are winning.
In this paper, we often consider two target setsC1, C2 for Player 1 and 2 respectively.
We write(S1, S2, s0, T, C1, C2) to denote the game arenaG extended with those target
sets. Finally, letλi ∈ Λi(G) be a winning strategy for Playeri andλ−i ∈ Λ−i(G). Let
π0π1 · · · ∈ P(G) be the outcome of(λi, λ−i). The outcomeof (λi, λ−i) up to Ci is
defined byOutG,Ci(λi, λ−i) = π0 . . . πn such thatn = min{j | πj ∈ Ci}. We extend
this notation to sets of playsOutG,Ci(λi) naturally.

Weighted Games We add weights on edges of arenas and include the target sets.A
(finite) weighted game arenais a tupleG = (S = S1⊎S2, s0, T, µ1, µ2, C1, C2) where
(S, s0, T ) is a game arena,µi : T → N is a weight function for Playeri andCi its target
set,i = 1, 2. We letMG

i be the maximal weight of Playeri, i.e.MG
i = maxe∈T µi(e)

andMG = max(MG
1 , MG

2 ).
G is a target-weighted arena(TWA for short) if only the edges leading to a target

node are weighted by strictly positive integers, and any twoedges leading to the same
node carry the same weight. Formally, for all(s, s′) ∈ T , if s′ 6∈ Ci, thenµi(s, s

′) = 0,
otherwise for all(s′′, s′) ∈ T , µi(s, s

′) = µi(s
′′, s′). Thus for target-weighted arenas,

we assume in the sequel that the weight functions mapCi to N.



Plays, cost, best response and regretLet π = π0π1 . . . πn be a finite play inG.
We extend the weight functions to finite plays, so that for alli = 1, 2, µi(π) =
∑n−1

j=0 µi(πj , πj+1). Let i ∈ {1, 2}, the cost cG
i (π) of π (for Playeri) is +∞ if π

is not winning for Playeri, and the sum of the weights occuring along the edges de-
fined byπ until the first visit to a target position otherwise, see Fig.2(1). In Fig. 2(2),
we extend this notion to the cost of two strategiesλ1, λ2 of Player 1 and 2 respectively.
The best responseof Playeri to λ−i, denoted bybrGi (λ−i), is the least cost Playeri
can achieve againstλ−i (Fig. 2(3)). Theregret for Playeri of playing λi againstλ−i

is the difference between the cost Playeri pays and the best response toλ−i (Fig.
2(4)). Note thatregG

i (λi, λ−i) ≥ 0, sincebrGi (λ−i) ≤ cG
i (λi, λ−i). The regret ofλi

for Playeri is the maximal regret she gets for all strategies of Player −i (Fig. 2(5)).
Finally, the regret of Playeri in G is the minimal regret she can achieve (Fig. 2(6)).
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We let+∞− (+∞) = +∞.

Proposition 1. regG
i < +∞ iff Player i

has a winning strategy,i = 1, 2.

Proof. If Playeri has no winning strategy,
then for allλi ∈ Λi(G), there isλ−i ∈
Λ−i(G) s.t. cG

i (λi, λ−i) = +∞. Thus
regG

i (λi, λ−i) = +∞. ThereforeregG
i =

+∞. If Playeri has a winning strategyλi,
then for allλ−i ∈ Λ−i(G), cG

i (λi, λ−i) <

+∞ andbrGi (λ−i) ≤ cG
i (λi, λ−i) < +∞.

ThusregG
i ≤ regG

i (λi) < +∞. ⊓⊔

Example 1.Consider the game arenaG
of Fig. 3. Player 1’s positions are circle
nodes and Player 2’s positions are square
nodes. The target nodes are represented
by double circles. The initial node isA.

The weights are given by pairs of integers for Player 1 and 2 respectively. In this exam-
ple, we first compute Player 1’s regret.

Let λ1 be the memoryless strategy defined byλ1(B) = C andλ1(C) = E. For
all λ2 ∈ Λ2(G), OutG1 (λ1, λ2) is either ACE or ABCE, depending on whether
Player2 goes directly toC or passes byB. In both cases, the outcome is winning and
cG
1 (λ1, λ2) = 3. What is the regret of playingλ1 for Player1? To computereg1

G(λ1),
we should consider all possible strategies of Player2, but a simple observation allows
us to restrict this range. Indeed, to maximize the regret of Player 1, Player2 should
cooperate in subtrees whereλ1 prevents to go, i.e. in the subtrees rooted atD andF .
Therefore we only have to consider the two following memoryless strategiesλ2 andλ′

2:
bothλ2 andλ′

2 move fromF to J and fromD to H , butλ2(A) = B while λ′
2(A) = C.

In both cases, going toF is a best response toλ2 andλ′
2 for Player1, i.e. brG1 (λ2) =

brG1 (λ′
2) = 0. Therefore we getregG

1 (λ1, λ2) = cG
1 (λ1, λ2) − brG1 (λ2) = 3 − 0 = 3.

Similarly regG
1 (λ1, λ

′
2) = 3. ThereforeregG

1 (λ1) = 3.
As a matter of fact, the strategyλ1 minimizes the regret of Player1. Indeed, if she

chooses to go fromB to D, then Player2 moves fromA to B and fromD to G (so that



Player1 gets a cost3) and cooperates in the subtree rooted atC by moving fromF to
J . The regret of Player1 is therefore3. If Player1 moves fromB to C and fromC to
F , then Player2 moves fromA to C and fromF to I (so that Player1 gets a cost4),
and fromD to H , the regret of Player1 being therefore4. Similarly, one can show that
all other strategies of Player1 have a regret at least3. ThereforeregG

1 = 3.
Note that the strategyλ1 does not minimize the regret in the subgame defined by

the subtree rooted atC. Indeed, in this subtree, Player1 has to move fromC to F , and
the regret of doing this is4 − 3 = 1. However the regret ofλ1 in the subtree is3. This
example illustrates a situation where a strategy that minimizes the regret in the whole
game does not necessarily minimize the regret in the subgames. Therefore we cannot
apply a simple inductive bottom-up algorithm to compute theregret. As we will see in
the next section, we first have to propagate some informationin the subgames.

3 Regret Minimization on Target-Weighted Graphs

In this section, our aim is to give an algorithm to compute theregret of Playeri. This
is done by reduction to a min-max game, defined in the sequel. We say that wesolve
the regret minimization problem (RMP for short) if we can compute the minimal regret
and a (finite representation of a) strategy that achieves this value. We first introduce the
notion of games with minmax objectives. LetG = (S = S1⊎S2, s0, T, µ1, µ2, C1, C2)

be a TWA andi = 1, 2. We letminmaxG
i = minλi∈Λi(G) maxλ−i∈Λ−i(G) cG

i (λi, λ−i).

Proposition 2. Given aTWA G = (S, s0, T, µ1, µ2, C1, C2), i ∈ {1, 2} andK ∈ N,
one can decide whetherminmaxG

i ≤K in timeO(|S|+|T |). The valueminmaxG
i and a

memoryless strategy that achieves it can be computed in timeO(log2(M
G
i )(|S|+ |T |)).

Since the player have symmetric roles, wlog we can focus on computing the regret
of Player1 only. Therefore we do not consider Player2’s targets and weights. Let
G = (S = S1 ⊎ S2, s0, T, µ1, C1) be a TWA (assumed to be fixed from now on). Let
λ1 ∈ Λ1(G) be a winning strategy of Player1 (if it exists). Player2 can enforce Player
1 to follow one of the paths ofOutG,C1(λ1) by choosing a suitable strategy. When
choosing a pathπ ∈ OutG,Ci(λ1), in order to maximize the regret of Player1, Player
2 cooperates (i.e. she minimizes the cost) if Player1 would have deviated fromπ. This
leads to the notion ofbest alternativealong a path. Informally, the best alternative along
π is the minimal value Player1 could have achieved if she deviated fromπ, assuming
Player2 cooperates. Since Player2 can enforce one of the paths ofOutG,C1(λ1), to
maximize the regret of Player1, she will choose the pathπ with the highest difference
betweencG

1 (π) and the minimal best alternative alongπ. As an example consider the
TWA arena of Fig. 3. In this example, if Player1 moves fromC to E, then along the
pathACE, the best alternative is0. Indeed, the other alternative was to go fromC to F

and in this case, Player2 would have cooperated.
We now formally define the notion of best alternative. Lets ∈ S1. The best value

that can be achieved froms by Player1 when Player2 cooperates is defined by:

bestG1 (s) = min
λ1∈Λ1(G,s)

min
λ2∈Λ2(G,s)

c(G,s)
1 (λ1, λ2)



Let (s, s′) ∈ T . Thebest alternativeof choosings′ from s for Player1, denoted
by baG

1 (s, s′), is defined as the minimal value she could have achieved by choosing
another successor ofs (assuming Player2 cooperates). Formally:

baG
1 (s, s′) =

{

+∞ if s ∈ S2

min(s,s′′)∈T,s′′ 6=s′ bestG1 (s′′) if s ∈ S1

with min ∅ = +∞. Finally, the best alternative of a pathπ = s0s1 . . . sn is defined
as+∞ if n = 0 and as the minimal best alternative of the edges ofπ otherwise:

ba1
G(π) = min

0≤j<n
ba1

G(sj , sj+1)

We first transform the graphG into a graphG′ such that all the paths that lead to
a nodes have the same best alternative. This can be done since the number of best
alternatives is bounded by|C1|. The construction ofG′ is done inductively by storing
the best alternatives in the positions.

Definition 1. The graph of best alternatives ofG is the TWA G′ = (S′ = S′
1 ⊎

S′
2, s

′
0, T

′, µ′
1, C′

1) whereS′
i = Si × ([MG

1 ] ∪ {+∞}), s′0 = (s0, +∞), C′
1 = S′

1 ∩
(C1× [MG

1 ]), for all (s, b) ∈ C′
1, µ

′
1(s, b) = µ1(s), and for all (s, b1), (s

′, b′1) ∈ S′,
((s, b1), (s

′, b′1)) ∈ T ′ iff (s, s′) ∈ T and

b′1 =

{

min(b1, baG
1 (s, s′)) if s ∈ S1

b1 if s ∈ S2

The best alternative along the paths that lead to the same node is unique. Moreover, as
the number of best alternatives is bounded by|C1|, G′ can be constructed in PTime:

Proposition 3. For all (s, b) ∈ S′ and all finite pathπ in G′ from (s0, +∞) to (s, b),

baG′

1 (π) = b. G′ can be constructed in timeO
(

(|C1| + log2(M
G
1 )) × (|S| + |T |)

)

.

Since the best alternative information depends only on the paths, the paths ofG
and those ofG′ are in bijection. This bijection can be extended to strategies. In partic-
ular, we define two mappingsΦi from Λi(G) to Λi(G

′), for all i = 1, 2. For all path
π = s0s1 . . . in G (finite or infinite), we denote byB(π) the path ofG′ defined by
(s0, b0)(s1, b1) . . . whereb0 = +∞ and for allj > 0, bj = ba1

G(s0 . . . sj−1). The
mappingB is bijective, and its inverse corresponds toproj1.

The mappingΦi maps any strategyλi ∈ Λi(G) to a strategyΦi(λi) ∈ Λi(G
′) such

thatΦi(λi) behaves asλi on the first projection of the play and adds the best alternative
information to the position. Leth ∈ S′∗ such that last(h) ∈ S′

i. Let s = λi(proj1(h)).
ThenΦi(λi)(h) = (s, ba1

G(proj1(h).s)). The inverse mappingΦ−1
i just projects the

best alternative information. In particular, for allλ′
i ∈ Λi(G

′), and allh ∈ S∗ such that
last(h) ∈ Si, Φ−1

i (λi)(h) = proj1(λi(B(h))). Clearly, the mappingsΦi are bijective.
The best alternative information is crucial. This is a global information that al-

lows us to compute the regret locally. For all(s, b) ∈ C′
1, we letν1(s, b) = µ1(s) −

min(µ1(s), b), and extendν1 to strategies naturally (ν1(λ1, λ2) = +∞ if λ1 is losing).



Lemma 1. Let H = (S′, s′0, T
′, ν1, C′

1) whereS′, s′0, T
′, C′

1 are defined in Definition
1. For all λ1 ∈ Λ1(G) and allλ′

1 ∈ Λ1(G
′), the following holds:

1. regG
1 (λ1)= regG′

1 (Φ1(λ1)) 2. regG′

1 (λ′
1)= max

λ′

2
∈Λ2(G′)

ν1(λ
′
1, λ

′
2) 3. regG

1 =minmaxH
1

Proof. 1 and 2 are in the full version of the paper. For3, we have
regG

1 = min
λ1∈Λ1(G)

regG
1 (λ1) (by definition)= min

λ1∈Λ1(G)
regH

1 (Φ1(λ1)) (by 1)

= min
λ1∈Λ1(H)

regH
1 (λ1) (by 1) = min

λ1∈Λ1(H)
max

λ2∈Λ2(H)
ν1(λ1, λ2) (by 2)�

As a consequence of Lemma 1, we can solve the RMP on TWAs. We first compute
the graph of best alternatives and solve aminmax game. This gives us a memoryless
strategy that achieves the minimal regret in the graph of best alternatives. To compute
a strategy in the original graph, we apply the inverse mapping Φ−1

1 : this gives a finite-
memory strategy whose memory is exactly the best alternative seen along the current
finite play. Therefore the needed memory is bounded by the number of best alternatives,
which is bounded by|C1|.

Theorem 1. TheRMPon aTWA G = (S, s0, T, µ1, C1) can be solved in timeO(|C1|·
log2(M

G
1 ) · (|S| + |T |)), whereMG

1 = maxe∈T µi(e).

4 Regret Minimization in Edge-Weighted Graphs

In this section, we give a pseudo-polynomial time algorithmto solve the RMP in
weighted arenas (with weights on edges). In a first step, we prove that if the regret
is finite, the strategies minimizing the regret generates outcomes whose cost is bounded
by some value which depends on the graph. This allows us to reduce the problem to the
RMP in a TWA, which can then be solved by the algorithm of the previous section.

Let G = (S = S1 ⊎S2, s0, T, µ1, C1) be a weigthed game arena with objectiveC1.
As in the previous section, we assume that we want to minimizethe regret of Player 1,
so we omit the weight function and the target of Player2.

Definition 2 (Bounded strategies).Let B ∈ N andλ1 ∈ Λ1(G). The strategyλ1 is
bounded byB if for all λ2 ∈ Λ2(G), cG

1 (λ1, λ2) ≤ B.

Note that a bounded strategy is necessarily winning, since by definition, the cost of
some outcome is infinite iff it is loosing. The following lemma states that the winning
strategies that minimize the regret of Player1 are bounded.

Lemma 2. For all weighted arenaG = (S, s0, T, µ1, C1) and for any strategyλ1 ∈
Λ1(G) winning inG for Player1 that minimizes her regret,λ1 is bounded by2MG|S|.

Proof (Sketch).If there is a winning strategy, there is a memoryless winningstrategy
γ1 ([4]). ThenregG

1 ≤ regG
1 (γ1). For anyλ2, OutG,C1(γ1, λ2) does not contain twice

the same position. Thusc1
G(γ1, λ2) ≤ MG|S|. Moreover,brG1 (λ2) ≤ c1

G(γ1, λ2) ≤
MG|S|. ThusregG

1 ≤ regG
1 (γ1, λ2) ≤ MG|S|. Let λ1 minimizing regG

1 (λ1). Then
regG

1 (λ1, λ2) ≤ MG|S|, socG
1 (λ1, λ2) ≤ MG|S| + br1(λ2) ≤ 2MG|S|, for anyλ2.



Let B = 2MG|S|. Thanks to Lemma 2 we can reduce the RMP in a weighted arena
into the RMP in a TWA. Indeed, it suffices to enrich every position of the arena with the
sum of the weights occuring along the path used to reach this position. A position may
be reachable by several paths, therefore it will be duplicated as many times as they are
different path utilities. This may be unbounded, but Lemma 2ensures that it is sufficient
to sum the weights up toB only. This may results in a larger graph, but its size is still
pseudo-polynomial (polynomial in the maximal weight and the size of the graph).

Definition 3. Let G = (S = S1 ⊎ S2, s0, T, µ1, C1) be a weigthed game arena. The
graph of cost is theTWA G′ = (S′ = S′

1 ⊎ S′
2, s

′
0, T

′, µ′
1, C′

1) defined by:(i) S′
i =

Si × [B] ands′0 = (s0, 0); (ii) for all (s, u), (s′, u′) ∈ S′, ((s, u), (s′, u′)) ∈ T ′ iff
(s, s′) ∈ T andu′ = u + µ1(s, s

′); (iii) C′
1 = (C1 × [B]) ∩ S′ and∀(s, u) ∈ C′

1,
µ′

1(s, u) = u.

Lemma 3. regG
1 = regG′

1

Proof (Sketch).We define a mappingΦ that maps the strategies of Playeri in G to the
strategies of Playeri in G′, for all i ∈ {1, 2}, which satisfiesΦ(Λi(G)) = Λi(G

′) and
preserves the regret of Player 1’s strategies bounded byB, i.e.regG

1 (λ1) = regG
1 (Φ(λ1)),

for all λ1 ∈ Λ1(G) bounded byB. ⊓⊔

To solve the RMP for a weighted arenaG, we first construct the graph of costG′,
and then apply Theorem 1, sinceG′ is a TWA. Correctness is ensured by Lemma 3. This
returns a finite-memory strategy ofG′ that minimizes the regret, whose memory is the
best alternative seen so far. To obtain a strategy ofG minimizing the regret, one applies
the inverse mappingΦ−1. This gives us a finite-memory strategy whose memory is the
cost of the current play up toMG and the best alternative seen so far.

Theorem 2. TheRMP on a weighted arenaG = (S = S1 ⊎ S2, s0, T, µ1, C1) can be
solved in timeO

(

(MG)2 · log2(|S| · M
G) · |S| · |C1| · (|S| + |T |)

)

.

5 Iterated Regret Minimization (IRM)

In this section, we show how to compute the iterated regret for tree arenas and for
weighted arenas where weights are strictly positive (by reduction to a tree arena).

Let G = (S = S1 ⊎ S2, s0, T, µ1, µ2, C1, C2) be a weighted arena. Leti ∈ {1, 2},
Pi ⊆ Λi(G) andP−i ⊆ Λ−i(G). The regret of Playeri when she plays strategies ofPi

and when Player −i plays strategies ofP−i is defined by:

regG,Pi,P−i

i = min
λi∈Pi

max
λ−i∈P−i

cG
i (λi, λ−i) − brG,Pi

i (λ−i)

brG,Pi

i (λ−i) = minλ∗

i
∈Pi

cG
i (λ∗

i , λ−i)

For all λi ∈ Pi andλ−i ∈ P−i, we defineregG,Pi,P−i

i (λi) andregG,Pi,P−i

i (λi, λ−i)
accordingly. We now define the strategies of rankj, which are the ones that survivedj

times the deletion of strictly dominated strategies. The strategies of rank0 for Playeri
is Λi(G). The strategies of rank1 for both players are those which minimize their regret



against strategy of rank0. More generally, the strategies of rankj for Playeri are the
strategies of rankj − 1 which minimize her regret against Player −i’s strategies of rank
j − 1. Formally, leti ∈ {1, 2}, P1 ⊆ Λ1(G) and allP2 ⊆ Λ2(G). ThenDi(P1, P2) is
the set of strategiesλi ∈ Pi such thatregG,Pi,P−i

i = regG,Pi,P−i

i (λi). Then the strategies
of rankj are obtained via adeleteoperatorD : 2Λ1(G) × 2Λ2(G) → 2Λ1(G) × 2Λ2(G)

such thatD(P1, P2) = (D1(P1, P2), D2(P1, P2)). We letDj = D ◦ · · · ◦ D (j times).

Definition 4 (j-th regret). Let j ≥ 0. The set of strategies of rankj for Player i

is P
j
i = proji(D

j(Λ1(G), Λ2(G))). The j + 1-th regret for Playeri is defined by

regG,j+1
i = reg

G,P
j

i
,P

j

−i

i . In particular, regG,1
i = regG

i .

Proposition 4. Let i ∈ {1, 2}. For all j ≥ 0, P
j+1
i ⊆ P

j
i and regG,j+1

i ≤ regG,j
i .

Moreover, there is⋆ ≥ 1 such that for allj ≥ ⋆, for all i ∈ {1, 2}, regG,j
i = regG,⋆

i .

Definition 5 (iterated regret).For all i = 1, 2, the iterated regret of Playeri is regG,⋆
i .

Example 2.Consider the example of Fig. 3. We already saw that the strategies that
minimize Player 1’s regret areB 7→ C 7→ E andB 7→ D, in which cases we have
regG

1 = regG,1
1 = 3. The strategies that minimize Player 2’s regret areλ2 : A 7→

C, F 7→ I andλ′
2 : A 7→ C, F 7→ J , in which cases her regret is0. If Player 1 knows

that Player 2 plays according toλ2 or λ′
2, she can still playC 7→ E but now her regret

is 0, so thatregG,⋆
1 = 0. Similarly, regG,⋆

2 = 0.

5.1 IRM in Tree Arenas

In this section, we leti ∈ {1, 2} andG = (S = S1 ⊎ S2, s0, T, µ1, µ2, C1, C2) be a
finite edge-weighted tree arena. We can transformG into a target-weighted tree arena
such thatC1 = C2 (denoted byC in the sequel) is the set of leaves of the tree, if we
allow the functionsµi to take the value+∞. This transformation results in a new target-
weighted tree arenaG′ = (S = S1 ⊎ S2, s0, T, µ′

1, µ
′
2, C) with the same set of states

and transitions asG and for all leafs ∈ C, µ′
i(s) = cG′

i (π), whereπ is the root-to-leaf
path leading tos. The time complexity of this transformation isO(|S|).

We now assume thatG = (S = S1 ⊎ S2, s0, T, µ1, µ2, C) is a target-weighted tree
arena whereC is the set of leaves. Our goal is to define a delete operatorD such that
D(G) is a subtree ofG such that for alli = 1, 2, Λi(D(G)) are the strategies ofΛi(G)
that minimizeregG

i . In other words, any pairs of subsets of strategies for both players
in G can be represented by a subtree ofG. This is possible since all the strategies in a
tree arena are memoryless. A set of strategiesPi ⊆ Λi(G) is therefore represented by
removing fromG all the edges(s, s′) such that there is no strategyλi ∈ Pi such that
λi(s) = s′. In our case, one first computes the set of strategies that minimize regret.
This is done as in Section 3 by constructing the tree of best alternativesH (but in this
case with the best alternative of both players) and by solving a min-max game. FromH
we delete all edges that are not compatible with a strategy that minimize theminmax
value of some player. We obtain therefore a subtreeD(H) of H such that any strategy
of H is a strategy ofD(H) for Playeri iff it minimizes theminmax value inH for
Playeri. By projecting away the best alternative information inD(H), we obtain a



subtreeD(G) of G such that any Playeri’s strategy ofG is a strategy ofD(G) iff it
minimizes Playeri’s regret inG. We can iterate this process to compute the iterated
regret, and we finally obtain a subtreeD∗(G) such that any strategy ofG minimizes the
iterated regret for Playeri iff it is a Playeri’s strategy inD∗(G).

Definition 6. The tree of best alternatives ofG is the treeH = (S′
1, S

′
2, s

′
0, T

′, µ′
1, µ

′
2, C′)

where:(i) S′ = S′
1 ⊎ S′

2 with S′
i = {(s, b1, b2) | s ∈ Si, bκ = baG

κ (πs), κ = 1, 2}
whereπs is the path from the roots0 to s, (ii) s′0 = (s0, +∞, , +∞), (iii) for all s, s′ ∈
S′, (s, s′) ∈ T ′ iff (proj1(s), proj1(s

′)) ∈ T , (iv) C′ = {s ∈ S′ | proj1(s) ∈ C}, (v)
for all (s, b1, b2)∈C′, µ′

i(s, b1, b2) = µi(s) − min(µi(s), bi).

Note thatH is isomorphic toG. There is indeed a one-to-one mappingΦ between
the states ofG and the states ofH : for all s ∈ S, Φ(s) is the only states′ ∈ S′ of
the forms′ = (s, b1, b2). Moreover, this mapping is naturally extended to strategies.
Since all strategies are memoryless, any strategyλi ∈ Λi(G) is a functionSi → S.
Thus, for alls′ ∈ S′

i, Φ(λi)(s
′) = Φ

(

λi(Φ
−1(s′))

)

. Without loss of generality and
for a technical reason, we assume that any strategyλi is only defined for statess ∈ Si

that are compatible with this strategy, i.e. ifs is not reachable underλi then the value
of λi does not need to be defined. The lemmas of Section 3 still hold for the treeH .
In particular, for alli ∈ {1, 2}, Φ(Λi(G)) = Λi(H) and any strategyλi ∈ Λi(G)

minimizesregG
i iff Φ(λi) minimizesminmaxH

i . MoreoverregG
i = minmaxH

i .
As in Section 3, the RMP on a tree arena can be solved by a min-max game. For

all s ∈ S′, we defineminmaxH
i (s) = minmax(H,s)

i and compute these values in-
ductively by a bottom-up algorithm that runs in timeO(|S|). This algorithm not only
allows us to computeminmaxH

i for all i ∈ {1, 2}, but also to compute a subtreeD(H)
that represents all Playeri’s strategies that achieve this value. We actually define the
operatorD in two steps. First, we remove the edges(s, s′) ∈ T ′, such thats ∈ S′

i

andminmaxH
i (s′) > minmaxH

i for all i = 1, 2. We obtain a new graphH ′ consisting
of several disconnected tree components. In particular, there are some states no longer
reachable from the roots′0. Then we keep the connected component that containss′0
and obtain a new treeD(H). Since there is a one-to-one correspondence between the
strategies minimizing the regret inG and the strategies minimizing the minmax value
in H , we can defineD(G) by applying toD(H) the isomorphismΦ−1, in other words
by projecting the best alternatives away, and by restoring the functionsµi.
We obtain a new treeD(G) whose Playeri’s strategies minimize the regret of Playeri,
i = 1, 2. We can iterate the regret computation onD(G) and get the Playeri’s strategies
that minimize the regret of rank2 of Playeri, i = 1, 2. We continue iteration until we
get a treeG′ such thatD(G′) = G′. We letD0(G) = G andDj+1(G) = D(Dj(G)).

Proposition 5. Let i ∈ {1, 2} andj > 0. We haveregG,j
i = regDj−1(G)

i .

Theorem 3. LetG = (S = S1 ⊎ S2, s0, T, µ1, µ2, C) be a tree arena. For alli = 1, 2,
the iterated regret of Playeri, regG,⋆

i , can be computed in timeO(|S|2).

Proof. There is an integerj such thatregG,⋆
i = regDj(G)

i . According to the definition
of D(G), j ≤ |S| because we remove at least one edge of the tree at each step. Since
D(G) can be constructed in timeO(|S|), the whole time complexity isO(|S|2). ⊓⊔



5.2 IRM in Positive Weighted Arenas

A weighted arenaG is said to bepositiveif all edges are weighted by strictly positive
weights only. In this section, we letG = (S = S1 ⊎ S2, s0, T, µ1, µ2, C1, C2) be
a positive weighted arena. Remind thatP

j
i (G) is the set of strategies that minimize

regG,j
i , for all j ≥ 0 and i = 1, 2. As for the regret computation in edge-weighted

graphs, we define a notion of boundedness for strategies. Then the iterated regret is
computed on the unfolding of the graph, up to some cost bound.

Definition 7 (j-winning and j-bounded strategies). Let i ∈ {1, 2} andλi ∈

Λi(G). The strategyλi is j-winning if for all λ−i ∈ P
j
−i(G), OutG(λi, λ−i) is winning.

It is j-bounded by someB ≥ 0 if it is j-winning, and for allλ−i ∈ P
j
−i(G) and all

κ ∈ {i, −i}, µκ(OutG,Ci(λi, λ−i)) ≤ B.

Note thatj-boundedness differs from boundedness as we require that the utilities
of both players are bounded. We letbG = 6(MG)3|S|. We get a similar result than the
boundedness of strategies that miminize the regret of rank1, but for any rank:

Lemma 4. For all i = 1, 2 and all j ≥ 0, all j-winning strategies of Playeri which
minimize the(j + 1)-th regret arej-bounded bybG.

Lemma 4 allows us to reduce the problem to the IRM in a weightedtree arena, by
unfolding the graph arenaG up to some maximal cost value. Lemma 4 suggests to take
bG for this maximal value. However the best responses to a strategyj-bounded bybG

are not necessarily bounded bybG, but they are necessarilyj-bounded bybG · MG,
since the weights are strictly positive. Therefore we letBG = bG · MG and takeBG

as the maximal value. Since thej-winning strategies arej-bounded bybG and the best
responses arej-bounded byBG, we do not lose information by taking the unfolding up
to BG. Finally we apply Theorem 3 on the unfolding. One of the most technical result
is to prove the correctness of this reduction.

Theorem 4. The iterated regret for both players in a positive weighted arenaG can be
computed in pseudo-exponential time (exponential in|S|, |T | andMG).

For all i = 1, 2, the procedure of Section 5.1 returns a finite-memory strategy λi

minimizing the iterated regret inG′ whose memory is the best alternatives seen so far
by both players. Fromλi we can compute a finite-memory strategy inG minimizing
the iterated regret of Playeri, the needed memory is the best alternatives seen by both
players and the current finite play up toBG. When the cost is greater thanBG, then
any move is allowed. Therefore one needs to add one more bit ofmemory expressing
whether the cost is greater thanBG.

Conclusion The theory of infinite qualitive non-zero sum games over graphs is still in
an initial development stage. We adapted a new solution concept from strategic games
to game graphs, and gave algorithms to compute the regret anditerated regret. The
strategies returned by those algorithms have a finite memory. One open question is
to know whether this memory is necessary. In other words, arememoryless strategies



sufficient to minimize the (iterated) regret in game graphs?Another question is to deter-
mine a lower bound on the complexity of (iterated) regret minimization. Iterated regret
minimization over the full class of graphs is still open. In the case of (strictly) positive
arenas, the unfolding of the graph arena up to some cost boundcan be seen as a finite
representation of (possibly infinite) set of strategies of rankj in G. Finding such a rep-
resentation is not obvious for the full class of weighted arenas, since before reaching
its objective, a player can take a0-cost loop finitely many times without affecting her
minimal regret. This suggests to addfairnessconditions on edges to compute the IR.
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