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The duality of computation under focus

Pierre-Louis Curien (CNRS, Paris 7, and INRIA) and Guillauunch-Maccagnoni (Paris 7 and INRIA)

Abstract. We review the close relationship between abstract mackinésall-by-name or call-by-value)-calculi
(extended with Felleisen8) and sequent calculus, reintroducing on the way Curierbélars syntactic kit ex-
pressing the duality of computation. We use this kit to pleva term language for a presentationLéf (with
conjunction, disjunction, and negation), and to trangcdbt elimination as (non confluent) rewriting. A key slo-
gan here, which may appear here in print for the first timeh#& tommutative cut elimination rules are explicit
substitution propagation rules. We then describe the i&@élproof search discipline (in the classical setting)l an
narrow down the language and the rewriting rules to a conficednulus (a variant of the second author’s focalising
systemL). We then define a game of patterns and counterpatterngndeasito a fully focalised finitary syntax for

a synthetic presentation of classical logic, that proviaegiotient on (focalised) proofs, abstracting out the order
of decomposition of negative connecti@s.

1 Introduction

This paper on one hand has an expository purpose and on tehatind pushes further the syntactic investigations on
the duality of computation undertaken in [CHOQ].

Sectiorf 2 discusses the relation between faméalimtract machinefor the A-calculus (extended with control) and
(classical)sequent calculusSectior B presents a faithful language (with a one-to-amesspondence between well-
typed terms and proof trees) for a presentation of LK thatgustes a key ingredient of focalisation, by choosing a
dissymetric presentation for the conjunction on one sidketha disjunction on the other side of sequents. We recall
the non-confluence of unconstrained classical cut-elitiina

In Sectior %, we present thecalised proof search disciplingor classical logig, and adapt the syntactic frame-
work of Sectiori B to get a confluent system whose normal fomageecisely the terms denoting (cut-free) focalised
proofs. The system we arrive at from these proof-searchvat@iins is (a variant of) the second authdosalising
systenl (Lic) [Mun09] We prove the completenesslagf. with respect td_K for provability. In Sectiofi b, we define
some simple encodings havihg. as source or target, indicating its suitability as an inexirate language (between
languages and their execution or compilation).

Finally, in Sectiori b, we further reinforce the focalisatidiscipline, which leads us ®ynthetic system (Lsyntt),

a logic of synthetic connectives in the spirit of Girard'slics and Zeilberger's CU, for which we offer a syntactic
account based on a simple game of patterns and countensdtiat can be seen as another manifestation of dualities
of computation. We show that the synthetic systeim complete with respect to focalising systém

Notation.We shall writet{v/x} the result of substituting for « at all (free) occurrences ofin ¢, andt[v/z] for an

explicit operator[ACCLIP] added to the language togethién vules propagating it. Explicit substitutions are relav
here because they account for the commutative cut ruleSSgeter3).

2 Abstract machines and sequent calculus

In this section, we would like to convey the idea that seqeafdulus could have arisen from the goal of providing a
typing system for the states of an abstract machine for thectanical evaluation of expressions” (to quote the title
of Peter Landin’s pioneering papér [Lan64]).

Here is a simple device for executing a (closaegrm in call-by-name (Krivine maching [Kri07]):

(MN|E) — (M|N - E) (A\e.M |N - E) — (M{N/«}| E)

1 A slighlty shorter version appears in the Proceedings oftieference IFIP TCS, Brisbane, Sept. 2010, published asiag®p
LNCS volume., With respect to the published conferenceioeyshe present version corrects some minor mistakes ifagte
section, and develops a bit further the material of Section 5



A state of the machine is thus a p&iv/ | E) whereM is “where the computation is currently active”, afdis the
stack of things that are waiting to be done in the future, erdbntinuation, or the evaluation context.Arcalculus
litterature, contexts are more traditionally presenteteams with a hole: with this tradition M | E') (resp.M - E)
reads a¥[M] (resp.E[[|M]), or “fill the hole of E with M (resp.[|M)".

How can we type the components of this machine? We have thtegaries of terms and of typing judgements:

Expressions Contexts Commands
M =z | o.M | MM E:=[]|M-E c:=(M|E)
('t M: A) (I''E:AFR) c: (' R)

whereR is a (fixed) type ofinal results The type of an expression (resp. a context) is the type ofdhees that it is
producing (resp. expecting). The typing rules for contextd commands are as follows:

'+M:A I''E:BFR I'FM:A T'|E:AFR
I'|[]:RFR I''M-E:A—BFR (M|E): (I'+ R)

and the typing rules for expressions are the usual onesfgityped\-calculus. Stripping up the term information,
the second and third rules are rulesefjuent calculu@eft introduction of implication and cut).

We next review Griffin’s typing of Felleisen’s control op&waC. As a matter of fact, the behaviour of this con-
structor is best expressed at the level of an abstract mechin

CM)|E) — (M| E"-[]) (E"|N-E) — (N|E)

The first rule explains how the continuatidhgetscaptured and the second rule how it gatstored Griffin [Gri90]
observed that the typing constraints induced by the wellrty of these four commands are met witi/) and E*
are typed as follows:

I'-M:(A—=R)—R I''E:AFR
I'-C(M): A I'HtE*:A— R

These are the rules that one adds to intutionistic natudiicteon to make it classical, if we interpr&tas_L (false),
and if we encode-A asA — R. Hence, Griffin got no less than Curry-Howard for classiogi¢! But how does this
sound in sequent calculus style? In classical sequentloal@equents have several formulas on the right/ahdA
reads as “if all formulas id” hold, then at least one formula gf holds”. Then it is natural to associate continuation
variables with the formulas in\: a term will depend on its input variables, and on its outfuitmuations. With this
in mind, we can read the operational rule (M) as “C(M) is amapE — (M | E* - [])”, and write it with a new
binder (that comes fromh [Par92]):

C(M) = pup(M|B"-1])
where|[ ] is now a continuation variable (of “top-level” typ@). Likewise, we synthesis&* = Az.ua.(x | E), with
a, z fresh, from the operational rules fér and forA\xz. M.
The typing judgements are nowl” - M : A|A), (I'|E : A+ A),andc : (I' - A). The two relevant new
typing rules are (axiom, rigtectivation):
c:(F'Fa:AA)
I'a:Ara:AA T'bkpac:AlA

plus a reduction rulefua.c| E) — ¢{E/a}.

Note that in this setting, there is no more need to “reify” ateat £ into an expressioiiv*, as it can be directly
substituted for a continuation variable.

Similarly, we can read off a (call-by-name) definition &fN from its operational ruleM N = pufS.(M | N.j).
Hence we can remove application from the syntax and arrive gtstem in sequent calculus styely (no more
elimination rule). This yields Herbelinsu-calculus [Her95:

ExpressionsM ::= x| \z.M | pa.c ~ ContextsE =:=a|M-E  Commandsc ::= (M | E)

which combines the first two milestones above: “sequentbadt, “classical”.

Let us step back to the-calculus. The following describes a call-by-value vensib Krivine machine:



(MN|e) — (N|M ©e) (VIMoe) — (M|V -e)

(the operational rule fokz. M is unchangeﬂ) Here,V is avalue defined as being either a variable or an abstraction
(this goes back td [PIo75]). Again, we can real® e as “a mapl” — (M |V - e)”, or, introducing a new bindel
(binding now ordinary variables):

Moe=pxM|xz-e)

The typing rule for this operator is (left activation):

c:(x:AF A)
I'jpzc: AR A

and the operational rule (§ | iz.c) — c{V/x} (V value).
Finally, we get from the rule fod/ N a call-by-value definition of applicatiod N = puior.(N \ fx.(M|x-a)).
We have arrived at Curien and Herbeling/ig-calculus [CHOO]:

Expressiond/ ::= V° | pa.c | Values V ::= x| \z.M | Contextse ::= a |V - e | fiz.c | Commandsc ::= (M |e)
I'-M:AlA I'cV:A; A I'le:AF A c: (' A)

with a new judgement for values (more on this later) and ahi@kpoercion from values to expressions. The syntax
for contexts is both extendeg{.c) and restricted\( - e instead ofM - ¢). The reduction rules are as follows:

(M. M)° |V -e) — (M{V/x}|e) (na.cley — cf{e/a} (Velpx.c)y — AV /x}

3 Alanguage forLK proofs

In this section, we use some of the kit of the previous sedtiagive a term language for classical sequent calculus
LK, with negation, conjunction, and disjunction as connestiOur term language is as follows:

Commands c:= (z|a) | (v|a) | (z]|e) | (pa.c|fz.c)

Expressions v ::= (fiz.c)® | (na.c, pa.c) | inl(pa.c) | inr(pa.c)

Contexts e = fa®.c| iz, 2).c| alinl(zy).ci|inr(zs).col

(In (v|«) (resp.{x|e)), we supposex (resp.z) fresh forv (resp.e).) A termt is a command, an expression, or a
context. As in section]2, we have three kinds of sequérits: A), (I' = A| A), and(I"| A+ A). We decoratéK’s
inference rules with terms, yielding the following typingssem (one term construction for each rule_éf):

c:(I'Fa:AA) d:(I'x: AF A)
(axiom and cut/contraction) (z|a) : (INz: Akl a: A A) (pa.c| pz.d) - (I'= A)

c: (Ix: AF A) cr:(IM'Foar: AL, A) c2: (I'Fag: Az, A)
(right) I't (fx.c)®: —Al A I'+ (pon.cr, pag.c2) : Ay AN Az | A
cr:(IMFoai: AL, A) c2:(I'Fag: Az, A)
I'tinl(pai.ci) : A1V Az | A I'inr(paz.c2) : A1V As | A

c:(I'Fa:AA) c: (Ixr: Ar,me : Ao B A) c1:(Nxy: A A) c2: (Iwe: Ao B A)

(left) I'|pa®.c: mAF A I p(z1,22).c: Ay NAs E A I'| plinl(z1).c1|inr(z2).co] : A1V Az B A
I'Fv:AlA I'le:AF A
(deactivation (wla) : (I'Fa: A A) (x]ey: (INx: AF A)

2 The reason for switching notation froff to ¢ will become clear in Sectidd 5.



Note that the activation rules are packaged in the intradnctiles and in the cut rule. As for the underlying sequent
calculus rules, we have made the following choices:

1. We have preferreddditiveformulations for the cut rule and for the right introductiohconjunction (to stay in
tune with the tradition of typed-calculi) over a multiplicative one where the three occnces of/” would be
resp.l1, I, andl, I'; (idem for A). An important consequence of this choice is that contvads a derived
rule of our system, whence the namecaf/contractiorrule abovE:

TAFAA TAAFA I'FAAA T, AFAA
TAF A TFAA

2. Still in the A-calculus tradition, weakening is “transparent’clf I' = A is well-typed, there : (I, 17 - A, A)
is well-typed (idem, ). (Also, we recall that all free variables ofare among the ones declared/inA.)

3. More importantly, we have adopté@deversiblerules for right introduction of disjunction. On the othemigawe
have given aeversiblerule for left introduction of conjunction: the premise igfable from the conclusiorthis
choice prepares the ground for the next section on focatia

The relation between our typed terms dri€ proofs is as follows.

- Every typing proof induces a proof treelok (one erases variables naming assumptions and conclusoms, the
distinction between the three kinds of sequents, and thikcagipn of the deactivation rules).

- If bound variables are explicitly typed (which we shallregh from doing in the sequel), then every provable typing
judgement, say’ | e : A+ A, has a unique typing proof, i.e. all information isih A, A, e.

- If IT is anLK proof tree of(Ay, ..., A, b By, ..., By), and if namesy, ..., xm,, a1, ..., ay are provided, then
there exists a unique command (z1 : A1,...,%m : Ap b a1 : By,...,ay @ By), whose (unique) typing proof
gives backi7 by erasing.
With this syntax, we can express the cut-elimination rufelskoasrewriting rules
Logical rules (redexes of the forua. (v | o) | fiz.(z | €))):
(pa((fiz.c)® | o) | fiy-(y | fpa®.d)) — (poed | fiz.c) (similar rules for conjunction and disjunctipn

Commutative rules (going “up left”, redexes of the fotp. (v | 8) | fiz.c)):

(na((py.c)* | B) | pr.d) — <uﬁ’ ((By-(pevc| p.d)* | 8') ‘uv y|ﬁ>> (= right)
(similar rules of commutation with the other right introdiect rules and with the left introduction rules

<ua uB-(y | B) | iy .c) ‘/wc d> — (uB.(y| B) | /' (uov.c| juz.d))  (contraction righk
(nev-(uB'c | fiy-ly| B)) | fw.d) — (uB'-(poe| fia-d) | iy-(y| B))  (contraction lefy
<W pad e | fia' (2 | 0 ) \ ua:d>—><ua.<ua’.c|ﬂx.d>|ﬂx.d> (duplication
(na(y|B) | p. d> (y|B) (erasing

Commutative rules (going “up right”, redexes of the fo(ym.c \ ax{y| e>> ): similar rules.

The (only?) merit of this syntax is its tight fit with proof &#e and traditional cut elimination defined as transfor-
mations of undecorated proof trees. If we accept to losen e arrive at the following more “atomic” syntax:

Commands ¢ := (v]e) |clo
Expressions v ==z | pa.c|e® | (v,v) | inl(v) | inr(v) | v[o]
Contexts en=a|jiz.c|ia®.c | /L(.T17.T2 | fllinl(x1).c1|inr(z2).co] | efo]

% In usual syntactic accounts of contraction, one says thsayft denotes a proof of,z : A,y : A F A, thent[z/z, z/y] denotes
a proof of I', z : A+ A. Note that if this substitution is explicit, then we are baclkan overloading of cut and contraction.

4 For the same reason, we have chosen to take three connéosiesx of just two, say and—, because in the focalised setting
—(=AV —B) is only equivalent tod A B at the level ofprovability.



whereo is a listvy /x1, ..., Um/Tm, €1/, . .., e, /. In this syntax, activation becomes “first class”, and two ve
sions of the axiom are now presemnt &, which give back the axiom of the previous syntax by deatitiv. The typing
rules are as follows (we omit the rules f@t..c, ia®.c, fi(x1,x2).c, ifinl(x1).c1|inr(x2).c2], which are unchanged):

I'Fv:AlA I'le: AR A
I'z:AFz:A|lA I'a:ArFa:A, A (vle) : (I'+ A)

c:(I',yz: AE A) c:(I'ta: A, A)

I'lfixc: AF A I'kFpac: Al A
I'le: AF A I'Fuvi:A|A I'Fuvp:Ax|A I'Fovi:A|A I'Fwvy: Az A
I'ke®*:-A|A ' (vi,v2) : A1 ANA2 | A I'tinl(vi) : A1V Az | A I'tinr(ve) : A1V As | A
c: (a1 A1y y@m: Ambar i Bi,..oyan: Bp) ... I'Ewvgt A |A oo oL I'lej : BjEA ...
cvi/z1, .. Um/Tm,e1/ar, ... en/an] s (I'E A) (idemwlc], e[o])

Note that we also have noexplicit substitutiong[c], which feature a form of (multi-)cut where the receivisr
active formula, if any, is not among the cut formulas, in cast with the constructv | ¢) where the cut formula is
active on both sides.

Itis still the case that, by erasing, a well-typed term o théw syntax induces a proofloK, and that all proofs of
LK are reached (although not injectively anymore), sincesatht of the previous syntax are terms of the new syntax.
The rewriting rules divide now ithreegroups:

(contro) (na.cley — cle/al (v| fux.c) — c[v/x]
(logical) (e® | pa®.c) — cle/a] ((v1,v2) | (w1, x2).c) —> clvy/x1, v2/x2]
(inl(vy) | plinl(xq).c1linr(z2).ca]) — e1v1/z1]  (ideminr)
(commutation (o | ¢}[o] —> (vfo] | elo])
z[o] — x (x not declared i) zlv/x, 0] — v (idema[o])

[o
(na.c)lo] — pa.(clo]) (iddem(az.c)[e]) (capture avoiding
(etc, no rule for composing substitutigns

The control rulesmark the decision to launch a substitution (and, in thisisecbf the direction in which to go,
see below). Théogical rulesprovide the interesting cases of cut elimination, corresjing to cuts where the active
formula has been just introduced on both sides.ddramutative cutare now accounted for “trivially” by means of the
explicit substitution machinemat carries substitution progressively inside terms tdeaheir variable occurrences.
Summarising, by liberalising the syntax, we have gainedidarably in readability of the cut elimination rdies

Remark 1.In the “atomic” syntax, contractions are transcribed asigeof the form(v | 5) wheres occurs free inv,
or of the form(x | e) wherex occurs freely ire. If 8 (resp.z) does not occur free in (resp.e), then the command
expresses a simple deactivation.

The problem with classical logic viewed as a computatiogatesm is its wild non confluence, as captured by
Lafont’s critical pair [GLF89[ DJS97], for which they kit offers a crisp formulation. For any;, co both of type
(I' E A), we have (with, x fresh foreq, co, respectively):

1 F—  (paa | px.es)  —F e
So, all proofs are identified Focalisation discussed in the next section, will guide us to solve tHandina.

® The precise relation with the previous rules is as folloves:&ll s, s such thatsl — S2iNn the first system there exists
such thats; —* s* «— s, in the new system, e.g., for(right) (pa.((y.c)* | 8) |e) — (cle/a])® | B) *+—

<u6’-<(ﬂy-<ua-6|e *18") (uy- y|B) >



4 A syntax for focalised classical logic

In this section, we adapt tHecalisation disciplingoriginally introduced by[[And92] in the setting of lineardic) to
LK. A focalised proof search alternates between right angledses, as follows:

- Left phaseDecompose (copies of) formulas on the left, in any ordeerfgdecomposition of a negation on the left
feeds the right part of the sequent. At any moment, one camgehthe phase from left to right.

- Right phaseChoose a formulal on the right, andhereditarilydecompose a copy of it in all branches of the proof
search. Thigocusingin any branch can only end with an axiom (which ends the preafch in that branch), or with
a decomposition of a negation, which prompts a phase chawietb the left. Etc. ..

Note the irreversible (opositive, activ character of the whole right phase, by the choicelpby the choice of
the left or right summand of a disjunction. One takes theafgkot being able to eventually end a proof search branch
with an axiom. In contrast, all the choices on the left areersible (ornegative, passiyeThis strategy is not only
complete (see below), it also guides us to design a diseigliogic whose behaviour will not collapse all the proofs.

To account for right focalisation, we introduce a fourthkif judgement and a fourth syntactic category of terms:
thevalues typed as(I" - V : A; A) (the zone between the turnstyle and the semicolon is cailedtbup after
[Gir91]). We also make official the existence of two disjuans (since the behaviours of the conjunction on the left
and of the disjunction on the right are different) and twojoactions, by renaming,, vV, - as®, @, =+, respectively.

Of course, this choice of linear logic like notation is nottéetous. Note however that the source of distinction is not
based here on the use of resources like in the founding wotkear logic, which divides the line betweeawlditive
andmultiplicativeconnectives. In contrast, our motivating dividing line éerthat betweeinreversibleandreversible
connectives, and hopefully this provides additional nadtan for the two conjunctions and the two disjunctions. Our
formulas are thus defined by the following syntax:

P:::XlP@plp@p|j+p
These formulas are called positive. We can define their Degifoduals as follows:
PoP=P%P, PoOP=P&P, —P=-P

These duals areegativeformulas:N == X | N % N | N & N | =~ N. They restore the duality of connectives, and
are implicit in the presentation that follows (think Bfon the left as being & in a unilateral sequemt I, A).
We are now ready to give the syntax of our calculus, which iaréawnt of the one given by the second author in

Commands c ::= (v|e) | ¢[o]

Expressionsv ::= V| pua.c | vlo]

Values Vi=a| (V,V)|inl(V)]|inr(V)|e*| Vo]

Contexts e = a|fiz.c|ia®.c| fi(zy,z2).c| flinl(x1).c1|inr(zs).co] | efo]

The typing rules are given in Figure 1. Henceforth, we steflbirto the calculus of this section (syntax + rewriting
rules) ad soc, and to the typing system a&Q (after [DIS97]). Here are examples of proof term&KQ.

Examplel.  (F (a(z,a®).(z°|a))® : =H (P ® =" P);), wherei(z, a®).cis an abbreviation fofi(z, y).(y° | fia®.c).
(inr((pa.(inl(2)° [a))®)° | @) : (Fa: P& =" P).
(|/~L($2,1‘1).<($1,1‘2)0 |Oé> P Pita:P® Pg)

Proposition 1. If I" = A is provable inLK, then it is provable inLKQ.

® The main differences with the system presentedin [MunOgjaswe have here an explicit syntax of values, with an aasedi
form of typing judgement, while focalisation is dealt wititle level of the reduction semantics[in [Mun09] (see alsm&(3).
Also, the present system is bilateral but limited to posifiermulas on both sides, it thus corresponds to the positibsystem
of the bilateral version oo as presented i [Mun09][long version, Appendix A].



Fig. 1. SystemLKQ

I'v:P|A I'le:PF A
I' z:PFz:P; A I''aw:PFa:P, A (vle) : (I'+ A)

c:(I',z: PF A) c:(I'Fa:P, A I'-v:P; A

I'lgz.c: PF A I'poc: PlA rcve:PlA
I'le: PFA I'FVvi:P; A I'FVe: Py A I'FVi:P; A I'FVo: Py A
I'ke®*:=-"P; A I'-(Vi,Va) : PA® Pa; A I'tinl(Vi): PL® Py; A I'tinr(Va): Pr® P2 A
c:(I'ka:PA) c:(Ix1: Pryxe: Po F A) c1:(Ixy: P EA) c2: (lxe: PoE A)
I'lipa®.c:-"PF A I'i(z1,22).c: PP P E A I'| ainl(z1).calinr(x2).c2] : PP ® Po E A
Ir-v:pP;A ... I'le:QFA ... c¢c:(I'...,q:P...FA...;,a:Q,...)
cl...,V/g,...,eJa]: (I'+ A) (idemolo], Vo], e[o])

ProOOF. Since we have defined a syntax fdf proofs in sectiofil3, all we have to do is to translate thisayitito the
focalised one. All cases are obvious (only inserting the@oa from values to expressions where appropriate) except
for the introduction of® and& on the right, for which we can definel(u«;.c1) as

't po(pon .y | ey ((inl(21))° [a)) : PL @ Py | A (ideminr)

and(pag.c1, pas.co) as(I - ua.<,ua2.02 ‘ ﬂxg.<ua1.c1 ’/1.%‘1.«1‘1,1’2)0 |a)>> :PLe Py A). O
We make two observations on the translation involved in tio@fof Propositiof 1.

Remark 2.The translatiorintroduces cutsin particular, a cut-free proof is translated to a proofhw(iiots of) cuts.

It alsofixes an order of evaluatiomne should read the translation of right introduction asaqeol prescribing the
evaluation of the second element of a pair and then of the(flnst pair is thus in particulastrict, as observed in
[Mun0Q9)) (see alsd [Zei08, Lev04]). An equally reasonaltleice would have been to permute the tia that would
have encoded a left-to-right order of evaluation. This determinism of the translation has been known ever since
Girard’s seminal work'[Gir91].

Remark 3.The translation is not reduction-preserving, which is etpeé (since focalisation induces restrictions on
the possible reductions), but it is not reduction-reflegtither, in the sense that new reductions are possible on the
translated terms. Here is an example (where,;say indicates a binding with a dummy (i.e., fresh) variable)eTh
translation of{ (u-.c1, p-.c2) | iz.c3) rewrites to (the translation oé):

*

<ua.<,u_.02 ‘ /]:Cg.<u_.cl ’[LZCL«(El,(Eg)O | a>>> ’ﬁx.03> —*  (pa.es | frcs)  —*F e

while the source term is blocked. If we wanted to cure thiscaeld turn Propositiof]l1’s encodings into additional
rewriting rules in the source language. We refrain to do saeswe were merely interested in the source syntax as
a stepping stone for the focalised one, and we are contenbthane hand the rewriting system of Sectidn 3 was
good enough to eliminate cuts, and that on the other handtadised system is complete with respect to provability.
But we note that the same additional rubksappear in theargetlanguage (and are calledrules, after[[WadQ3])

in [MunQ9]. This is because in the focalised syntax propasd¥un09] there is no restriction on the terms of the
language, hencgu_.c1, pu-.co) is a legal term.

We move on to cut elimination, which (cf. Sectidn 3) is expegiby means of three sets of rewriting rules, given in
Figure 2. Note that we now have only one way to redyce.c; | iz.c2) (no more critical pair). As already stressed in



Fig. 2. Cut eliminition in Loc

(control) (po.cle) — cle/al (VO] az.c) — c[V/z]
(logical)  {(e*)° | fia*.c) —> cle/a] (Vi, V2)° | i, 22).¢) —» clVi fan, Va/ ]
Eml(Vl)<> | Alinl(z1).c1linr(xz2).c2]) — c1[Vi/z1] {inr(V2)® | @[inl(z1).c1|inr(x2).c2]) — ca[Va/z2]

(commutation (v |e)[o] — (v[o]|e[o]) etc...

SectiorB), the commutation rules are the usual rules defifaimpture-avoiding) substitution. The overall operadion
semantics features call-by-value by the fact that varg@bleeceive values, and features also call-by-name (through
symmetry, see the logicKT in Sectior{b) by the fact that continuation variableseceive contexts.

The reduction system presented in Figure @asfluentas it is an orthogonal system in the sense of higher-order
rewriting systems (left-linear rules, no critical pairB)i93].

Remark 4. About:: we note that an expressi@if.c is used only in a commang:S.c | e), and in such a context it
can be expressed &2°)° | 153°.c), which indeed reduces tde/ 5]. However, using such an encoding would mean to
shift from a direct to an indirect style for terms of the form.c.

Proposition 2. Cut-elimination holds iLKQ.

PROOF This is an easy consequence of the following three prageerti
1) Subject reductionThis is checked as usual rule by rule.

2) Weak normalisationOne first gets rid of the redex€ga.c | €) by reducing them all (no such redex is ever created
by the other reduction rules). As usual, one measures cutslsize of the cut formula, called the degree of the redex,
and at each step of normalisation, one chooses a redex ofrrabatégree all of whose subredexes have striclty lower
degree. We then package reductions by considefiffg| iz.c) — ¢{V/x} (idem for the logical rules) as a single
step, where{ s }} is an augmented (implicit) substitution, defined by inderctas usually except fdw | e):

| pas.c){e®/x, 0} = cfe/a, ez, 0}

| /l(xlv xg).c>{(V1, Vg)/.% 0]} = C{{Vl/xla V2/$27 (Vla Vg)/.% 0]}

| flinl(z1).c1|inr(z2).co) {inl(V1) /2, 0} = c{Vi/x1,inl(V1)/z, 0} (ideminr)
e)f{o} = (v{o}|efc}) otherwise

This is clearly a well-founded definition, by induction oretterm in which substitution is performed (whatever the
substitution is). This new notion of reduction ensures thieofing property: ist; — ¢ is obtained by reducing

Ry int; and if Rs is a redex created ity by this (packaged) reduction, thédy is of the form(e® | ia®.c), wherec
contains a subterrl’ ¢ | ), which becomes®, in t2. The key property is then that the degree of the created redex
(the size of some formulR) is strictly smaller than the degree of the creating onegibe of#Pﬂ. The other useful
property is that residuals of redexes preserve their dedieen the argument is easily concluded by associating to
each term as global measure the multiset of the degreesretligxes. This measure strictly decreases at each step (for
the multiset extension of the ordering on natural numbers).

3) Characterisation of normal form#& command in normal form has one of the following shapes @ltractions):
(Vo) (@°|fa®c)  (2°| (e, x2).c) (@ | Alind().cilinr(22).c2)) O
Corollary 1. Every sequent’ - A thatis provable irLK admits a (cut-free) proof respecting the focalised disol

7 If we had not packaged reduction, we would have had to de&ltiit creation of redexes, say by susbstitution of sbifer z,
where the substitution could have been launched by firinglexref the same degree as the created one.



PROOF. Let be a proof off’ - A. By Propositiofi Ly translates to a commarrd (I" = A), which by Propositiohl2
reduces to a term denoting a cut-free proof. THeproof obtained by erasing meets the requireﬁ]ent O

Also, by confluence and weak normalisatiaQ is computationally coherentx : P,y : P+ « : P; ) and
(r:Pyy: Pk y:P;)arenotprovably equal, being normal forms.

Our syntactic choices in this paper have been guided by thegshof focalisation. Indeed, with our syntax, the
focalised proof search cycle can be represented as follmisving a branch from the root):

(rightphasg¢ (VO |a):(I'ta:P,A) ~_,;p I'FV:iPia:P,A 5 I'E(azc)®:=tQ; A
sy Dlize:QFA ~_ c:(Iz:QFA) (idem otherz binderg
(x°|fia®.c) : (Iyx: =TPFA) ~»* c:([Lz:~"PFa: P A)
<1’<> |/:L(:E1,:E2).C> : (F,l’ P P A) ~* e (F,:El : Pl,:EQ : PQ,]J PR P A)
(x| flinl(z1).c1linr(x2).ca]) : ([,x: PL@® Po b A) ~% ¢ (a1 : Pz PL@ Pk A)
(x® | f[inl(z1).c1]inr(z2).c2]) : ([x: PL® Pa b A) ~* co: ([z2: Po,x: PL®d Pk A)

(left phase

Note that values and commands correspond to positive aratineghases, respectively. The other two categories of
terms act as intermediates.

We can also adg-equivalences (or expansion rules, when read from righeftdtio the system, as follows (where
all mentioned variables are fresh for the mentioned terms):

pafvla) =v 1, 22)((z1,22)° | €) =€
ax.{z®le) =e flinl(z1).(inl(x1)® | e) linr(xs2).(inr(x2)° | e)] = e
fia*((a®)® |e) = e
The rules on the left column allow us to cancel a deactivdidiowed by an activation (the control rules do the job
for the sequence in the reverse order), while the rules inighé column express the reversibility of the negative sule

Example 2.We relate(—* ) @ (—=* ) and—=* (P, @ P,) (cf. the well-know isomorphism of linear logic, reading
=+ P as!P). There exist

a:(y: " (P P)kFa:=tPL@-th) o (TP @Ry =t (P ® )
such that, s@(yy.az | iy.c1), reducesa® |a) : (z: TP @ " Py a:—TP @ -TPy) . We set

Vi = ((ayy(inl(y1)° [ 8))*, (fa-(inr (y2)° | 8))*) FViiothi @t Py fi P o P
Vo = (alinl(y1)-(yy [ oa)|inr(y2)(ys | a2)])® EVa o (PL® Py)ion: Prag: Py
We takec; = (y° | aB*.(V |a)) andey = (20 | fi(of, a3).(Vy [ 7)), wherefi(a$, a3).c is defined as a shorthand
for, sayji(z1, z2).(x§ | ias.(x{ | fat.c) ). We have:
a>>

)

evcafen) —* (2° ot o) {46 o))" (i () L)

= («° | (01, 03)-((01. 03) | a))
= (2°| @)

We end the section with a lemma that will be useful in Sedtion 6
Lemmal. —-Iflz:-"Ple:QF A thenl'|e{a®/2z}: QF a: P A.
—fne:P@Pe:QF A thenlxy : Pyxo : Po|e{(z1,22)/2}: QF A.

—fne:P®Pe:QF A thenlxzy : Py|efinl(zq)/x} : QF Aandlxy : Po|efinr(xs)/x} : Q F A.
(and similarly forc, V, v), wheret{V/z} (resp.t{e/a}) denotes the usual substitution (cf. Secfibn 1).

8 This argument of focalisation via normalisation goes bac|Gir91] (see alsd [Lau04] for a detailed proof in the casérafar
logic).

° In the A-calculus a provable isomorphism is a péir: A - v : B), (y : B F w : A) such thatw{v/y} reduces tac
(and conversely). Here, we express this substitution (&/bew are not values) a,aa.(v | ny.(w | a>>, and the reduction as

vy (wla))y —* (z°] ).



5 Encodings

Encoding CBV A(u)-calculus into LKQ. We are now in a position to hook up with the material of SedHoWe can
encode the call-by-valug-calculus, by defining the following derived CBV implicati@and terms:

P Q== (P& Q)
Az.v = ((a(z, a®).(v]a))®)® V1Uy = ua.<v2 ‘ fax.{vy | ((x,a')o)‘>>

wherefi(z, a®).c is the abbreviation used in Examfile 1 and where stands foria®.(V° | ). These definitions
provide us with a translation, which extends to (call-byued\y-calculus [0S, Roc05], and factors thouglyic-
calculus (cf. Sectiohl2), defining - e as(V, e®)*. The translation makes also sense in the untyped settirtgeas
following example shows.

Example 3.Let A = \z.2zz. We have|AA]f = py.c, ande —* ¢, with

= ((e)° | izd(e*)® | (7)) and e = fi(z,a*).(a® | fiy.(a® | (y,0*)*))

Encoding CBN \(u)-calculus. What about CBN? We can translate itlt&Q, but at the price of translating terms
to contexts, which is a violence to our goal of giving an ititgi semantics to the first abstract machine presented in
Sectio 2. Instead, we spell out the system du&l€Q, which is known a4 KT, in which expressions and contexts
will have negative types, and in which we shall be able to espICBNA-terms as expressions. Our syntax f¢¢T

is a mirror image of that fotKQ: it exchanges thg andj, thez’s and thex's, etc..., and renamaesl, inr asfst, snd
which are naturally associated withwhile the latter were naturally associated with

Commands ¢ ::= (v | e)

Covalues E :=a|[E,E]|fst(E)|snd(E)|v®
Contexts e == E° | fiz.c

Expressionsv ::= x| pa.c | pa®.c| ...

Note that focalisation is now on the left, giving rise to atsatic category otovaluegthat were called applicative

contexts in[[CHOD]H
The rules are all obtained frobKQ by duality:

F;EllNll—A
I''a:NFA,a:N I'; fst(Ey) : N1 & NaH A

I'kFv:N|A I'le:NFA
I'z:NFzxz:N|A (vle) : (I'k A)

We would have arrived to this logic naturally if we had choserSection[3 to preseritK with a reversible
disjunction on the right and an irreversible conjunctiortloa left, and in Sectionl4 to present a focalisation disali
with focusing on formulas on the left.

In LKT we can define the following derived CBN implication and terms

M—="N=(=M) 3N
Az.v = p(z®, a).(v]a®) v1vg = poe vy | (v, @)®)

The translation extends tiy-calculus [Par92] and factors though thejir-calculus of [CHOO], defining - E as
(v®, E). Note that the covalues involved in executing call-by-naroalculus are justtacksf expressions (cf. Section

101n [CHOQ] we also had a difference operatBr— A (dual to implication), and two associated introduction ragiens, whose
encodings in the present syntax @®.e = i(8°,x).(z° | e) ande - V = (e*, V).
™ Note also that the duality sends a comméndle) to a commande’ | v') wherev’, e’ are the mirror images af, e.
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Fig. 3. Translation ofLKQ into the A-calculus /NJ

Translation of formulas:
X=X (=T P) e = RFers

(P ®Q)eps = (Peps) X (Queps) P D Qups = (Peps) + (Queps)

Translation of terms:

W1€) o = o)) (VO)oo = Mk(Va)  (100)ps = M) = (0° )

Teps =& (Vi,V2)eps = (Vi)epsy (Va)eps)  inl(Vi)eps = inl(Vi)eps) i (Va)eps = inr((V2)eps)  (€%)eps = €cps
Cop = Fa (B = A(Cors) (i(1,22)-C)ere = A1, 72) (o)

(Afinl(z1).c1|inr (z2).c2]) s = Az.casez [inl(z1) = (C1)eps, inr(x2) = (€2)cps]

With these definitions, we have:

(v | (02 - B)°) = (u(a®, a).(v1 [ a®) | (03, E)®) —> (v[va/a] | E¥)
(o102 | B®) = (prav.(v1 | (13,0)°) | E®) — (v1] (3, B)°) = (vn | (v2 - E)°)

We are thus back on our feet (cf. section 1)!

Translating LKQ into NJ. Figure 3 presents a translation frdtkQ to intuitionistic natural deductioiNJ, or, via
Curry-Howard, toA-calculus extended with products and sums. In the traonslait is a fixed target formula (cf.
Sectior[2). We translate-*_) as “_ implies R” (cf. [Kri91] LRS93]). We write B4 for function types / intuitionistic
implications. The rules dfz,c are simulated bys-reductions. One may think of the sourgg, terms as a description
of the target ones “in direct style” (cf.[Dan94]).

Proposition 3. We setl’,,, = {z: P, |z: P I} RAw = {kg : RFers

cps

a: P e A}. We have:

c: (I'E A) I'-v:.pr; A I'tov:P|A I'le:PFA
(8 (8 (8 B I
I, ,RAkc,  :RI|l,, RV, P, |, R v, :RE" |, RA e, : RPo

Moreover, the translation preserves reductior. #— ¢/, thent,,, —* (¢').,..

Composing the previous translations, from CBN-calculus toLKT then through duality td. KQ then toNJ, what
we obtain is the CPS translation due to Lafont, Reus, andc8&e[LRS93] (LRS translation, for short).

Translating LKQ into LLP. The translation just given fromKQ to NJ does actually two transformations for the price
of one:from classical to intuitionisticandfrom sequent calculus style to natural deduction stylee intermediate
target and source of this decomposition is nothing but aysibs) of Laurent’s polarised linear lodit. P ].
We adopt a presentation bEP in which all negative formulas are handled as positive fdaswon the left, and hence
in which! N and? P are replaced by-* with the appropriate change of side. With these conventidr? is nothing
but the system calleld), in [Lau09]. For the purpose of giving a systénterm syntax, we distinguish three kinds of
sequents for our subsystemldfP:

(Ir'v)  (I'=pPy) (I'|PF)
The syntax, the computation rules, and the typing rules sifelbows (omitting explicit substitutions):

cu=(Vl]e) Vau=zl|e| (V,V)]|inl(V)]inr(V)
e =V | fiw.c| iz, 2).c| alinl(zy).cilinr(cs).ca]

V]jpx.c) — c[V/z]

e*|Ve) — (V]e)

(V1, Va) | (@1, w2).c) — c[Vi/z1, Va /22

inl(V1) | @linl(z1).c1linr(xg).ca]) — ¢1[V1 /1] (inr(Va) | @[inl(x1).c1linr(x2).ca]) — c2[Va/22]

o~ o~~~

12 gpecifically, no positive formula is allowed on the rightfretrules fo?$ and& and in the right premise of the cut rule.
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r-v:Pp; I'le: Pt c:(I',x:Pk)

I' z:PFa:P; (V]ey:(I'k) I'|px.c: Pk
I'le:PF I'=Vy: P I'EVy: Py I'=Vi: P I'EVy: Py
I'te®:="P; I'-(V1,Va): PL® Py; I'tinl(Vy): Py @ Pa; I'tinr(Va) : PL @ Po;
F"V:P; C:(F,,Tlipl,,fglpg}—) Cli(F,SClipll—) CQZ(F,,TQ:PQ}—)

r\ve:-*Pr I'| ji(z1,22).c: PL@ Pa I'| g[inl(xy1).c1|inr(xg).co] : Py @ Po

The constructs® andV ¢ transcribd.LP’s promotionandderelictionrule, respectively. The compilation frobiKQ
to (the subsystem of)LP turns everyx : P on the right to &, : —=* P on the left. We write-"(...,a: P,...) =
(..., ko : =P ...). The translation is as follows (we give only the non stréfigihtard cases):

(vle)p = ((err)® [vLp)
(pa.c)ip = fikq.cLip (Ve = (Viep)?®
QLLp = ﬂx.<ka |$<>> ([LOL'.C)LLP = [Lka.(CLLp)

Note that we can optimise the translation®® | e), and (up to an expansion rule) Bf* = ia®.(V° | a):

(Veleyp = ((etr)® | (Vier)®) — (Vire |eLLp)
(VO)ip = fika.(Vite | aLp) = fika.(Vitp | (ko |2°)) — fika-(ka | (ViLp)) = (ViLp)®
These optimisations allow us to define a right inversg go(that mapsd/© to V*)), i.e.:
LLP (restricted as above) appears as a retract Q.
The translation simulates reductions and is well typed:
c: (I'FA4) = cup:(I,-TAF)
Fl—UZP|A = F,ﬁ+A|’U|_|_p:ﬁ+P}—

Ir-v:°P;,A = L -TAFWp:P;
F|€ZP|—A = F,ﬁ+A|€|_|_P:P}—

We note that this compilation blurs the distinction betwaarontinuation variable and an ordinary variable (like
in the classical CPS translations).

Example 4.The classical proof | z3°.{(a®)°|8) : =*=TP I « : P) is translated (using the above optimisation)
to the intuitionistic proof(k,, : =+t P | ((az.(ks |2°))®)® : =*=* P F). Without term decorations, we have turned a
proof of the classically-only provable sequént-*—* P  P) into an intuitionistic proof of =+ P | =* =T P I).

All what is left to do in order to reach thexfH from (our subsystem of)LP is to turn contextg : P into values
of type—* P, and to rename*_, ®, and® asR-, x, and+, respectively. More precisely, we describe the targetasynt
(a subset of a-calculus with sums and products) as follows:

cu=VV Viu=a | (V,V) | inl(V) | inr(V) | Az.c| A1, 22).c | \z.casez [inl(z1) = c1, inr(ze) = o
Again, we give only the non trivial cases of the translation:

<V|6>NJ = (eNJ)(VNJ) (6.)NJ = €enyJ (VQ)NJ = /\k.k(VNJ)
(az.c)ny = Ax.(eny) (21, 22).c)ng = A1, 2x2).(eny)
(a[inl(xy).c1linr(ce).c2])ny = Az.casez [inl(x1) — ((c1)ny), inr(z2) — (c2)ny]

13 In fact, the target of the translation uses only implicagiof the formR”. SeeingR as “false”, this means that the target is in
fact intuitionistic logic with conjunction, disjunctiomd negation in natural deduction style.

12



Proposition 4. For all Ly termt (wheret ::= ¢ | V | v | €), we have:
teps =pn (tLLP)NY -
PROOF. We treat the non trivial cases:

(wle)pny = ((ewr)® [vee) yy = (viee,ny)(((eeer)®)ng) = (viee,ng)(eLip,ny)
(Vs = ((Viee)?)ng = AekE(Vipny)
arpng = (Az (ko [20))ny = Ax.((ka | 2°) yy) = A2.((2°)N0)ka = Ax.(Ak.k2) ko =g Ax.kow =) ko O

Note that, in the proof of the above proposition, thetep is a typical “administrative reduction”, so that mbyréhe
statement of the proposition holds wiglonly.

A short foray into linear logic. We end this section by placing the so-called Girard’s tiaitsh of the call-by-name
A-calculus to linear logic in perspective. The target of thésslation is in fact the polarised fragmerhiyg of linear
logic, obtained by restriction to the polarised formulas:

Pu:=X|PeP|P&P|IN Nu:=X'|N®N|N&N|?P

This fragment is also a fragmentbEP, (cf. [Lau02]), up to the change of notation for the formulas write hereP
for P and—*N for | N. Girards translation encodes call-by-name implicatiofodews:

(A = B)* =I(A*) — B* = (2(A")}) % B*

and then every-termI” - M : Ainto aproofofl(I")* = A*. Up to the inclusion of Ly into LLP, up to the definition

of the A\-calculus inside. KT given above, up to the change of notation, and up to the gusitveen. KT andLKQ,
Girard’s translation coincides with the (restriction ofjrdranslation above frohKT to LLP. On the other hand, the
restriction to the\u-calculus of our translation fromKT to NJ is the CPS translation of Lafont-Reus-Streicher. Thus,
restricted to the\-calculus, Propositio 4 reads as follows:

Lafont-Reus-Streicher’s CPS factors through Girard'stskation

Explicitly, on types, we have that* coincides withA as expanded inKT, and (cf. [CHOO]), starting from the
simply-typed\-term (I" = M : A),

— we view M as an expressiofi ' - M : A|) of LKT (using the CBN encoding of implication),

— and then as a contekt M : A - I') of LKQ,

— then by our above translation we find back the result of Gisdrenslation(—* (") | Myp : A F),

— and we arrive finally at the Hofmann-Streicher CPS-tramsfor* (I") - M,,, : —*(A)) of M, through the
translationy _]

But the above reading is actually stronger, because it ibaat to describe a translatipninverse toy, so that up to
this further isomorphism, we have that:

The LRS translation of the CBNcalculus coincides with Girard’s translation

This nice story does not extend immediately to Mecalculus, for which the simplest extension of Girard'ssia-
tion, takingl" - M : A| Ato a proof ofl(I'*) = A*, 7(A)* is not polarised. In fact, Laurerit [Lau02] has shown that
the natural target for an extension of Girard’s translatm@BN Ap-calculus isLLP, in which we can spare the ?’s on
the right, i.e., we can translafet M : A| A into a proof of|(I'*) + A*, A* (contractions on negative formulas are
free inLLP). So, the extension of the picture to call-by-naimecalculus igg:

The LRS translation of the CBN:-calculus coincides with Laurent-Girard's translationtanLLP.

14 The LRS translation of implication goes as followgt — B)irs = R'RS x Birs, and we havgA).,, = Airs .
15 See alsd[LRO3] for further discussion.
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6 A synthetic system

In this section we pursue two related goals.

1. We want to account for the full (or strong) focalisatior. € T96]), which consists in removing the use of
contractions in the negative phases and carrying thesepimaaximally, up to having only atoms on the left of
the sequent. The positive phases are made also “more makynallowing the use of the axiom only on positive
atomsX. This is of interest in a proof search perspective, sincestitanger discipline further reduces the search
space.

2. We would like our syntax to quotient proofs over the orded@composition of negative formulas. The use of
structured pattern-matching (cf. Exampléd 1L, 2) is relevas we can describe the construction of a proof of
(Ix : (P ®P) ® (P;s® Py) B A)outof aproof ofc : (Ixy @ Pryas @ Pa,xs @ Py,wy : Py B A)
“synthetically”, by writing(x® | i((x1, 22), (x3, 24)).c), wherei((xz1, x2), (x3, x4)).c stands for an abbreviation
of either of the following two commands:

(=
The two goals are connected, since applying strong fod@liswill forbid the formation of these two terms (because

y, z are values appearing with non atomic types), keeping thenetio form only... provided we make it first class.

We shall proceed itwo stepsThe first, intermediate one consists in introducing fitasscounterpatternsand
will serve goal 1 but not quite goal 2:

iy, 2)-(2° | fi(ws, w4)-(y° |ﬁ($1,x2).c)>>

iy, 2)-(y° | iy, 2).(2° |/1(CC3,$C4)-C>>> <~”C<>

Simple commands: ::= (v | e) Commands C :=c|[C a4 (]
Expressions v =V | pa.C Values Vi=a| (V,V)|inl(V)]inr(V) | e®
Contexts en=aljg.C Counterpatternsq ::= = | a* | (¢,¢) | [, q]

The counterpatterns are to be thought of as constructs thiahrpatterns (see below).

In this syntax, we have gained a unigidinder, but the price to pay (provisionally) is that now coamds are
trees of copairingk 1.9z _] whose leaves are simple commands.

The typing discipline is restricted with respect to that wfiffe 1 (and adapted to the setting with explicit counter-

patterns). Letz = z; : X4,...,2, : X, denote a left context consisting afomic formulas onlyThe rules are as
follows:
EFv:P|A Zle:PHA
E,z:XFzx:X; A Ela:PFa:P, A (vle) : (EF A)
C:(2,q:PF A) C:(EFa:P, A) ZEFV:P; A
ZE|pgC:PEA EF paC:P|A ERVeP|A
E|63P}_A EFV1:P1;A EFVQZPQ;A EFV1:P1;A EFVQZPQ;A
Eke* TP A EFE Vi, V) PA@ Py A Erml(Vi): PL® Py A Erkinr(Va) : PL® Py A
C:(I'kta:P,A) C:(I',q:Pi,q:PFA) Cr:(I',q1:PLEA) Co:(I'y q2: P A)
C:(F,a.:ﬁJrPl—A) C:(F, (q1,QQ):P1®P2}—A) [01 ‘11"1202]:(]1, [ql,QQ]:P1€BP2|—A)

Our aim now §econd stepis to get rid of the tree structure of a command. Indeed, td&/aur second goal, if
Cij : (F, it Pi,Ij : Pj Fg A) (Z =1,2,7 = 3,4), we want to identify[[c13 3,74 614] T1,T2 [023 3,04 024]] and
[[c13 @122 cog] @s:24 [c14 ©1522 co4]]. TO this effect, we need a last ingredient. We introduce dssyaf patterns and
we redefine the syntax of values, as follows:

Vi=x|e® Via=pVi/ilie€p) pu=x|a®|(p,p)]|inl(p) | inr(p)
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wherei € pis defined by:

1€ Py 1 E Py 1€ Py 1€ o
r€x a®€a® i€ (p1,p2) i€ (p1,p2) i€ inl(pr) i€ inr(p2)

Moreover,V; must be of the formy (resp.e®) if i = x (resp.i = a®).

Patterns are required to be linear, as well as the counterpstfor which the definition of “linear” is adjusted in
the casdyqs, ¢2], in which a variable can occur (but recursively linearly sopothg; andgs.

Note also that the reformulation of values is upt@onversion: for example, it is understood thate® /a®) =
B (e*/B*)

We can now rephrase the logical reduction rules in terms tiépdcounterpattern interaction (whence the termi-
nology), resulting in the following packaging of rules:

V=p(..ylz. .,e/a® . ..) Clp/q] —™* ¢
VO |pgC) — cf...,y/x,....e/a,...}

wherec{c} is the usual, implicit substitution, and wherdsee the next proposition) is the normal form@fp/q]
with respect to the following set of rules:

Cl(p1,p2)/(q1,92),0) — Clp1/q1,p2/q2, 0]
[Cy ava2 Col[inl(p1)/|q1, q2), 0] — Cilpi/qr, 0] [C1 92 Collinr(p2)/[q1, ¢2], 0] — C2[p2/q2, 0]
Cla®/a®, 0] — C[o] Clz/x,0] — Clo]

Logically, this means that we now consider each formula asenoé blocks ofsyntheticconnectives.

Example 5. — Patterns fol® = X ® (Y @ —*Q). Focusing on the right yields two possible proof searches:

'ta{Vy}: X; A I'ky{Vy}:Y; A o'Vl : X; A TEA Vye}:=tQ; A
'k (2, inl(y){Ve, Vy} : X (Y &-7Q); A T (2, inr(/*){ Ve, Ve } : X @ (Y @ -7Q); A

— Counterpattern foP = X ® (Y @ —=*Q). The counterpattern describes the tree structue: of

a: (M z:X,y:YEA) co:(I'yz: X, a®:=TQF A)
[c1 w2 o] (T (2, [y,0®]) : X @ (Y & —-"Q) F A)

We observe that the leaves of the decomposition are in cloedacorrespondence with the pattepnfor the
(irreversible) decomposition d? on the right:

[e1 2% eo][p1/q] —" a1 [c1 92" co][p2/q] —" 2

whereq = (z, [y, a®]) , p1 = (z,inl(y)) , p2 = (x,inr(a®)).

This correspondence is general. We define two predicate§’ andq L p (“¢ is orthogonal tg”) as follows:

ceCy ce (s
cec ce[CrmeCy  ce[C 1 (Y
@1 Lp @ lp q1-Lp q2 L p2

zlz a®Lla® (q1,62) L (p1,p2) lq1,q2) Linl(p1) [q1, 2] L inr(p2)

We can now state the correspondence result.

Proposition 5. Let C': (£, ¢ : P - A) (as in the assumption of the typing rule fog.C), and letp be such thay
is orthogonal top. Then the normal form of C[p/q]| is a simple command, and the mappng- ¢ (¢, C fixed) from
{p|qLp}to{c|ce C}isone-to-one and onto.
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Fig. 4. The syntax and reduction semanticd.gfn

cu=(v]e) vu=V° |uo¢.c
Viu=pWVi/i|iecp) V:::mle' p:::mla' (p,p)linl(p)lmr(p)
eu=alfig{p ¢, | g Lp} q:=z|a*|(a.9)|la.q]

|(ﬁ+) ((p{.yfz, ..., e fa . N ag{p—=cp | qLp}) — cp{. . y/z,...,e/a,...)} | (1) (pa.cley — c{e/a}|
Typing rules: the old ones far, z, e®, ¢, plus the following ones:

'tV :P; A ((i: P) e (p,P)) cp: (', E(p, P) - A(p, P), A) (¢Lp)
I'epVifiliep):P; A I'lpg{p—cplqlp}: PEA

whereI’(p, P) must be successfully defined as follows:

Iz, X)=(z: X) I'(a®,="P)=(a®:=*P)
I((p1,p2), P @ P2) = ['(p1, 1), I'(p2, P2)  I'(inl(p1), Pr ® P2) = I'(p1, P1)  I'(inr(p2), P © P2) = I'(p2, %)

and where
Ep,P)={z: X |z: X €I'(p,P)} A(p,P)={a:P|a*:="Pec(p,P)}

PrROOF. The typing and the definition of orthogonality entail thatall intermediateC|[o]’s the substitutiors has
an item for each counterpattern in the sequent, and thattieduprogresses. The rest is easy. (Note that a more
general statement is needed for the induction to go thraegihacing=, ¢ : P, “q orthogonal to”, and C|[p/q] with
E,q: P, ..., qn: Py, “g;orthogonalt,; fori =1,...,n", andC[p1/q1, . . . pn/qn], respectively.) O

Thanks to this correspondence, we can quotient over theduaracy” of commands, and we arrive at the calculus
described in Figure 4, together with its typing rules, whiet call synthetic systerh, or Lsynn. The fi construct
of Lsyntn is closely related to Zeilberger’s higher-order abstragiraach to focalisation irf [Zei08]: indeed we can
view {p — ¢ | ¢Lp} as a function from patterns to commands. We actually prefesee here dinite record
whoses fields are thes orthogonal tog. There are only two reduction rules igyni. the p-rule now expressed with
implicit substitution and th& ™ -rule, which combines two familiar operations: select afie(like in object-oriented
programming), and substitute (like in functional prograimg). The next proposition relatésynt to Lioc.

Proposition 6. The typing system dfsynis complet@ with respect td_KQ.

PROOF. The completeness by with respect to the intermediate system above is an easgqaaace of Proposition
[B. We are thus left with proving the completeness of the ingaliate system. We define a rewriting relation between
sets of sequents as follows:

(lx:—~"PHA),S~ (I'ta:P,A),S
(F,SC . P1®P2 FA),S ~ (F,Il . Pl,IQ . P2 FA),S
(F,x:P169P2FA),Sw (F,Il 2P1 FA),(F,IQ . PQ FA),S
(wherea, 1, x5 are fresh). A normal form for this notion of reduction is alga set of sequents of the forfi - A.
It is also easy to see that is confluent and (strongly) normalising. In what followss (resp.) will signal the
intermediate proof system (redpec). The following property is easy to check.
If (21 F 4),...,(2, F A4,)isthe normal form ofzy : Py,..., 2, : P B A) for~ andife; : (5; Fs 4),
then there existy, . . ., ¢, and acommand' : (¢1 : P1,...,qm : P Fs A) whose leaves are the's.
We prove the following properties together:
Difc:(z1: P,...,zm : Py E A), then there existy, . . ., ¢, andC suchthatC': (¢1 : P1,...,qm : P s A).
2)If Z'|e: P+ A, thenthere existe’ such that= | ¢’ : P g A (and similarly for expressions).

18 Itis also easy to see that the underlying translation ft@mto Lsynnis reduction-reflecting (cf. Remalk 3).
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The proofis by induction on a notion of size which is the usurad except that the size of a variabls not 1 but the
size of its type. It is easy to check that the substitutiomslired in LemmdL do not increase the size. The interesting
caseisc = (v|e). Let (=1 F 4Ay),..., (5, F A,) be the normal form ofzy : Py,...,z, : Py, b A). Then, by

repeated application of Lemrh& 1, we get. .., v, ande,...,e,, and then by induction, ..., v/, ande’,..., e,
which we assemble pairwise to forfw | e}), ..., (v, |e),), which in turn, as noted above, can be assembled in a tree
C:(q1:P1y...,qm: Pnts A). O

Putting together Propositioh$ 1 did 6, we have provedthahis complete with respect oK for provability.

Remark 5. — In the multiplicative case (n@', inl(V'), inr(V'), [¢1, g2]), there is a uniqug such thay L p, namely
q, and the syntax boils down to

Vi=zle* Vi=pWifilicp) vu=x|igi{c c:=(V°|a)

e % %
Compare withBohm trees M ::= \xz. P P =y M, ... M, . For example (cf. the CBN translation
~~ ———
¢ 14

in Sectior[b), ifM; translates ta;, then Az xo.2M; Mo M; translates tqu(2:®, 22°,y).(p(Vi/i | i € p)© | T),
wherep = (af, 03,03, 2), V., = (e;)*,and). = y.
— (for readers familiar with [GirQ1]) Compare with the synffax ludics presented i [Cur06]:

e 1
M :={J —=XNaz;|jeJ}.P;|JEN} P o= (x- I ){M|icl}|2]|&
—~ N——— ——
¢ 14

7 Conclusion

We believe that Curien-Herbelin’s syntactic kit, which wautd call systemL for short, provides us with a robust
infrastructure for proof-theoretical investigationsgdor applications in formal studies in operational senamnirhus,
the work presented here is faithful to the spirit of HerbsliHabilitation Thesis[[Her05], where he advocated an
incremental approach to connectives, starting from a poméral kernel.

On the proof-theoretical side, we note, with respect to thgirmal setting of ludics[[Gir01], that a pattegnis
more precise than a ramificatidr(finite tree of subaddresses vs a set of immediate subaddje¥ge might use this
additional precision to design a version of ludics wher@ms are first-class rather than treated as infinite expasision

On the side of applications to programming language sec®rtie good fit between abstract machines and our
syntaxLsc makes it a good candidate for being used as an intermediad@dge appropriate to reason about the
correctness of abstract machines (see also [Lev04]). $nsttirit, in order to account for languages with mixed call-
by-value / call-by-name features, one may give a truly bilalt presentation off,c that freely mixes positive and
negative formulas like in GirardsC [Gir91]] 121 Such a system is presented in the long versioh of [Muun09].

Finally, we wish to thank Bob Harper, Hugo Herbelin, and @lintaurent for helpful discussions.
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