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Abstract—Service Based Applications (SBA) running in dis-
tributed and heterogeneous environments are subject to varying
constraints that can lead to fluctuations in the quality of the
application. We propose a solution in the form of a distributed
framework for adaptation to improve in a autonomous way
the quality delivered by those applications and to maintain it
above a minimum level. This framework, named SAFDIS for
Self-Adaptation For DIstributed Services, enables the dynamic
evolution of service-based architectures by providing all the
functionalities of the MAPE model. Among these functional-
ities, particular emphasis is put on the analysis phase which
permits to use several reasoners able to take decisions with
multiple temporal scopes, at short term as well as at long
term. Specific attention is also paid to the planning phase,
which enables to schedule parallel actions while taking into
account different constraints.

Keywords-Self-adaptation; Distributed Applications; SOA;
Distributed Adaptation Framework;

I. INTRODUCTION

Applications are more and more build as a composition of

services running on large scale, dynamic and heterogeneous

environments. Indeed, Service-Oriented Architectures en-

force a strong separation of concerns through the loose cou-

pling of the services. Moreover, the use of communication

protocols specific to long distance communications provides

a programming paradigm well suited to make distributed

applications. However, those distributed applications can be

subject to variations in the quality of service they provide.

This dynamism is inherent to the nature of these applications

and of their running environment. It can be due to various

factors, such as the volatility of execution nodes (that arise

from failures, maintenance actions or voluntary connections

or disconnections), the evolution of the services composing

the application (new services may be deployed, existing ones

removed), varying user load and varying users demands that

require different levels of quality of service. All these factors

lead to the necessity for dynamic (i.e. at run time) adaptation,

without human intervention, at the level of one service, one

application, the infrastructure or the environment.

The existing solutions to build service-oriented applica-

tions, such as the various OSGi and SCA implementations,

offer basic tools that can be used to develop adaptation,

but without providing specific means for self-adaptation of

applications.

In order to provide a solution to this need of an adaptation

support we propose a distributed context-aware framework,

which follows a generic design, to support the dynamic

evolution of distributed service-oriented applications. This

framework, named SAFDIS for Self-Adaptation For DIs-

tributed Services, allows to analyse with various depth the

events impacting the application execution, then to schedule

and execute distributed adaptation actions.

This article is organised as follow. Section II gives an

overview of the SAFDIS framework. An example follows

in Section III to illustrate an adaptation using SAFDIS. The

process of an adaptation is then detailed step by step in Sec-

tion IV. Next, some relevant details of our implementation

of SAFDIS are given in Section V. After that some related

works are discussed in Section VI. Finally, Section VII

concludes this article and presents our future works.

II. FRAMEWORK

Today’s society depends on software system used in

the everyday life such as bank or airport systems. These

systems have to be available 24/7 and have to take care

of the environmental changes or users requirements. They

are more and more built using Service-Based Applications

(SBA). Dynamic adaptation is used to adapt these kind of

systems without needing to interrupt their execution. This

concept has grown in several research areas such as mobile

computing and grid computing. But introducing facilities

for adaptation in executing code is a very difficult task and

designing new applications taking into account the situations

where adaptation may occur is almost impossible.

To tackle this problem, we chose to make a framework

built separately from the functional code, dedicated to run-

time adaptation, as described by the MAPE model [1]

and capable to evolve itself. We propose this solution for

Service-Based Applications.

Our framework, called SAFDIS (Self-Adaptation For DIs-

tributed Services) is divided into the four main function-

alities of the MAPE model. Monitoring is the observation

function to detect changes that imply adaptation. When

a change is detected, the monitoring phase triggers the
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analysis to analyse it and find an adaptation strategy if

it is required. Then this strategy is given to the planning
phase to compute a schedule of actions that will satisfy

the strategy. The last step is the execution of the schedule

to reconfigure the system (application, services and the

environment). Between the four phases and the services

supervised by the framework, an adaptation manager is used

to make the link between the different parts of the adaptation

system and the services to adapt.

Since our framework is built to adapt service-based appli-

cations, we chose to also build it with services. Each function

is provided by a different service in order to benefit from the

advantages of loose coupling, such as updating one of them

at run time without modifying the others. Our framework can

be distributed upon all execution nodes where applications

that our framework have to adapt are located. Thus, the

framework is divided in multiple autonomous and cooperat-

ing instances. It is also fully decentralized, meaning there are

no instances with privileges or special purposes. This design

avoids single points of failure and makes the framework

scalable. This also allows to distribute some operations that

can be computationally heavy such as analysis.

In order to address the necessities of adaptation at the level

of the service-based application, the infrastructure and the

environment, SAFDIS can monitor and execute adaptation

actions on the services, the service-oriented platform and

the operating system. However this paper focus on the

application level.

The different phases of SAFDIS are described more

precisely in Section IV, taking the migration of service

to illustrate how an adaptation action is performed. This

illustrative example upon which we experiment the use of

our framework is described in the following section.

III. ILLUSTRATIVE EXAMPLE

To illustrate the use of the SAFDIS framework, this

section presents a simple example of an adaptation in a

distributed environment.

Let us consider a video conference service used in a multi-

site corporation. This corporation have a pool of servers to

run business specific applications or services. An instance

of SAFDIS is deployed on every server of this pool.

The video conference service is hosted on one of these

servers. Its main functionality is to collect the video stream

of the participants of a video conference and send back a

video stream showing a mosaic of the other participants.

A similar process is done with the audio stream but is not

detailed here for the sake of simplicity. Creating a mosaic

involves to re-encode the stream. The service supports to

encode the mosaic in different formats, such as MPEG 2 and

MPEG 4, the format being chosen by the service requester.

The main difference between the formats are that MPEG 2

takes more bandwidth while MPEG 4 takes more computing

power to encode.

In this use case, initially a few persons are in a video

conference from their respective offices using the MPEG 2

encoding format. Later, another person joins the conference

using a smartphone while traveling. Since the smartphone

bandwidth is limited and since the hardware supports the

decoding of the MPEG 4 format, this format is selected.

This means that the video conference service has to encode

the mosaic stream in MPEG 2 and MPEG 4, increasing its

needs in computing power. However the server hosting the

service is not powerful enough, so the encoding algorithms

start to drop frames from the video stream.

The SAFDIS instance running on the same server as the

video conference service notices that the CPU consumption

is at its maximum and that the service is dropping frames.

From this information, the SAFDIS instance decides to

migrate the service on another server. A negotiation starts

with the other SAFDIS instances to know if some of the

servers can host the video conference service. Among the

answers, a server with more computing power available

is chosen. After that, the original SAFDIS instance plans

the actions needed to migrate the video conference service.

The migration involves actions distributed and synchronized

between the old and the new server. After the migration the

video conference service is restarted. No more frames are

droped.

The various services used in the example, as well as

SAFDIS, are implemented using the OSGi [2] service-

oriented platform. One platform is runing on each servers,

each of them hosting a SAFDIS instance.

This illustrative example is detailed when it is relevant in

the following sections of the paper. Implementation details

are given in section V.

IV. ADAPTATION CHAIN

This section presents step by step the process of an

adaptation using SAFDIS. The illustrative example is used

at the end of each these steps.

A. Information Gathering

The monitoring function is used to provide an informative

and dynamic view of the adaptive entity and its environment

to the other functions of SAFDIS. Thus, it is the starting

point of every adaptation undertaken.

SAFDIS pictures low-level local views of the system,

picking relevant information from the service-oriented plat-

forms, the adaptive services, the operating system and the

hardware. Since SAFDIS is distributed, there is one local

view per instance of SAFDIS. Those views are pictured by

values representing states of the context. Complex values

are computed to make synthetic high-level pictures. SAFDIS

can probe both passively or actively the system to generate

events and update the view. The pieces of information that

have to be gathered are specified by the other functions of

the framework.
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To generate events, SAFDIS uses multiple ad hoc probes,

which are the software or hardware elements taking the

measures. The procfs virtual file system under Unix-like

OSs (usually mounted at /proc) is an example of an OS

level probe. Other probes can be used at the level of the

services and of the service-oriented platforms. Those probes

are listened to and queried by monitors which provide a

unified service interface to the probes. Every monitor can

listen and query multiple probes and have to be able to

answer to requests on the values it monitor. Each instance

of SAFDIS has an event manager that uses the monitors to

gather the events, compose them and keep a local view of the

system. The event manager can make computations on an

event over a window of time, such as the maximum time to

process a request over the last minute. Those computations

are described in a dedicated language. When changes occur

in the view they are notified to the analysis function of

SAFDIS. The analysis and planning functions can request

values of events to the event manager, to get complementary

information when needed.

In our video conference example, the events generated on

the platform hosting the transcoding service are notifications

of skipped frames by the transcoding service, the number of

frames skipped over the last second and the last ten seconds,

the ratio of CPU usage over the last second and the last

ten seconds. Skipped frames inform of a lack of processing

power to convert video streams while CPU usage informs

of the tolerance of CPU load peaks. How these events are

used depends on the policy of the analysis phase.

B. Distributed Analysis

The analysis function of a MAPE adaptation system has

two goals. The first goal is to identify situations needing

an adaptation. It listens to updates of the view (events) of

the system pictured by the event manager. Then it analyses

the changes in the system and decides if an adaptation is

needed consecutively to this change. The second goal of the

analysis function is to make an adaptation decision when a

need arises.

However, in SAFDIS, in order to achieve these goals

the analysis function has two objectives. The first one is

to be able to take decisions with multiple temporal scopes.

This is the ability to either react fast or to take proactive

decisions for the long term. This implies the ability to

analyse the context with a variable depth of reasoning. The

second objective is to distribute and decentralise the analysis

process. This enables to spread the computational load and

make the analysis process scalable.

Figure 1 illustrates the architecture of the analysis func-

tion in SAFDIS. This function is provided as a service by

the analyst composite. Inside this composite, the decision

maker component answers to the two goals of the analysis

by analysing the context and computing the strategies. Our

objective to take decisions with multiple temporal scopes is

answered by the use of different reasoners used concurrently

by the decision maker. Having reasoners with different

algorithms enables to analyse the context with different

depth. The deeper the reasoning, the more proactive it

can be but also the less it becomes able to react fast

to a new situation. Our second objective, distributing and

decentralizing the analysis, is answered by the distribution

of instances of SAFDIS and through the coordination of

the analyst composites. This coordination is done by the

negotiation manager and the negotiator components. The

negotiator component handles the negotiation protocol while

the negotiation manager coordinates the negotiations involv-

ing multiple peers.

Instead of trying to picture a global view of every element

contributing to the application, which would consume com-

munication resources and not be scalable, SAFDIS pictures

multiple local views. This means that the instances of the

analysis component have to take decisions based on partial

knowledge of the system. This knowledge alone is not

always enough to make adaptation strategies. Thus, the

decision function uses negotiation mechanisms in order for

them to cooperate in the decision taking process.

The decision maker listens to events coming from the

event manager and sends them to the reasoners for analyse.

If they produce a strategy, it means that there is a need to

adapt. Since the goals of the possible adaptations depend on

the elements to adapt, an adaptation policy has to be written

by the services or applications administrators. Indeed, some

may seek energy efficiency while others the best quality of

service possible for the end-user and this cannot be guessed.

As shown by Figure 1, in our implementation we use

two reasoners, one makes short-term decisions and the other

handles the long-term ones. The short-term reasoner makes

fast and simple decisions and is useful when rapid reactions

are needed. It uses a simple Event-Condition-Action (ECA)

algorithm. The other is slower to analyse situations but can

make complex strategies and optimize the application for

the long-term. It is done with a generic algorithm based on

utility functions [3]. More details are given in Section V and

in [4].

When a decision service notices a change in its view

of the system that necessitates an adaptation, the decision

service issues a strategy stating the changes to make. If those

changes do not involve peers, the strategy is handled directly

to the planning function. In the other case the decision maker

handles the strategy to the negotiation manager to negotiate

it.

The negotiation manager is the component managing the

multiple negotiations that can happen at the same time.

When a strategy involves multiple peers, the negotiation

manager splits it into strategies involving only one peer,

transmits them to the negotiator component, and collects

the multiple replies into a single amended strategy. The

negotiator component tracks strategies being negotiated be-
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Figure 1. Analysis Component in the framework

tween its SAFDIS instance and other instances. It enforces

that the negotiation protocol is followed. At the end of

negotiation, the initial distributed strategy may have been

accepted, rejected, modified or extended.

When a negotiator receives a strategy initiated by a peer,

it uses the reasoning capabilities of its decision maker to

negotiate it. This decision maker can accept to apply this

strategy, make a counter proposal or reject it. In order to

apply such a strategy, the decision maker might need the

involvement of other services. So, it can initiate another

strategy and wait for the answers of those involved before

making its decision on the original strategy. Therefore the

process of making a strategy is recursive. To avoid that

the negotiation takes too much time, the initiator of the

strategy can set an expiration date to the negotiation. The

potential cycles in this process are avoided by using an

unique identifier by strategy. Once a distributed strategy is

approved by every peers, the initiator can choose to apply

it or dismiss it in whole or in part. Being able to dismiss

part of a strategy allows to make evaluations of proposals

and choose one of them.

The length of a negotiation can be shortened when the

partners developing the services agree on a set of available

strategies. This negotiation process is even optional. Indeed,

SAFDIS can be used to adapt a service independently of

its related services (providers or users) and thus it can be

used to build an autonomous service. In such a configuration,

the negotiation manager and negotiator components can be

disabled. Similarly, the reasoners can work for one service

without knowledge of the surrounding services. However in

this case a strategy impacting other services cannot be made,

as for example migrating the provider of another service.

In our example of a video conference application, the

SAFDIS service managing the video conference service

notices it lacks computational resources to perform its tasks.

Therefore it issues a strategy stating to migrate the service

to each potential execution node. When every peers have

replied, it chooses the best offer among those who accepted

their part of the distributed strategy or made a counter

proposal. Then it dismisses the parts of the strategy related

to the other peers, thus modifying the strategy to involve

only the selected peer. The strategy is then accepted and

applied by the new host.

C. Strategy Planning

As we explain in the previous section, the analysis phase

produces a strategy. A strategy specifies a new state to

reach for the service, the application or the environment (i.e.

the system). The strategy doesn’t precise how to make the

adaptation but what the goal of the adaptation action is. More

precisely, it is the role of the planning phase to find a set of

actions allowing to reconfigure the system.

Until now the planning phase has received little attention

in the context of adaptation and in many cases the planning

algorithms used produce simple orderings of actions. In

these cases, the result is not very efficient since the execution

can take more time than necessary because the actions are

totally ordered. Moreover in distributed environments, where

actions can be asynchronous, it is necessary to add some

synchronisation actions to ensure the predefined order.

These simple algorithms do not usually take into account

other specificities of the system. Indeed, the processor load,

the amount of memory or the bandwidth used during the

execution of the adaptation can be of importance. For

example, even though it is possible to concurrently move two

services from one execution node to another, the overload of

the network between these nodes may be incompatible with

the quality of service to be preserved for the other activities.

Some works have been done in research topics such as

artificial intelligence or control theory to build planning

algorithms that allow to compute schedules of actions. These

general purpose planning algorithms can take into account

constraints like the duration of the execution or the resource

consumption. Some of those algorithms are presented in

Section VI. Since all algorithms do not provide the same

facilities, we do not choose a specific algorithm for our

planning engine but we offer a way to automatically select

an efficient algorithm relatively to the needs.

The planning engine, illustrated by Figure 2, is composed

by a manager using services that provide different planning

algorithms. The manager selects one of the available algo-

rithms according to constraints defined by user needs or by

administrator requirements. Once an algorithm is chosen, the

manager converts the strategy into a problem to solve by the

planning algorithm. The strategy represents the source and

target configurations which are respectively the configuration

of the system before the adaptation and the configuration the
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Figure 2. Planning Engine

system have to reach through the adaptation. The problem is

another representation of these configurations specified for

the planning engine. It contains an initial (or current) state

which corresponds to the source configuration and a goal

state which corresponds to the target configuration. These

two states are used as the input to the planning algorithm

service which then returns a schedule of actions.

We have implemented a translation scheme that can auto-

matically translate the description of the source (and target)

configurations into the initial (respectively goal) states of the

planning algorithms, by using appropriate translations. More

details on this translation are given in Section V.

Most of the time the actions used for adaptation are

statically defined, but in a Service-Oriented Architecture

the actions might be provided by services and thus they

can disappear during the life-cycle of the application. The

execution engine notifies the planning engine when an action

appears or disappears.

To link the planning and execution phases, two different

representations of the actions have been made. Indeed, the

information on an action needed by the planning phase are

not the same than those needed for the execution.

So for the planning phase we use an abstract represen-

tation of the concrete actions. These abstractions define the

information needed to plan the strategy, that are pre- and

post-conditions, parameters and execution properties of the

actions.

On the one hand, with these abstract actions several

properties of the actions are hidden. For example, the plan-

ning engine does not need to know which Service-Oriented

Architecture is used to implement the actions, as shown by

Figure 3. On the other hand, some information are added to

help the planning engine to compute the plans. For example,

if the planning algorithm needs to know the duration of an

action to compute the most efficient plan, this information

can be given by the execution engine.

In our illustrative example, the strategy specifies the new

configuration to reach by the system. From the descriptions

of the current state of the system and the state to reach –

differing in the location of the video conference service –

the planning engine finds one action to migrate the service

between two nodes but also a set of structural actions

which modify bindings between the streaming server and

the clients. First, the video conference service is duplicated
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Figure 3. Abstract and concrete actions

to the new node. Then, bindings between this service and

the others are changed to replace the old service with the

new one. Finally the old service is stopped.

D. Execution of Plans & Migration of Services

Once the planning engine has computed the action plan

from the strategy, the execution engine is called to adapt the

service, the application or the environment.

From the schedule, the execution engine looks for con-

crete actions matching the abstract actions. As written pre-

viously in IV-C, various concrete actions match the same

abstract action. Therefore the execution engine needs to

choose the best one according to constraints (e.g.: duration,

resource consumption. . . ).

Unlike the other phases, the execution phase cannot be

generic, since it is in direct relation with the application

implementation. So in this part we choose to illustrate the

execution by the migration action, as it is typical of the

execution of a service based application in a distributed envi-

ronment. Moreover, it is the action needed in our illustrative

example. This action is done at the level of the service-

oriented platform.

The migration of service consists in moving a service

from an execution node to another. The migration is useful

for example when the first node (called node A thereafter)

is overloaded by too many services. If one service, in our

example the transcoding video stream service, is migrated

to another node (node B), resources previously used by this

service on the node A are released and can be reallocated

for the others. Migration can also be useful to improve the

quality of the migrated service if it is migrated on a node

that is not overloaded.

The abstract actions are dependent from the service-

oriented architectures have to be implemented into concrete

actions for each of the supported architectures.

In order to present the migration used in our example, this

paragraph presents succinctly the OSGi platform [2], which

is a standard service-based architecture. Each application

built on top of this platform can discover and use services

provided by applications located on the same platform.
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Services on other platforms can be discovered using an ex-

ternal registry. Service-oriented applications using OSGi are

divided on several bundles. A bundle is a library component

which packages services that are logically related. A bundle

imports and exports Java packages and offers or requires

services.

To migrate a service, one has to migrate the bundle that

contains it. OSGi platforms enable to install a bundle using

an URL of the JAR file representing the bundle.

Once the bundle is migrated, it is started and it can register

all its services. But the adaptation strategy might state that

only one service have to be registered on the new platform.

Our implementation provides this option by enabling the

bundle to ask which services require registration. In addition,

this implementation requires to be able to save and reload the

current state of the service. This is done using the memento
design pattern.

Finally, when the service is registered on the new platform

(on node B), it is unregistered on the previous platform (on

node A), then the bundle is stopped if all its services have

been unregistered.

V. IMPLEMENTATION DETAILS

This section presents some details and technical choices

of our implementation.

SAFDIS is a service-oriented framework. Our implemen-

tation is built for the OSGi platform, using iPOJO [5]

to manage the life-cycle and the binding of the SAFDIS

components. OSGi provides some adaptation actions, such

as dynamically registering and unregistering the services,

however they are not sufficient for the needs of self-

organising service-oriented applications.

The event manager of the monitoring phase uses the

WildCAT [6] framework to compose events. It provides the

means to compute the complex values needed to build a

high-level representation of the context.

The short-term reasoner uses an ad hoc Event-condition-

Action algorithm. However, it is designed to use also a

rule-based engine compliant with the Java Rule Engine

API (JSR-94). So users of SAFDIS would be able to

reuse their knowledge of the API to write analysis policies.

Among the possible implementations of the API, JESS [7]

or JRuleEngine [8] can be used for instance.

The algorithm used by the long-term reasoner is based on

utility functions [3]. They are functions computing the utility
of a configuration of a system, enabling to compare different

configurations. The algorithm explores the space of possible

configurations and provides a strategy when it finds one with

an utility significantly higher than the utility of the current

configuration. We have developed a similar algorithm for the

dynamic adaptation of master-worker patterns [9].

The various SAFDIS instances communicates through the

service provided by the negotiator components. This service

is implemented as a web service using the SOAP protocol
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Figure 4. Translation between strategies and planning input

so that it can be accessible from other platforms. In order

to expose the negotiation service as a web service while

keeping the benefits of iPOJO to manage the life-cycle of

the negotiator component, this component is split in two

parts, as shown on Figure 1. The back end is managed by

iPOJO and contains the business logic. It creates the front-

end component exposing the web service. The negotiation

follows the Iterated Contract Net Protocol [10], issued from

works on agent systems.

In the planning phase, for the use case described here,

the Graphplan [11] algorithm is used. This algorithm is

able to exhibit parallel actions according to precondition

actions. However we experimented other algorithms, such

as SGplan [12] and Prodigy [13].

Since the languages in which strategies can be written are

different from the languages used by the various planning

algorithms, a translation scheme is established between the

languages. The PDDL [14] language is used as a pivot

language as illustrated by the figure 4.
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In the implementation of our illustrative example, the

video conference service and the clients use the VLC

software for the decoding and encoding of the video stream.

The selection of the encoding format and the address of the

stream are done trough the service interface. However, we

plan to use the SIP protocol to initiate the video connection

and negotiate the encoding format.

VI. RELATED WORKS

Currently, the research made to build frameworks for

dynamic adaptation of software mostly targets component-

based applications. Thus several frameworks have been

designed for component architectures, such as Dynaco [15],

SAFRAN [16] and Jade [17]. Only the first two of them

are generic, meaning that they let free the choice of the

adaptation logic. SAFRAN requires to use Wildcat for the

monitoring and FScript to execute the strategy. Jade only

makes use of the adaptation for fault tolerance purposes.

The generic framework proposed in [18] has the particularity

to be distributed and to adapt distributed but homogeneous

component-based applications. All of those frameworks tar-

get the Fractal [19] component model.

Since those frameworks target components, they are not

faced with the dynamism of service-oriented architectures.

In particular the dynamic connection of the services allows

to modify at run-time the structure of an application, a task

that would be difficult to do with components.

For our implementation of SAFDIS, we chose the OSGi

platform. However other platforms could be used. Among

the platforms implementing the SCA specification, FraS-

CAti [20] provides basic support to build self-managing

services. Like OSGi with iPOJO, FraSCAti can manage

the components life-cycle. It also provides support for non-

functional aspects by using metadata elements attached to

components that can trigger non-functional services. Up to

now, we are not aware of works based on FraSCAti that

implement an adaptation framework.

The research done in the analysis domain is usually

targeting specific contexts, either restricted to an application

domain or to a given infrastructure. This enables them to

provide efficient algorithms, such as [21], [22], [23], [24],

but they are bound to particular scenarios.

There are nevertheless some more generic works: in [25]

the authors propose a reasoning engine using aspect-oriented

programming (AOP) to manage the variability of the system.

Aspects are woven at run-time into a model reflecting the

runtime system. This model enables to validate to some

extent the adaptation to be done before impacting the system.

In the context of dynamic adaptation, the planning phase

has received little attention. Pegasus [26], [27] is used

to deploy components on computational grids. It use the

PRODIGY [28] system to schedule the actions during de-

ployments. In the same context, Sekitei [29] is a planning

algorithm based on AI planning researches. But, to our

knowledge, no adaptation system in service-oriented archi-

tectures uses general purpose planning algorithms.

VII. CONCLUSION AND FUTURE WORKS

Due to the nature of their use, distributed service-based

applications are subject to varying levels of quality of

service. Self-adaptation capabilities enable these applica-

tions to remedy to this situation. However, even though

several research works have tackled the problem of software

adaptation, few of them address this problem in distributed

environment or in service-oriented architectures.

In this paper, we propose the SAFDIS framework to

bring self-adaptation capabilities to distributed service-based

applications. In particular, SAFDIS is able to make decisions

with different temporal scopes, to make this analysis in a

distributed way, to plan on the fly the adaptation actions

and to target heterogeneous service platforms.

In order to improve SAFDIS, we plan to study the use

of learning algorithms for the long-term reasoner and we

wish to study more profoundly the coherence between the

different reasoners in that case. In addition, to make the

use of SAFDIS as seamless as possible, we intend to offer

the ability to weave the code connecting SAFDIS into the

adaptive services by using aspect-oriented programming.
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