N

N

Comparative Study of CBR and TCP Performance of
MANET Routing Protocols

Thomas Clausen, Philippe Jacquet, Laurent Viennot

» To cite this version:

Thomas Clausen, Philippe Jacquet, Laurent Viennot. Comparative Study of CBR and TCP Per-
formance of MANET Routing Protocols. Workshop on Broadband Wireless Ad-Hoc Networks and
Services, Sep 2002, Sophia-Antipolis, France. inria-00471707

HAL 1d: inria-00471707
https://inria.hal.science/inria-00471707v1
Submitted on 8 Apr 2010

HAL is a multi-disciplinary open access L’archive ouverte pluridisciplinaire HAL, est
archive for the deposit and dissemination of sci- destinée au dépot et a la diffusion de documents
entific research documents, whether they are pub- scientifiques de niveau recherche, publiés ou non,
lished or not. The documents may come from émanant des établissements d’enseignement et de
teaching and research institutions in France or recherche francais ou étrangers, des laboratoires
abroad, or from public or private research centers. publics ou privés.


https://inria.hal.science/inria-00471707v1
https://hal.archives-ouvertes.fr

Comparative study of CBR and TCP performance of
MANET routing protocols

Thomas Clausen; Philippe Jacquet and Laurent Viennot
T.Clausen@computer.org,{philippe.jacquet,laurent.viennot } Qinria.fr

Project HIPERCOM - INRIA Rocquencourt
B.P. 105, 78153 Le Chesnay Cedex, FRANCE
Phone: +33 1 3963 5263, Fax: +33 1 3963 5566

Technical subject area: Wireless Ad-hoc Net-
works, performance evaluation, simulation, TCP,
CBR.

Abstract

In this paper, we evaluate the performance of two
MANET routing protocols under varying traffic,
density and mobility conditions. We observe, that
a rather large fraction of the traffic being carried on
the Internet today carries TCP. Thus, Internet traf-
fic has inheritly different characteristics than that
of CBR traffic, which is the commonly used traffic
type for evaluating MANET routing protocol perfor-
mance. Hence, in this paper, we extend our evalua-
tions of the two protocols to include the performance
of both TCP and CBR traffic. We find, that testing
a protocol using CBR traffic is not a good indicator
for the same protocols performance when subject to
TCP traffic.

1 Introduction

In this paper, we describe the Optimized Link State
Routing Protocol (OLSR) [14],[19],[15], a proac-
tive routing protocol for Mobile Ad-hoc NETworks
(MANETSs). We evaluate its performance through
exhaustive simulations using the Network Simula-
tor 2 (ns2) [10], and compare with the Ad-hoc On-
Demand Distance Vector (AODV) [13] routing pro-
tocol.

*May also be contacted at: Mindpass Center for Dis-
tributed Systems, Department of Computer Science, Aalborg
University, Fredrik Bajers Vej 7TE, 9220 Aalborg @, Denmark

The scenarios, in which we compare the two pro-
tocols, span a wide range of mobility, density and
traffic patterns. In particular, we include studies of
the performance of the two protocols when subject
to both constant bit rate (CBR) traffic and TCP-
traffic. While CBR traffic, due to its non-conforming
nature, is useful for stress-testing a network, ap-
proximately 95% of the traffic on the Internet to-
day carries TCP [5], [8]. Hence, it is appropriate to
study how well the different routing protocols sup-
port TCP.

1.1 Mobile Ad Hoc Networks

A mobile ad-hoc network (MANET) is a collection
of nodes, connected by wireless links which are able
to connect on a wireless medium forming an arbi-
trary and dynamic graph. That is, over time links
between nodes may change, nodes may disappear
and new nodes appear in the network. The physical
size of a MANET is expected to be larger than the
radio range of the wireless interfaces. Thus for any
two nodes in the network to be able to communi-
cate, multi-hop routing is necessary. A challenge for
a routing protocol for MANETS is thus the ability
to respond quickly to a high degree of topological
changes in the network and still maintain routes,
while at the same time to not swamp the network
with excessive control traffic.

Other than acting as stand-alone networks,
MANETSs may find use as “edge network”: connect-
ing a cloud of mobile nodes to e.g. the global Inter-
net or another wired and engineered infrastructure.
Another use includes connecting separated wired in-
frastructures through an ad-hoc network infrastruc-
ture. Thus a MANET should be able to support the



same types of traffic as are present in wired networks.

A large fraction of published performance studies
of MANET routing protocols, including [7, 4, 2, 3,
9, 19] protocols have emphasized or focused solely
on comparing or evaluating protocols based on CBR
traffic. However observing that approximately 95%
of the traffic on the Internet today carries TCP [5],
[8], we find that it is appropriate to study how well
the different routing protocols support TCP.

1.2 Paper Outline

The remainder of this paper will be organized as fol-
lows: in section 2, we describe the OLSR and AODV
routing protocols in some detail. Following, in sec-
tion 3, we characterize TCP and CBR traffic types,
used for the simulations. In section 4, we describe
the metrics we use for evaluating the protocols and
section 5 presents our simulation scenarios and re-
sults. Finally, the paper is concluded in section 6.

2 Routing protocols for

MANETS

Several protocols exist, addressing the problems of
routing in mobile ad-hoc networks. Such protocols
are, traditionally, divided into two classes, depend-
ing on when a node acquires a route to a destina-
tion. Reactive, demand-driven protocols are char-
acterized by nodes acquiring and maintaining routes
on-demand. In general, when a route to an unknown
destination is required by a node, a query is flooded
onto the network and replies, containing possible
routes to the destination, are returned. Examples
of reactive protocols include the “Ad Hoc On De-
mand Distance Vector Routing Protocol” (AODV)
[13] and “Dynamic Source Routing” (DSR) [6].

Proactive, table-driven protocols are characterized
by all nodes maintaining routes to all destinations
in the network at all times. Thus using a proac-
tive protocol, a node is immediately able to route
(or drop) a packet based on information already
present in the nodes routing-table. Examples of
proactive protocols include the “Topology Broadcast
based on Reverse-Path Forwarding” routing proto-
col (TBRPF) [12] and the “Optimized Link State
Routing Protocol” (OLSR) [14].

OLSR and AODV thus present two radically dif-
ferent approaches to routing in MANETSs. OLSR is
a proactive, link-state routing protocol, employing
periodic message exchange to update topological in-
formation in each node in the network. AODV is
a reactive on-demand routing protocols: route in-
formation is maintained only as needed through a

request-reply cycle. This implies different overhead
and performance profiles: [16] shows, that in terms
of control traffic overhead, proactive protocols have
an advantage in high-traffic networks, whereas in
networks with little traffic and a high degree of mo-
bility, reactive protocols are of preference. [17] con-
firms the findings of [16] and further shows that the
on-demand discovery of routes in reactive protocols
yield longer packet delivery delays than what is ex-
perienced with proactive protocols.

2.1 The Optimized Link-State Rout-
ing Protocol

The Optimized Link-State Routing Protocol
(OLSR) is a proactive link-state routing protocol,
employing periodic message exchange to update
topological information in each node in the network.
While having some commonalities with OSPF [11],
OLSR is specifically designed to operate in the
context of MANETS, i.e. in bandwidth-constrained,
dynamic networks.

Conceptually, OLSR contains three generic ele-
ments: a mechanism for neighbor sensing, a mech-
anism for efficient diffusion of control traffic, and a
mechanism for selecting and diffusing sufficient topo-
logical information in the network in order to provide
optimal routes.

Neighbor sensing works based on periodic ex-
change of HELLO messages, through which a node
may acquire topological information up to two hops
away. This is utilized by each node to, individually,
construct a Multipoint Relay set (MPR set) from
among its neighbors. A node must select MPRs in a
way such that a message emitted, and retransmitted
by all MPRs, is received by all two-hop neighbors of
that node. As illustrated in figure 1b,“careful” selec-
tion of MPRs (the filled nodes) may greatly reduce
duplicate retransmissions.

The aim of the MPR selection is to device an effi-
cient way of broadcasting information from one node
to all other nodes in the MANET. We denote this
mechanism MPR Flooding. [1] presents an analysis
of MPR selection algorithms, and [20] presents simu-
lation comparisons between MPR flooding and other
flooding mechanisms.

Each node, selected by any other node as MPR,
emits periodically a TC message containing a list
of its MPR selectors'. This message is distributed
to all nodes in the network through MPR flooding.
Thus, all nodes receive partial topological informa-
tion, describing all nodes in the network and a subset

1The MPR selectors of node a is the nodes, which have
selected node a as MPR.
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Figure 1: Example of pure flooding (a) and diffusion
using Multipoint Relays (b). The source of the mes-
sage is the node in the center. Each arrow pointing
to a node, indicates that a node receives a copy of
the message. The filled nodes are selected by the
center node as Multipoint Relay.

of the links in the network?.

It is important to emphasize that OLSR, provides
optimal routes (in terms of number of hops) as well
as bi-directionality (i.e. if there exists a route from
node a to node b, then there exists a route from
node b to node a as well - although this route may
not transverse the same links).

2.2 The Ad-hoc On-demand Distance
Vector Routing Protocol

The common element in reactive protocols is the
mechanism used for discovering routes. The source
node emits a request message, requesting a route to
the destination node. This message is flooded, i.e.
relayed by all nodes in the network, until it reaches
the destination. The path followed by the request
message is recorded in the message, and returned
to the sender by the destination, or by intermedi-
ate nodes with sufficient topological information, in
a reply message. Thus multiple reply messages may
result, yielding multiple paths - of which the shortest
is to be used.

In the Ad Hoc On-Demand Distance Vector pro-
tocol (AODV), when a source requires a path to the
destination, a route request message is flooded in the
network. Upon receiving such a message, a node ex-
amines its local route-cache to check if a fresh route
to the required destination is available. If so, the
node unicasts a route reply message to the source
with information about the route. Otherwise, the
route request is retransmitted using a pure flooding
mechanism with local duplicate elimination. As an
optimization, AODV employs an “expanding ring”
flooding, where a route request is issued with a lim-
ited TTL. If no route reply message is received within

2Since all nodes in a multi-hop network are required to
select a non-empty MPR set, all nodes will be advertised.

a certain time, the message is issued again with a
larger TTL. If still no reply, the TTL is increased in
steps, until a certain maximum value.

While this route discovery is performed, any IP-
packets to the destination are buffered in the source
node. When a route is established, the packets are
transmitted. If no route can be established, the
packets are dropped.

When a link is detected to be broken (either
through a neighbor discovery protocol, as in OLSR,
or through a link-layer notification), the detecting
node issues a route error message to those neighbors
who have been using a route over the now broken
link. These nodes will then have to issue new route
requests to repair the broken routes.

3 Data Traffic Types

As indicated in section 1, the traffic carried over a
MANET may have different characteristics. In this
section, we describe two types of traffic: constant
bit-rate traffic, traditionally used for stress-testing
networks, and TCP-traffic. We keep the descriptions
brief, and aim at exposing those characteristics that
are of importance when comparing MANET perfor-
mances.

3.1 Constant Bit Rate (CBR) Traffic

“Constant Bit Rate” traffic is a terminology bor-
rowed from the ATM world. It implies that data
are sent at a fixed bit rate — a CBR stream is thus
characterized by data being sent in packets of a fixed
size with a fixed interval between each packets. The
source of a CBR stream makes no attempt to de-
tect if the destination receives the transmitted data
— or even discovering if the destination exists. I.e.
no connection establishment phase is required and
traffic is flowing only from the source to the destina-
tion with no feedback from the destination or from
intermediate nodes.

3.2 TCP Traffic

Contrary to CBR traffic, TCP is a connection ori-
ented, reliable and conforming transport protocol.
Le., prior to transmitting data, a connection estab-
lishment phase must be completed, denoted a three-
way handshake. During transfer, TCP employs both
flow control and congestion control. The purpose
of flow control is to avoid overloading the recipient,
while congestion control is employed to shape the
traffic such that it conforms to the available net-
work capacity. Positive acknowledgments, timeouts



and retransmissions are employed to ensure reliable
data delivery.

A source for TCP data will maintain two “win-
dows”: a “receive window” for each destination, rep-
resenting the available buffer capacity of the des-
tination, and a “congestion window”, representing
the available capacity of the network. As the source
transmits data, the size of both windows are reduced
by an amount equal to the size of the data sent.
When either window reaches zero, the source is not
allowed to transmit.

The receive window is, initially, set to a value ne-
gotiated with the destination during the connection
establishment phase. For each byte of data sent, the
window size is reduced by one byte. When acknowl-
edgments are received from the destination, the win-
dow size is increased accordingly: for each byte of
data acknowledged, the window size is increased by
one byte. Il.e. the transfer rate by the sender is
controlled by the capacity of the destination.

The congestion window is maintained in two
phases, denoted slow start and congestion avoid-
ance respectively. During the slow start phase, TCP
starts with a very low data transfer rate. Indeed, the
congestion window is initially set to the maximum
size of one TCP segment, allowing exactly one TCP
segment to be transmitted. In the slow-start phase,
if an acknowledgment is received before its timeout
expired, the congestion window is doubled. I.e. the
congestion window grows exponentially.

When the congestion window has reached a spe-
cific threshold, the slow-start phase ends and is re-
placed by the congestion avoidance phase. Dur-
ing congestion avoidance, each timely acknowledged
TCP segment causes the congestion window to grow
by one. I.e. during congestion avoidance, the growth
of the congestion window is linear.

If an acknowledgment is not received before it is
timed out, TCP retransmits the data (to ensure re-
liable delivery). Further, the abcense of an acknowl-
edgment is taken as an indication of the network be-
ing congested. To accommodate for this congestion,
the congestion window is reset to the maximum size
of one TCP segment, and the threshold for going be-
tween slow-start and congestion avoidance is set to
the current size of the congestion window, divided
by two.

3.3 CBR, TCP and MANETS

CBR and TCP traffic impose different conditions on
MANETS. In this subsection, we will try to outline
the impacts of some of these conditions.

First, we observe that for TCP, both during con-
nection establishment and data transfer, bidirec-

tional traffic between the source and the destination
is required in order for data to be successfully deliv-
ered. With CBR traffic, traffic from the source to
the destination is sufficient. This implies that, for
TCP traffic, it is required that the routing protocol
maintains effectively two routes for each connection
— whereas for CBR, only one route is required per
stream of data.

Second, we observe that a long delay of an ac-
knowledgment is interpreted similarly to an abcense
of acknowledgment — as an indication of network
congestion. If the topology changes in a MANET,
a reactive protocol may have to execute a renewed
route discovery in order to acquire a new route. The
delay involved in this can be long enough to cause
an acknowledgment to be delayed and, hence, time
out in the source. I.e. a topological change in an
otherwise not congested network will be treated as
if the network was congested, and the sender will
have its transmission rate drastically decreased.

4 Metrics

In order to compare and evaluate the protocols, this
section presents the metrics we use for representing
the performance of the protocols.

control traffic overhead

The control traffic overhead, measured in bytes
per second, represents the amount of routing
protocol specific traffic in the network. The con-
trol traffic overhead is measured in number of
bytes transmitted, including UDP and IP head-
ers. This metric represents one component of
the “cost” of employing a routing protocol.

delivery ratio (for CBR)

The delivery ratio represents the fraction of
data traffic that is successfully received at
the intended destination, relative to the total
amount of transmitted data traffic. For CBR
traffic, this metric is useful as a “success mea-
sure”: a high delivery ratio, close to 1, implies
that a high ratio of transmitted data are actu-
ally delivered to the intended recipients.

path length
The path length, measured in number of hops,
represents the average length of a path a packet
takes from the source to the destination. Sub-
optimal routes represent another component of
the “cost” of employing a routing protocol[18].

delay
The delay, measured in milliseconds, is the num-
ber of milliseconds elapsing from a packet is



sent from the source and until it is received
by the recipient. This is linked to the met-
ric of path length (longer paths, in general, in-
troduce longer delays), however is also affected
by the size of the queues in intermediate nodes
(i.e. also dependent on both the control traffic
overhead and on other traffic in the network).
The delay includes all possible delays caused by
buffering, during route discovery latency, pro-
cessing to determine the path using QoS values
during data transmission, queuing at the inter-
face queue, retransmission delays at the MAC,
and propagation and transfer times.

total transfer time (for TCP)
The total transfer time for TCP represents the
time it takes from the first packet in the TCP
connection is transmitted by the source and un-
til the last packet is received by the destination.

normalized routing load (for TCP)

The normalized routing load expresses the ra-
tio of bytes transmitted in order to ensure that
one data byte is successfully delivered at the
destination. TCP employs retransmissions and
acknowledgments in order to ensure the reliabil-
ity of data. Hence, for TCP traffic this metric is
useful as “success measure”: a low normalized
routing, preferably close to 1, implies efficiency
in delivering a data packet to the intended re-
cipient.

5 Simulations

In this section, we present our simulations of OLSR
and AODV under different scenarios and with dif-
ferent traffic characteristics.

For each sample point, we specify an abstract de-
scription of the scenario. This description is fed
through an automatic scenario generator to produce
30 different scenarios, conforming to the same ab-
stract description. We present the mean taken over
the 30 different scenarios, and emphasize, that the
set of 30 scenarios per sample point are the same for
both of the tested protocols. Le. for a given sample
point, OLSR and AODV are tested with the same 30
scenarios. By using randomized scenario generation,
and by running a large number of scenarios for each
sample point, we eliminate any possible bias that
might come from a specific instance of a scenario
favoring either of the protocols.

5.1 Simulation parameters

Our simulations are conducted with a basic set of
parameters, shown in table 1, describing the nodes

and their mobility in the network.

Parameter Value

Number of nodes: | 50

Field size: 1000 x 1000 m?
Simulation time: 250 s

Node speed 1-5 7%

Node rest time 0-5s

Node distance 1000 m

Table 1: Basic simulation parameters describing the
network topology

The mobility model employed is the “random way-
point” model [2].

Further, the basic parameters describing the traf-
fic pattern for CBR and TCP traffic are shown in
table 2 and table 3, respectively.

Parameter | Value
Streams 25
Packet size 64 bytes

Packet interval: 0.1s
Stream duration: | 10 s

Table 2: Basic simulation parameters describing the
CBR traffic characteristics

Parameter | Value
No. transfers 25
Transfer Amount | 16384 bytes

Table 3: Basic simulation parameters describing the
TCP traffic characteristics

We note that these are basic parameters. I.e., in
our simulations we choose to study the impact of
tuning one of these parameters while keeping the
remaining constant.

Thus, we will in the following subsections test the
protocols behavior under the following scenarios:

varying traffic
the parameter streams (for CBR) and no trans-
fers (for TCP) is varied from 10 to 140

varying mobility

the parameter node speed is varied from 0 to 20
m

S

5.2 CBR traffic simulations

In figure 2 and figure 3, we present the traffic delivery
ratio using AODV and OLSR under various mobility
and traffic scenarios.
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Figure 2: Data packet delivery ratio with varying
mobility.
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Figure 3: Data packet delivery ratio with number of
traffic streams.

We observe that for low mobility, OLSR performs
slightly better than AODV, while for mobility rates
higher than 4 7, AODV has an advantage. For
high traffic loads, figure 3 shows, that OLSR yields
a slightly lower delivery rate than AODV for a low
number of traffic streams, while for high traffic rates,
above 30 concurrent streams, OLSR yields a delivery
rate of approximately 40% - twice that of AODV.

Figure 4 and figure 5 present the average packet
delay, i.e. the delay from a packet has been trans-
mitted until it is received. We observe that OLSR
consistently presents the lowest packet delay, regard-
less of traffic and mobility patterns. Since the delay
measurement only takes those packets that are suc-
cessfully delivered into account, this result must be
correlated with the delivery rate of the protocols.
We observe, that even in situations where OLSR
yields the highest delivery rate, it still yields the low-
est delay.

Figure 6 and figure 7 present the control traffic
overhead, resulting from scenarios with varying mo-
bility and traffic, respectively. We observe, that the
tested version of OLSR does not react explicitly to
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Figure 4: Packet delays with varying mobility.
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Figure 5: Packet delays with varying number of traf-
fic streams.

link-breaks, and thus that the control traffic over-
head consistently is just above 3000 bytes/second.
Except for very static networks or networks with
very few (less than 6) communicating pairs, this
is significantly lower than the overhead exposed by

AODV.

In figure 8 and figure 9, we present the average
path lengths for successfully delivered data packets,
obtained using AODV and OLSR in scenarios with
a varying mobility and traffic patterns respectively.

We observe that OLSR consistently provides
shorter paths than AODV. Again, this measure only
takes successfully delivered packets into account and,
hence, must be correlated with the delivery rate. We
observe from figure 8 that the path length of OLSR
becomes < 1 at about 10 * - corresponding with the
fact that figure 6 shows the delivery rate of OLSR to
be lower than that of OLSR. Conversely, we also ob-
serve that for the situations where OLSR yields the
highest delivery rate, the paths over which the data
are delivered remains shorter than the path lengths
provided by OLSR.



Control traffic overhead
60000 T

AODV -»—
OLSR —+-

50000

40000

30000

overhead (bytes/second)

20000

10000

10
mobility (m/s)

Figure 6: Total control traffic overhead with varying
mobility.
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Figure 7: Total control traffic overhead with varying
number of traffic streams.

5.3 TCP traffic simulations

Our observations from the CBR traffic simulations
are, that while the two protocols definitely exhibit
different performance characteristics, the general
tendency for the scenarios simulated is the same: at
their peak, both protocols deliver a delivery rate of
80-100 % - which falls to and stabilizes at a level.
Comparing figure 7, showing the control traffic
overhead with varying number of CBR streams with
figure 10, showing the control traffic overhead with
varying number of TCP streams, we notice that the
overhead exposed by OLSR is the same, regardless
of TCP and CBR traffic. For AODV, we observe
that the control traffic overhead is approximately
20% higher with TCP traffic than with CBR traf-
fic. Since TCP requires traffic to flow in both direc-
tions, twice as many routes are effectively required
as compared to CBR traffic. Thus in the worst case,
AODV would for TCP generate twice as much over-
head as it would for CBR. This is not the actual case
in the scenarios presented since the lifetime of routes
is sufficiently long to allow routes to be reused and
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Figure 8: Average path length with varying mobility.
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Figure 9: Awverage path length with varying number
of traffic streams.

since AODV allows nodes to cache routes which they
overhear.

Table 4 shows the average time required to trans-
fer a 16Kb using TCP. The figures presented show
the average over 30 runs, each of which had 25 con-
current TCP streams, yielding 750 streams total.
Table 5 shows the same, although for transferring
160Kb of data.

We observe, that with AODV, 18% longer time is
required to complete the 16Kb data transfer, than
with OLSR. For 160Kb, 24% longer time is required
with AODV.

The longer time is explained by the congestion
control mechanism of TCP: if node mobility changes
the topology such that an active route is broken
in AODV, packets are buffered while an alterna-
tive route is discovered. Likewise, the acknowl-

| OISR | AODV |
Average TCP transfer time: | 3.12s | 3.68 s
Std. deviation 0.66 1.16

Table 4: Transfer time for 16Kb of data using TCP
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Figure 10: Control traffic overhead with varying
number of TCP streams.

| OISR [ AODV |
Average TCP transfer time: | 5.12s | 6.34 s
Std. deviation 0.63 1.56

Table 5: Transfer time for 160Kb of data using TCP

edgment from the data packet will need to trans-
verse the reverse route, which must also be redis-
covered /repaired. This delays the TCP acknowl-
edgment, interpreted by the TCP congestion con-
trol mechanism as the network being congested and
hence restricting the transmission rate by resetting
the sender to the “slow start” phase. In OLSR, an
alternative route, if such exists in the network, is
already available when an existing route is broken,

Figure 11 shows the normalized routing load for
OLSR and AODV with varying number of TCP
streams. We observe, that the normalized routing
load for OLSR is consistently lower than that of
AODV. I.e. OLSR is consistently more efficient for
delivering TCP traffic than AODV.

6 Conclusion

The simulations reveal that, as expected, the proac-
tive and reactive protocol classes both excel, al-
though in different scenarios: OLSR exhibits bet-
ter performance in a network with a highly dynamic
topology and many changing communicating pairs.
Conversely, the overhead generated by AODYV is
lower than that of OLSR when the network remains
mostly static, both in terms of topology and com-
munication patterns.

An interesting observation is that, while the pro-
tocols may perform comparatively when exposed to
CBR-traffic, the same scenarios, exposed to TCP-
traffic, exhibit significantly different performance
characteristics. With CBR traffic, for example,

Normalized Routing Load
T T
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N
L

. . . .
6 8 10 12 14 16 18 20
#tcp streams / second

Figure 11: Normalized routing load with varying
number of TCP streams.

AODYV yields a better delivery rate than OLSR for
low traffic ratios. The same scenarios, but with TCP
traffic, yield a quite different results: OLSR achieves
a significantly and consistently better normalized
routing load, indicating that a MANET with OLSR
is better suited for transporting TCP traffic.

The differences between the performance results
from CBR and TCP traffic are to be found in the
observations than TCP is bi-directional, thus requir-
ing that the routing protocols maintain bidirectional
routes in order to operate.

Comparing the time it takes for each of the two
protocols to transmit data using TCP, we notice that
transfer of 16Kb with AODV takes, on average, 18%
longer than with OLSR. For transferring 160Kb of
data, 24% longer time is required with AODV. This
is due to the congestion control mechanisms in TCP,
which interprets a delayed acknowledgment (due to
buffering and route discovery in AODV) as a network
congestion and forces the to reduce its transmission
rate.

Thus we notice that while simulations using CBR-
traffic are useful for stress-testing a network, the
performance achieved from such simulations is not
indicative for the performance of TCP.

We also notice that in the case of TCP-traffic,
OLSR as a proactive protocol has an obvious advan-
tage from having bi-directional routes immediately
available - and from continuously maintaining such
routes.
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