Multipoint relaying for flooding broadcast messages in mobile wireless networks
Amir Qayyum, Laurent Viennot, Anis Laouiti

To cite this version:

HAL Id: inria-00471699
https://inria.hal.science/inria-00471699
Submitted on 9 Apr 2010

HAL is a multi-disciplinary open access archive for the deposit and dissemination of scientific research documents, whether they are published or not. The documents may come from teaching and research institutions in France or abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est destinée au dépôt et à la diffusion de documents scientifiques de niveau recherche, publiés ou non, émanant des établissements d’enseignement et de recherche français ou étrangers, des laboratoires publics ou privés.
Multipoint Relaying for Flooding Broadcast Messages in Mobile Wireless Networks

Amir Qayyum, Laurent Viennot, Anis Laouiti

Project Hipercom, INRIA Rocquencourt, B.P. 105, 78153 Le Chesnay Cedex, France
Email: Amir.Qayyum@inria.fr, Laurent.Viennot@inria.fr, Anis.Laouiti@inria.fr

Abstract

In this paper we discuss the mechanism of multipoint relays (MPRs) to efficiently do the flooding of broadcast messages in the mobile wireless networks. Multipoint relaying is a technique to reduce the number of redundant re-transmissions while diffusing a broadcast message in the network. We discuss the principle and the functioning of MPRs, and propose a heuristic to select these MPRs in a mobile wireless environment. We also analyze the complexity of this heuristic and prove that the computation of a multipoint relay set with minimal size is NP-complete. Finally, we present some simulation results to show the efficiency of multipoint relays.
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1 Introduction

The research relating to mechanisms and protocols used in the wired networks is becoming mature. As a result, these mechanisms and protocols are now classified according to their relative domains of application, based on performance results obtained in those specific areas.

For mobile wireless networks, the research is still in its earlier stage. There is less consensus about the applicability of different existing techniques and algorithms in these new type of networks. To obtain a satisfactory performance from these techniques or algorithms, they must be made adequate to this new and challenging environment.

Specifically, ad-hoc radio networks have an inherent capacity for broadcasting, i.e., with one emission, a node can reach all the nearby nodes. Using this capability for optimizing broadcast messages in such networks is a challenging task. A compromise has to be made between a small number of emissions and the reliability. Several techniques are described in the literature to limit or optimize the flooding of broadcast traffic [1], [2], [3], [4], [5], [6], [7]. Some results of comparison between these techniques can be found in [8]. Our paper discusses in detail the mechanism of "multipoint relaying" as one of the possible solutions, first presented in [2]. Comparison with other techniques is reserved for future work.

1.1 Requirements of a mobile wireless environment

In "mobile" "wireless" networks, each of these two words put before us a list of requirements, and the daunting task is to fulfill them to their best. The mobility implies the limited lifetime of neighborhood or topology information received at any time, because of the movement of nodes. This implies that the information be updated regularly, otherwise it becomes invalid. More frequently
the information is updated, more the mobility of nodes can be handled correctly and efficiently.

The wireless nature of the medium implies the limited bandwidth capacity available in a frequency band. It is further reduced by the high bit error rate in radio transmissions. This makes it a scarce and hence a precious resource. Every effort is done to consume it very prudently. Hence, while designing a protocol using wireless links, the main task is to reduce the unnecessary use of this bandwidth.

Therefore, the requirements of these two environments are completely opposite to each other. Mobility requires more traffic to be send in the network to keep the nodes informed of the changes, and at the same time, wireless medium does not allow to be used abundantly for unnecessary traffic. The compromise is to manage the mobility of nodes while using minimum of the bandwidth resources.

1.2 Flooding of broadcast messages in the network

The type of control traffic that is generated to manage the mobility of nodes in a network is mostly the information that a node declares about its relative movement, its new position, or its new neighborhood, etc. Sometimes, this information is useful only in the neighborhood of the node which is declaring the information. Therefore, the information is not required to be propagated in whole of the network to reach every node. But in many cases, not only the immediate neighbors of the declaring node, but the other far away nodes also need to know the topological changes occurring anywhere in the network. In these situations, lot of message passing is required in the network to keep the information consistent and valid at each node, by regularly announcing the changes due to mobility, or failure of links, etc.

The announcements about link changes are destined to each node of the network. But often all the nodes of network are not in the radio range of each other to communicate directly. So there must be a mechanism to reach the far away nodes in order to keep them informed of the latest changes. The concept of intermediate nodes which serve as relays to pass the messages between the source and the destination is one of the solution.

If a message is for a specific destination, the determination of intermediate nodes is simple: all the nodes which form the path (if it exists) from the source up to the destination are the intermediate nodes. These nodes agree upon a mechanism to re-transmit the message, on their turn, so that the message is successfully transferred to the destination. Different routing protocols designate, in different ways, these intermediate nodes for unicast packet forwarding.

The problem arises when a packet is not destined to a specific node, rather it is a broadcast message for all the nodes in the network. The task of determining the intermediate nodes who will forward the packet is not trivial in this case. The nodes should behave such that the message is reached to every node in the network. A simple solution is that each node re-transmits the message when it receives the first copy of the message. Fig 1 shows an example where a packet originated by node S is diffused up to 3-hops with 24 retransmissions. The packet is retransmitted by all the intermediate nodes in order to diffuse it in the network. This technique is known as "pure flooding". It is simple, easy to implement, and gives a high probability that each node, which is not isolated from the network, will receive the broadcast message. The inconvenience of this technique is that it consumes a large amount of bandwidth because of so many redundant retransmissions.

In certain conditions, and particularly in the "wireless" networks, the availability of limited resources in terms of bandwidth capacity requires to restrict the traffic as much as possible. If this constraint of wireless medium is not considered while designing an algorithm, the network may suffer from performance degradations due to high over-
loads or congestion, when the flooding of broadcast packets is launched in the network. On one hand, broadcast messages need some mechanism of flooding, specially in mobile environment to keep the mobile nodes remain in contact by regularly diffusing the updates. But on the other hand, it is not appreciable either to affect the actual working of the system due to this additional control traffic.

Every protocol uses some kind of flooding of control messages, for its functioning [9], [10]. It becomes very advantageous to optimize the resource consumption of the flooding process. Many techniques are described in the literature to limit the flooding of broadcast traffic and each technique has its own area of application and has its own advantages and disadvantages. Here, we will discuss the mechanism of “multipoint relaying” as one of the possible solution.

2 Multipoint relaying

The concept of “multipoint relaying” is to reduce the number of duplicate re-transmissions while forwarding a broadcast packet. This technique restricts the number of re-transmitters to a small set of neighbor nodes, instead of all neighbor, like in pure flooding. This set is kept small as much as possible by efficiently selecting the neighbors which covers (in terms of one-hop radio range) the same network region as the complete set of neighbors does. This small subset of neighbors is called multipoint relays of a given network node. The technique of multipoint relays (or MPRs) provides an adequate solution to reduce flooding of broadcast messages in the network, while attaining the same goal of transferring the message to every node in the network with a high probability. Fig. 2 shows an example where a broadcast message of node $S$ is diffused in the network using the multipoint relays. In this case, it took only 11 retransmissions for a message to reach up to 3-hops.

Multipoint relaying technique works in a distributed manner, designed in view of the mobile and disperse nature of the network nodes. Each node calculates its own set of multipoint relays, which is completely independent of other nodes’ selection of their MPRs. Each node reacts when its neighborhood nodes change and accordingly modifies its MPR set to continue covering its two-hop neighbors.

An important aspect of the multipoint relays is the manner in which these multipoint relays are
selected by each node. The goal is to achieve the maximum performance by selecting an optimal set of MPRs by each node. But this task is not a trivial one. If the mechanism of selecting the MPRs is too simple, it may not select efficiently the MPRs in a dynamic and complex situation, and the expected performance gain would not be achieved. If the algorithm of MPR selection is very complex and sophisticated to provide a near to optimal MPR set, it may become difficult to implement it. A highly sophisticated algorithm may generate its own control traffic, to gather information for its functioning, which becomes comparable to the saving in flooding of messages. Thus, there must be a compromise in designing such an algorithm for the selection of multipoint relays: it should be easy to implement, and it should give near to optimal MPR set in “majority” of cases.

The information required to calculate the multipoint relays is the set of one-hop neighbors and the two-hop neighbors, i.e. the neighbors of the one-hop neighbors. To obtain the information about one-hop neighbors, most protocols use some form of HELLO messages, that are sent locally by each node to declare its presence. In a mobile environment, these messages are sent periodically as a keep alive signals to refresh the information. To obtain the information of two-hop neighbors, one solution may be that each node attaches the list of its own neighbors, while sending its HELLO messages. With this information, each node can independently calculate its one-hop and two-hop neighbor set. Once a node has its one- and two-hop neighbor sets, it can select a minimum number of one-hop neighbors which covers all its two-hop neighbors.

2.1 Heuristic for the selection of multipoint relays

We propose here one heuristic for the selection of multipoint relays. To select the multipoint relays for the node $x$, let us call the the set of one-hop neighbors of node $x$ as $N(x)$, and the set of its two-hop neighbors as $N^2(x)$. Let the selected multipoint relay set of node $x$ be $MFR(x)$. The heuristic can be stated as:

1. Start with an empty multipoint relay set $MFR(x)$

2. First select those one-hop neighbor nodes in $N(x)$ as multipoint relays which are the only neighbor of some node in $N^2(x)$, and add these one-hop neighbor nodes to the multipoint relay set $MFR(x)$

3. While there still exist some node in $N^2(x)$ which is not covered by the multipoint relay set $MFR(x)$:

   (a) For each node in $N(x)$ which is not in $MFR(x)$, compute the number of nodes that it covers among the uncovered nodes in the set $N^2(x)$

   (b) Add that node of $N(x)$ in $MFR(x)$ for which this number is maximum.

To analyze the above heuristic, first notice that the second step permits to select some one-hop neighbor nodes as MPRs which must be in the $MFR(x)$ set. Otherwise the $MFR(x)$ will not cover all the two-hop neighbors. These nodes will be selected as MPRs in the process, sooner or later. Therefore, if the second step is omitted, the multipoint relay set can still be calculated with success, i.e. it will cover all the two-hop neighbors. The presence of step 2 is for optimizing the MPR set. Those nodes which are necessary to cover the two-hop set $N^2(x)$ are all selected in the beginning, which helps to reduce the number of uncovered nodes of $N^2(x)$ at the start of the normal recursive procedure of step 3.
3 Complexity analysis on the computation of multipoint relays

This section is devoted to the analysis of the computation of the multipoint relays. We will show that unfortunately, finding a multipoint relay set with minimal size is NP-hard. Nevertheless we will see that the above heuristic is within a \( \log n \) factor from optimality. Let us first give a formal definition of the problem.

3.1 Formal definitions

If \( x \) is a node of the network, we denote by \( N(x) \) the set of its one-hop neighbors. \( N(x) \) is called the neighborhood of \( x \). (Here we consider that \( x \notin N(x) \). Let \( N^2(x) \) denote the two-hop neighbors of \( x \).

If \( y \) is a one-hop neighbor of \( x \), we also say that \( x \) covers \( y \). Or we will simply say that \( y \) is a neighbor of \( x \). Moreover, if \( S \) and \( T \) are sets of nodes, we say that \( S \) covers \( T \) iff every node in \( T \) is covered by some node in \( S \). A set \( S \subseteq N(x) \) is a multipoint relay set for \( x \) if \( S \) covers \( N^2(x) \), or equivalently \( \cup_{y \in N(x)} N(y) - N(x) \subseteq \cup_{y \in S} N(y) \). A multipoint relay set for a node \( x \) is optimal if its number of elements is minimal among all the multipoint relay set for \( x \). We call this number the optimal multipoint relay number for \( x \).

3.2 NP-completeness

We prove that the following problem is NP-complete:

Multipoint Relay: Given a network (i.e. the set of one-hop neighbors for each node), a node \( x \) of the network and an integer \( k \), is there a multipoint relay set for \( x \) of size less than \( k \)?

First of all, notice that this problem is easier than the problem of finding an optimal multipoint relay set. If an optimal set is known, simply computing its size and comparing it to \( k \) allows to answer the question. Let us now show that the Multipoint Relay Problem is NP-complete.

It is obviously in NP since taking a random set in \( N(x) \), one can easily check in polynomial time if it is a multipoint relay set and if its size is less than \( k \). To prove that it is NP-complete, we prove that the following Dominating Set Problem which is known to be NP-complete [11] can be reduced to the Multipoint Relay Problem in polynomial time:

Dominating Set Problem: Given a graph (i.e. a set of nodes and a set of neighbors for each node) and a number \( k \), is there a dominating set of cardinality less than \( k \)? Where a dominating set is a set \( S \) of nodes such that any node of the graph is either in \( S \) or in the neighborhood of some node in \( S \).

Let \( G \) be a graph with node set \( V \) and let \( M(x) \) denote the neighborhood of any \( x \in V \). We construct a reduction as follows. Let us make a copy of \( V \) and denote with a prime the copies: \( x' \) denotes the copy of \( x \) for any \( x \in V \) and \( S' \) denotes the set of copies of the elements of any set \( S \subseteq V \) (\( V' \) denotes the set of all the copies). Let \( s \) be an element neither in \( V \) nor in \( V' \). Consider a network where the nodes are \( \{ s \} \cup V \cup V' \) and where the neighborhoods are the following (see Figure 3.2 for an example):

\[
\begin{align*}
N(s) &= V, \\
N(x) &= \{ x' \} \cup M(x) \text{ for } x \in V, \\
N(x') &= \{ x \} \cup M(x) \text{ for } x \in V.
\end{align*}
\]

Such a data structure can easily be computed in polynomial time. We claim that the answer to the Multipoint Relay Problem for the node \( s \) of the computed network with the integer \( k \) is valid for the Dominating Set Problem for the considered graph with the same integer \( k \). It is sufficient to prove that any multipoint relay set \( S \) for the network is associated with a dominating set of the graph with same cardinality. \( S \) is a subset of \( N(s) = V \). We show that \( S \) itself is a
dominating set of the graph. Consider a node $x \in V$ and its copy $x'$. As $S$ is a multipoint relay set, $x'$ is the neighbor of some node $y \in S$. As $N(y) = \{y'\} \cup M(y)'$ by definition, we have either $x' = y'$ or $x' \in M(y)'$, or equivalently, $x = y$ or $x \in M(y)$. This means that $x$ is in $S$ or is the neighbor of some node in $S$. $S$ is thus a dominating set and the proof is achieved.

3.3 Analysis of the Proposed Heuristic

We prove that the heuristic proposed in section 2.1 computes a multipoint relay set of cardinality at most $\log n$ times the optimal multipoint relay number where $n$ is the number of nodes in the network.

We give a proof directly inspired from [12] which is itself inspired from a general proof by Chvátal [13]. The first proof about an analogous heuristic was given in [14].

Let $S_1$ be the nodes selected in stage 2 of the above algorithm and let $x_1, \ldots, x_k$ be the nodes selected in stage 3 ($x_i$ is the $i$th added node). Let $S^*$ be a solution with minimal cardinality. First notice that $S_1 \subseteq S^*$ since any node in $S_1$ is the only neighbor of some node in $N^2(s)$. We will show that $|S - S_1| \leq \log n|S^* - S_1|$ which implies that the computed solution is within a factor $\log n$ from the optimal.

Let $N^2_1$ be the set of nodes in $N^2(s)$ that are neighbors of some node in $S_1$. We set $N^2 = (s)N^2 - N^2_1$, $S' = S - S_1$, $S'' = S^* - S_1$ and $N'(x) = N(x) \cap N^2$ for each node $x \in N$. We associate a cost $c_y$ with each node $y \in N^2$. For each $x_i$ chosen by the algorithm, a unit cost is equally divided among the nodes newly covered in $N^2$. More formally: if $x_i$ is the first neighbor of $y$ added to $S$ by the algorithm, then we set:

$$c_y = \frac{1}{|N'(x_i) \cup \bigcup_{j=1}^{i-1} N'(x_j)|}$$

The costs are linked with the cardinality of the computed solution in the following way:

$$|S'| = \sum_{y \in N^2} c_y$$

We are going to show that for any node $z$ in $S''$, we have:

$$\sum_{y \in N'(z)} c_y \leq \log |N'(z)|$$

(1)

Notice first that this implies immediately the result. Any node $y \in N^{2'}$ is the neighbor of some $x \in S''$ (remember that no node in $S_1$ is a neighbor of $y$ by definition). We can thus deduce:

$$|S'| = \sum_{y \in N^2} c_y \leq \sum_{z \in S''} \sum_{y \in N'(z)} c_y \leq \sum_{z \in S''} \log |N'(z)| \leq |S''| \log n$$

We still have to prove Inequality 1 to conclude.

Let $z$ be a node in $S''$ and let $u_i = |N'(z) \cup \bigcup_{j=1}^{i} N'(x_j)|$, for each $0 \leq i \leq k$ ($u_0 = |N'(z)|$) be the number of neighbors of $z$ in $N^{2'}$ which are still not covered after the choice of $x_1, \ldots, x_i$. Let $l$ be the first index such that $u_l = 0$. When $x_i$ is chosen, $u_{i-1} - u_i$ neighbors of $z$ are then covered. We can thus deduce:

$$\sum_{y \in N'(z)} c_y = \sum_{i=1}^{l} (u_{i-1} - u_i) \frac{1}{|N'(x_i) \cup \bigcup_{j=1}^{i-1} N'(x_j)|}$$

6
We then notice that the choice of \( x_i \) by the algorithm implies:

\[
|N'(x_i) - \bigcup_{j=1}^{i-1} N'(x_j)| \geq \frac{|N'(z) - \bigcup_{j=1}^{i-1} N'(x_j)|}{u_{i-1}}
\]

This implies:

\[
\sum_{y \in N'(z)} c_y \leq \sum_{i=1}^{t} (u_{i-1} - u_{i}) \frac{1}{u_{i-1}} \leq \int_{u_{i}}^{u_{0}} \frac{dt}{t} \leq \log u_0 \leq \log |N'(z)| \leq \log n
\]

The upper bound on the approximation factor follows. Notice that we can get a sharper bound on the approximation factor: it is bounded by \( \log \Delta \) where \( \Delta \) is the maximum number of two-hop nodes a one-hop node may cover. When a vertex covers at most 40 nodes, the approximation factor of the heuristic is below 3.7. When a vertex covers at most 100 nodes, the approximation factor of the heuristic is bellow 4.7.

4 Simulations

Some simulations have also been done to study the performance of the proposed heuristic in the computation of multipoint relays. The objective of the simulations was to compare two types of algorithms for the diffusion of packets in the radio networks: one is pure flooding technique, and the second is diffusion of packets using multipoint relays. The simulations aim at evaluating the behavior of these algorithms in the conditions of high error rates, either due to radio transmission problems or because of dynamic environment with rapidly changing topologies. We were interested in seeing the impact of these errors on the network with these two techniques. Moreover, we studied the limits of error rate up to which the algorithm of multipoint relays is able to ensure the diffusion and can guarantee satisfactory results.

4.1 Simulation model

Our study relates to large networks, in terms of number of nodes. We considered dense networks, so the nodes had a significant number of links with their neighbors. In order to assure the existence of a path from a node to all other nodes in the network, we considered the connected networks only, i.e. without any partitions or isolated nodes. The graph of the network was composed of a grid of nodes and their links. All the nodes were placed on the grid, to form a square network region. A radio range radius was defined, and all the nodes which were inside this radius were considered as the direct, one-hop neighbors. For all the simulations, we considered a graph of 1024 nodes placed on a 32x32 grid.

The simulations consisted of varying the probability of error of reception from 0 to 100\%, and diffusing a message of a node in the whole network. This procedure was repeated for each node of the network to calculate an average of these values, for each value of the error probability.

In our simulations, we adopted certain assumptions to appropriately define the area of our study, which is the impact of error of reception on the diffusion of packets. These assumptions are as follows:

- The messages are broadcast messages which do not require an explicit acknowledgement to confirm the reception. Hence there was no retransmission when error of reception occurred;
- There are no uni-directional links. Each link between a pair of nodes is a perfect bi-directional link;
- The only traffic exists in the network is that of the diffusion of broadcast packet;
- Each node retransmits a packet (if it has to retransmit according to the protocol) only once;
• There is a synchronization among the transmissions. Channel is time-slotted and each transmission takes one slot;

• Each time a node transmits a packet, its one-hop neighbors receive this packet with probability  $P$, where $P$ is a percentage which lies between 0 and 100.

For a node to transmit, it was necessary that none of its neighbors up to 2-hops are transmitting. We call this as blocking of transmissions up to 2-hops. It was used to eliminate the problem of interference when a node receives two radio transmissions at the same time by two of its neighbors, which are not neighbors themselves.

### 4.2 Simulation results

Here we discuss some of the simulation results that we have obtained.

The Figure 4 shows that when a message was diffused in the network, how much time it took (in terms of clock ticks) so that all the nodes of the network get that message. It can be seen that pure flooding took more time as compared to multipoint relay technique, to diffuse the message in the network. In the Figure 5, we compare the time at which the transmission activity ended in the network which was started to diffuse a message.

As expected, the pure flooding took almost double the time as compared to multipoint relay technique. This behavior can be explained as a result of packet retransmission by each and every node of the network, even when it is not needed. This can be proved by comparing the two graphs, and we can observe that when the packet is successfully diffused in the network, multipoint relaying technique took quite less time to stop further retransmissions, but pure flooding continued to retransmit, as each node must retransmit the packet, once, on its turn.

The Figure 6 shows how many of the nodes have retransmitted the message, on the average. For multipoint relaying, this figure was quite low because only selected nodes had retransmitted the packet, still achieving the comparable performance (as shown in rest of the graphs). In case of pure flooding, obviously it was all the 1024 nodes which retransmitted. As a consequence, the Figure 7 shows that in pure flooding, on average, the nodes have received too many duplicate copies of the same message as compared to the case of multipoint relaying.

In optimizing the flooding mechanism and reducing the traffic by multipoint relaying, there is a small price to pay, and that is the robustness of the protocol in varying conditions of error rates. In pure flooding, each node retransmits without
exception, so there are more chances that the message reaches all the nodes, as compared to multipoint relaying, where only a selected number of nodes propagate the message. Figure 8 shows this fact, by comparing two protocols. We observe that when the error probability is higher than 20 or 25%, the multipoint relaying technique starts loosing the packets, and some nodes do not receive the message because of these errors.

5 Conclusions

We have seen the performance of the two techniques, and according to the simulation results, the multipoint relaying has shown superiority over pure flooding scheme. The results of the simulation show that although the classic technique of pure flooding to diffuse a message in the network is more reliable and robust, it consumes a large amount of bandwidth as its cost. On the other hand, multipoint relaying gives equally good results, with much less control traffic, when the errors of reception remains less than 20%. In general, it's a quite realistic assumption to consider these errors as less than 10% in a network. So we can conclude that in the range of error rate which is most common, the multipoint relaying gives us quite satisfactory results, with a tremendous gain in performance due to quite a less traffic.
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