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A Synthesis on Partition Re�nement:a useful Routine for Strings, Graphs, BooleanMatrices and AutomataMichel Habib� Christophe Paul� Laurent ViennotyAbstractPartition re�nement techniques are used in many algorithms. Thistool allows e�cient computation of equivalence relations and is somehowdual to union-�nd algorithms. The goal of this paper is to propose a singleroutine to quickly implement all these already known algorithms and tosolve a large class of potentially new problems. Our framework yields toa unique scheme for correctness proofs and complexity analysis. Variousexamples are presented to show the di�erent ways of using this routine.1 IntroductionA partition of a �nite set E is a collection of disjoint subsets of E called classeswhose union is E. Re�ning a partition consists in splitting its classes intosmaller classes. Partition re�nement techniques have been studied in four mainpapers [7, 15, 13, 6]. Hopcroft [7] may be the very �rst designer of such atechnique. He used it in order to minimize the number of states of a deterministic�nite automaton. Spinrad [15] investigated the graph partitioning �eld withapplication in substitution decomposition and transitive orientation. Paige andTarjan [13] used partition re�nement techniques in three di�erent applications:strings lexicographic sort, doubly lexicographic ordering of a boolean matrixand relational coarsest partition (the authors of [13] point out that this lastproblem is very close to deterministic �nite automaton minimization). Habib,McConnell, Paul and Viennot [6] proposed new e�cient algorithms based onpartition re�nement for the recognition of various classes of graphs and booleanmatrices that have the consecutive one's property.It turns out that partition re�nement is used in many di�erent area of com-puter science dealing with graphs, strings, boolean matrices or automata. In-deed, many articles rely on partition re�nement subroutines even if they do notdevelop them. The goal of this paper is to propose a single routine to quicklyimplement all these algorithms and to solve a large class of problems. A sampleof examples is presented to show di�erent ways of using this routine: computingtwins of a graph, lexicographic string sorting, consecutive ones test of booleanmatrix and minimization of a deterministic automata. Just small basic proce-dures have to be adapted for each applications. This compilation allows similarcorrectness proofs and a general scheme for complexity issues.�LIRMM, Montpellier, France; email: (habib,paul)@lirmm.fryLIAFA, Paris, France; email: lavie@liafa.jussieu.fr



Section 2 presents the partition re�nement paradigm and the main routinein details. A classi�cation of the di�erent applications is proposed in Section 3.The last sections develop involved examples that make a powerful use of thepartition re�nement technique: automata minimization and consecutive onestest. Detailed proofs are only given for Hopcroft's Algorithm for automatonminimization. By the way, we show how this proof that has the reputation ofbeing di�cult becomes quite simple. The reader interested in detail proofs ofthe other algorithms is invited to consult the references given in this paper.2 Partition Re�nementAll the algorithms we are going to propose are based on the following routinethat iteratively re�nes a partition of a set E according to a subset S of Ecalled pivot set : each class X is replaced by X \ S;X � S. Partitions will beimplemented by sorted lists. Therefore our partitions are implicitly ordered.A partition Q is compatible with a partition P if every class of Q is includedin a class of P and if the ordering in P respects the ordering in Q (i.e. if inP the class X is before the class Y then any class X 0 � X of Q is before anyclass Y 0 � Y). Re�ning a partition produces a compatible partition. We say byextension that an ordering x1; : : : ; xn of the elements of E is compatible witha partition L if the partition (fx1g; : : : ; fxng) is compatible with L. Given asubset S � E, a partition L of E is said to be S-stable when no class properlyoverlap S. After the re�nement step of L by S, L is S-stable: each class X 2 Lveri�es either X � S or X \ S = ;.Algorithm 1: Procedure PartitionRe�nement(L)Input: a partition L of a set E in classes; L is ordered from left to rightOutput: a re�ned partition L = (X1; : : : ;Xh) of Ebeginpivots = ; is an empty stack of pivots (each pivot is associated to asubset of E via the procedure PivotSet)while the LaunchPartition procedure does not break the loop doLaunchPartition(L)while pivots 6= ; dopick a pivot p in pivotsS = PivotSet(P )re�nement step by Slet M be the set of classes properly overlapping S (i.e. inter-secting S and not included in S)let N be the set of classes included in Sfor each class X 2M dolet Y be the members of X that are in Sremove Y from Xif InsertRight(X ;Y ; p;M;N) theninsert Y immediately on the right of Xelse insert Y immediately on the left of XAddPivot(X ;Y)end



Algorithm 1 shows an implementation of the partition re�nement routinethat allows to simulate many algorithms. Depending on the use of the routine,four basic procedures, PivotSet, LaunchPartition, InsertRight and AddPivothave to be implemented. PivotSet should compute a pivot set (i.e. a subsetof E) from some small information called pivot. In simple applications, thepivot is a pointer on some subset of E given in the input data and PivotSetreturns this set. In others, the pivot set must be computed when needed. Astack pivots stores the pivots that may be used to re�ne the partition. There aretwo ways of adding pivots to the stack: with the procedure AddPivot, whenevera class is splited, and with the procedure LaunchPartition, whenever the stackis empty. The management of the pivots is critical for the complexity issues.The last procedure concerns the order of the classes in the partition. Whenevera class X is splited by a pivot set S, X is replaced either by X n S;X \ S orX \ S;X n S in L according to the result of the procedure InsertRight.Partition Re�nement Correctness ProofAll the algorithms of this paper can be proved with this invariant of the innerwhile loop of Algorithm 1. Properties A and B are de�ned for each application:- A: some property implying the existence of a solution compatible with thepartition- B: some property obtained when the partition is enough re�nedInvariant: The partition L always veri�es A and if L does not verify B thensome pivot in pivots will strictly re�ne L.To prove the correctness of the algorithms, we just have to prove that anyre�nement step maintains Property A and that enough pivots are added so thatB is veri�ed when there are no more pivots. After the inner while loop A andB are veri�ed. The correctness of LaunchPartition is a key point of the proofs.Complexity IssuesThe re�nement step can be performed in O(jSj) using the following data struc-ture. All the elements in E are stored in a doubly linked list. Each class consistsin an interval of this list and is made of two pointers to its �rst element and toits last element. All the classes are stored in a doubly linked list L. The integersbounds of the intervals can also be maintained to allow constant computationof the cardinality of the classes and their relative positions in L. Each elementkeeps a pointer to its class. This data structure is illustrated by the above �gure.
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x7x6x2 x3 x4x1During the re�nement step, each element in the pivot set S is simply removedfrom the list and inserted at the end of its new class. This allows to preservethe initial ordering of the vertices inside the classes when S is sorted accordingto this ordering. Notice that the classes are in fact totally ordered subsets of E.The setM of classes intersecting S is computed while scanning S. AfterwardsM



is traversed and the empty classes are un-splited, removed from M , and addedto N (to unsplit a class, simply give it the bounds values of the associated newclass which is deleted from L).A bound on the overall execution time of the PartitionRe�nement proce-dure is thus easily obtained from a bound on the sum of the sizes of the pivotsets and on the overall time spent in the procedures PivotSet, LaunchPartition,InsertRight and AddPivot. InsertRight will always consist in a test computablein constant time.Bounding the complexity in time and space of the partition re�nement rou-tine resides in bounding the number of pivots added in the stack. All the pivotsets are either distinct parts of the input data or are computed from the ele-ments of one of the two subclasses newly created by splitting a class. In the �rstcase, pivots are known in advance and each one is used once yielding a lineartime and space algorithm. In the second case, the Hopcroft \process the smallerhalf" strategy allows to get an O(m logn) time (where m is the size of the in-put) algorithm. Breaking the pivot set computation in two steps with AddPivotand PivotSet allows to bound the stack size to get a linear space algorithm.This discussion inspires a classi�cation of the partition re�nement applicationspresented in the paragraph \Pivot Rule" of the next section.3 Classi�cations of Partition Re�nement Appli-cationsThere are mainly three criteria to classify the partition re�nement applications.The �rst one concerns the type of problem that the application solves and willbe used as a main classi�cation along the paper. The second classi�cationconcerns the way the pivots are chosen and the third one concerns the use ofthe procedure LaunchPartition.Ordered and Unordered Partition Re�nementThere are mainly two classes of problems that can be solved with partitionre�nement depending on the nature of the solution: an unordered partition(the classes of some equivalence relation have to be computed) or an ordering ofthe elements (sorting for example). In the �rst case, the order of the partitionis not important with regard to the problem. In the second case the ordering isobtained by computing an ordered partition where all classes are singletons.Unordered Partition Re�nement: Unordered re�nement partition algo-rithms allow to compute congruence relations when the information \x; y donot belong to the same class" is easy to compute. In our framework, a pivotseparates x and y. Dually, when the information \x; y belong to the same class"is easier to compute, a natural paradigm is to use union-�nd techniques [16].Unordered partition re�nement is used in twins computation, automatonminimization [7, 2], modular decomposition [15, 11, 5] and coarsest partitioncomputation [13]. All these problems can be described as the computation ofcongruence classes of some congruence (or equivalence relation). This relationis the Nerode equivalence in automaton minimization; the coarsest partitionproblem is very similar and a similar relation can be de�ned. Two vertices ofa graph are twins if they have same neighborhood, \being twins" is clearly an



equivalence relation and its computation is given as an example of unorderedpartition re�nement in Algorithm 2.Algorithm 2: Computing twinsInput: the adjacency lists of a graph with vertex set VOutput: a partition L = (X1; : : : ;Xh) of the vertices in classes of twinsbeginlet L be the one element list (V )run PartitionRe�nement(L) with the following de�nitions (the pivots arevertices)endProcedure PivotSet(p)return the adjacency list of the vertex pProcedure LaunchPartition(L)add all the vertices in V to pivots at the �rst call to LaunchPartition andexit and return L at the second callProcedure InsertRight(X ;Y ; p;M;N)return trueProcedure AddPivot(X ;Y)do nothing- A: if the vertices u and v are twins, then they are in the same class- B: L is stable for every neighborhood N(v) of a vertex vInvariant: The partition L always veri�es A and if L does not verify B thensome pivot in pivots will strictly re�ne L.The correctness of Algorithm 2 is due to the above invariant. If two verticesare twins (they have the same neighbors), then no vertex can separate then.That proves property A. If property B is not true then there exists a vertex wthat splits some class X of L that must still be in the stack pivots. Algorithm 2is linear since each vertex is used once as pivot and the re�nement step by apivot v takes O(jN(v)j) time where N(v) is the adjacency list of v.Ordered Partition Re�nement: In that case, the partition is generallyre�ned until all classes are singletons yielding a total ordering of the elements.Partition re�nement can be seen here as a sort where the elements of a class areconsidered equal with respect to computation done up to that point.Ordered partition re�nement may also compute a congruence relation in ad-dition. This is the case when the �nal classes are not necessarily singletons. The�nal classes are then the classes of elements that can be ordered independentlyand the �nal ordering associated to the partition is a solution.Ordered partition re�nement is used in transitive orientation [11], Lex-BFS(lexicographic breadth �rst search) [14], consecutive ones property testing [8,6], string sorting [13] and sorting in general. We give a simple algorithm forlexicographic string sorting (see Algorithm 3) as example.- A: a lexicographic sort of the string is compatible with L- B: two di�erent strings cannot appear in the same classInvariant: The partition L always veri�es A and if L does not verify B thensome pivot in pivots will strictly re�ne L.



Algorithm 3: Lexicographic string sortingInput: n strings x1; : : : ; xnOutput: a partition L = (X1; : : : ;Xh) of the stringsbeginlet L be the one element list (fx1; : : : ; xng)run PartitionRe�nement(L) with the following de�nitions (the pivots aresets of strings)endProcedure PivotSet(p)return pProcedure LaunchPartition(L)if this is the second call to LaunchPartition then exit and return Lprecompute the non empty sets Si;a of string having a �xed letter a at a�xed position i (create a couple (�i; a) for each letter of any string andradix sorting them)add all these sets to pivots so that sets corresponding to largest orderedpairs (�i; a) will be picked �rstProcedure InsertRight(X ;Y ; p;M;N)return trueProcedure AddPivot(X ;Y)do nothingThis algorithm does not terminate with singletons but with classes of equalstrings. The radix sort procedures takes O(n + k + m) time where n is thenumber of strings, k is the size of the alphabet and m is the sum of the stringsizes. The sum of the pivot set cardinalities is m and the partition re�nementprocedure thus takesO(n+m) time. It is shown in [13] how to get a O(n+k+m0)algorithm by carefully computing the pivot sets during the partition re�nementprocess where m0 is the sum of the distinguishing pre�x sizes (m = m0 in theworst case). Similarly a simulation of quick-sort with partition re�nement is leftto the reader.Pivot RuleAs we have seen before, the partition re�nement applications can use di�erentstrategy to choose the pivots (i.e. to add them in time in the stack pivots). Thereare two basic cases: the pivots are known in advance or they are computed dur-ing the algorithm depending on the current partition. The �rst case is simplierand as we previously mentioned leads generally to a linear time algorithm (e.g.twins computation, lexicographic string sorting, Lex-BFS).The second case corresponds to more involved problems like automaton mini-mization, coarsest partition computation, consecutive ones test, modular decom-position and transitive orientation. For these problems, the Hopcroft's \processthe smaller half" strategy allows to get very simple O(m logn) algorithms (m isthe size of the data and n the number of elements). It is surprising to see thatall these problems except automaton minimization and coarsest partition com-putation can be solved in linear time by �nding a clever pivot choice [8, 6, 12](Finding the pivots may be extremely complex, such as in linear transitive ori-entation for example [12]). This suggests that it should be possible to minimizea deterministic �nite automaton in linear time.



The order in which the pivots are picked from the stack can be importantor not. Sometimes only one pivot must be chosen among a set of possible ones.A rule has to be included in the procedure LaunchPartition to break this tie.This is the subject of the next classi�cation.Tie-break RuleSome further di�erences come from the existence of a tie-break rule. In somealgorithms the process is launched just once. It means that when the stack ofpivot is empty and the algorithm ends (the inner while loop of Algorithm 1is executed only once). This is the case in twins computation, lexicographicstring sorting, automaton minimization and modular decomposition. The otheralgorithms have to be launched again until the resulting partition is a set ofsingletons. In that case, a tie-break rule has to be designed. This is the casefor Lex-BFS, transitive orientation and the consecutive ones test. The way ofbreaking the tie is often a key part of the algorithm. Based on Lex-BFS, someinterval graph recognition algorithms have been proposed by computing severalsuccessive Lex-BFS with more elaborate tie-break rules [4].Considerations about the Representation of the InputAn interesting property of partition re�nement is that re�ning a partition by asubset S or its complement E�S is equivalent (the procedure InsertRight mayhave to be tuned slightly di�erently from one case to the other). This allowssome degrees of freedom with the input data structure.Algorithm 4: Clique Lex-BFSInput: a graph G = (V; E) given by its maximal cliques C1; : : : ; CkOutput: a lex-BFS ordering L = C 01; : : : ; C 0k of the cliquesbeginlet L be the one element list (fC1; : : : ; Ckg)precompute the set of cliques containing each vertex; and set i = jV jrun PartitionRe�nement(L) with the following de�nitions (the pivots arevertices and are all set as \unused" at the beginning)endProcedure PivotSet(p)number p by i and set i to i� 1return the list of cliques containing the vertex pProcedure LaunchPartition(L)if there is only singleton classes in L then exit and return Llet C be a clique in the rightmost class X with cliques containing un-numbered verticesif X is not a singleton then replace X by X n fCg; fCg in Ladd all the unused vertices in C to pivots and set them as \used"Procedure InsertRight(X ;Y ; p;M;N)return trueProcedure AddPivot(X ;Y)do nothingIn graph algorithms, E is often the vertex set and S is the neighborhood of avertex p. In that case, it is possible to work on a graph using its complementary



as a data structure that represents it. In other words, we can run the partitionre�ning routine on the complement of a graph without computing it, using onlythe edges of the graph itself. This nice property was used in [11] to recognizepermutation graphs which are the comparability graphs such that the comple-mentary graph is also a comparability graph and in [6] to recognize co-chordaland co-interval graphs. This idea is further developed in [5] where it is proposedto represent a graph by giving for each vertex either the list of its neighbors orthe list of its non neighbors. Partition re�nement allows to compute with sucha representation as easily as with a classical one. Algorithm 4 is an adaptationof an existing partition re�nement algorithm (namely Lex-BFS) when its inputis given in an other form.Lex-BFS [14] is a partition re�nement algorithm that computes a specialordering of the vertices of a graph called a Lex-BFS ordering. When the inputis chordal, this ordering allows to compute in linear time the maximal cliquesof the input (a clique is a set of vertices inducing a complete graph). Moreover,this ordering induces an ordering of the maximal cliques called Clique Lex-BFSordering. Algorithm 4 allows to compute a Clique Lex-BFS when the maximalcliques are directly given as input. This algorithm is useful for the consecutiveones test algorithm presented in [6]. Note that we cannot compute a classicalrepresentation of the graph in order to run the classical Lex-BFS on it forcomplexity reasons since its size may be signi�cantly greater.4 An Unordered Partition Re�nement ProblemHopcroft's Algorithm for Deterministic Finite Automata Minimiza-tion RevisitedWe now introduce a partition re�nement version of Hopcroft's Algorithm [7].The hard part of automata minimization is to compute the classes of the Nerodeequivalence. Two states q and q0 of an automata are Nerode equivalent if andonly if q:w = q0w for every word w (q:w denotes the state reached by reading wwhen the automata is in state q).Algorithm 5 shows how to simulate the Hopcroft algorithm for computingthese classes with a call to our partition re�nement procedure. A partition ofthe states set of the automata is re�ned according to pivot sets of the forma�1X where a is a letter, X is a class of the current partition and a�1S denotesthe set of the states q such that q:a 2 S (for any letter a and any state subsetS). Algorithm 5 runs in time O(nk logn) where n is the number of states and kthe number of letters since each set a�1q is traversed at most logn times.The correctness of Algorithm 5 comes from the fact that the partition Lalways veri�es the following invariant:- A: if two states p and q are Nerode equivalent then they are in the sameclass- B: L is stable for a�1X for every class X 2 L and every letter a 2 AInvariant: The partition L always veri�es A and if L does not verify B thensome pivot in pivots will strictly re�ne L.The proof of Hopcroft's Algorithm has the reputation of being quite intricate.We now give the complete proof of Algorithm 5 to show how our formalismmakes it simple.



Algorithm 5: Deterministic Finite Automata MinimizationInput: a complete accessible deterministic automata (Q; i; T )Output: a partition L = (X1; : : : ;Xh) of the states into Nerode classesbeginlet L be the one element list (Q)precompute for each state q and each letter a the set a�1q of the statesp such that there exists a transition q = p:arun PartitionRe�nement(L) with the following de�nitions (the pivots arecouples (class, letter))endProcedure PivotSet(p)p is the couple (X ; a)compute a�1X by merging the sets a�1q for q 2 X and return this setProcedure LaunchPartition(L)if this is the second call to LaunchPartition, exit and return Lremove T from Q and insert it as a new class in LAddPivot(Q � T; T )Procedure InsertRight(X ;Y ; p;M;N)return trueProcedure AddPivot(X ;Y)let Z be the smallest class between X and Yfor each a 2 A doif (X ; a) is already in pivots(i.e (X ; a) has been added to pivots before(Y ; a) was removed from it) then add (Y ; a) to pivotselse add (Z ; a) to pivotsProof: We say that a word w separates two states q and q0 when q:w 2 T andq0:w =2 T or when q:w =2 T and q0w 2 T . Two states are Nerode equivalent whenno word separates them. The empty word is denoted ".Let us �rst show the conservation of Property A. Non terminal and terminalstates are not Nerode Equivalent since " separates them. A is thus veri�ed afterthe �rst call to LaunchPartition. Suppose that A is true before an iteration ofthe inner while loop, we show that it is still after the re�nement step by a pivotset a�1X where a is some letter and X some class of the partition. Supposeby contradiction that two Nerode equivalent states q and q0 are splited apart intwo di�erent classes. This means that q:a and q0:a appear in di�erent classes.This contradicts the induction hypothesis.We now show that if the property B is false then some pivot in pivots willstrictly re�ne L. Suppose that L is not stable for a�1Z for some letter a andsome class Z . There must exist two states q and q0 in the same class such thatq:a 2 Z and q0:a =2 Z . Consider the �rst time q:a and q0:a have been splitedapart in two di�erent classes. The smallest one contained either q:a or q0:a andhas been added to pivots with the letter a. This implies that either the classof q:a or the class of q0:a appears in pivots with the letter a. This ordered pairwill produce a pivot set containing either q or q0 and pivoting on it will strictlyre�ne the partition. Notice that whenever a class Z is splited in two classes Xand Y , if (Z ; a) was in pivots then (X ; a) and (Y ; a) are in pivots after the callto AddPivot.



Let us �nally prove that the conservation of the invariant implies that the�nal partition is made of the Nerode classes. We just have to prove that nonNerode equivalent states cannot be in the same class of the �nal partition.Suppose by contradiction that two states q and q0 are in the same class butthere exists a word w separating them. Let u be the longest pre�x of w suchthat q:u and q0:u are in the same class of the �nal partition. We have u 6= wsince the �nal partition is a re�nement of (T;Q�T ) implying that q:w and q0:wcannot be in the same class. Let a be the letter following u in w. Let X be theclass of q:ua. The property B is then false since the partition is not stable fora�1X : contradiction since pivots is empty at the end of the algorithm.5 An Ordered Partition Re�nement ProblemConsecutive Ones Property TestingA boolean matrix has the consecutive ones property if its columns can be per-muted such that in each row the one entries occur consecutively. Such a per-mutation will be called a consecutive permutation. The problem consists intesting wether a given boolean matrix has the consecutive ones property and tocompute a consecutive permutation if there exists one.The �rst linear time algorithm for this problem [3] used the PQ-trees, acomplicated data structure. A simpler algorithm was also presented in [8]. In[6] a new linear algorithm avoiding PQ-trees is proposed. A consecutive onestest can be used for interval graph recognition but it is a more general problem.A graph G is an interval graph i� its maximal cliques can be ordered such thatthe maximal cliques containing a given vertex appears consecutively. Thus ifwe represent an interval graph by its incidence vertex-clique matrix M , suchan ordering of the maximal clique is exactly a consecutive permutation of thecolumns of M . Since Lex-BFS can be adapted for a clique representation of thegraph (see algorithm 4), this correspondence allows the same adaptation for avertex-clique matrix representation.Algorithm 6 shows how to solve the consecutive ones problem thanks to acall to the partition re�nement routine. Here, a partition of the columns isre�ned by pivoting on the rows where the pivot set associated to a row p is theset of columns containing a one entry at row p. The structure of the algorithmis similar to the algorithm proposed in [6] but here, the strategy for choosing thepivots is inspired from the Hopcroft Algorithm rule and is much more simple.The result is an extremely simple O(n+ n0 +m logn) algorithm for testing theconsecutive ones property (m is the number of one entries, n is the number ofcolumns, and n0 the number of rows).The input is given by the coordinates of the m one entries of the matrix(the other entries are zeros). An e�cient algorithm for consecutive ones testmust have a tight bound on m rather than nn0. All zeros columns and rowscan easily be treated separately. We say that a column C contains a row r ifthe corresponding entry of the matrix M is one (M(r; C) = 1). This allows toconsider the columns as sets of rows. We can also associate to each row r the setC(r) of columns containing them. These sets are easily computed in linear timeby radix sorting the coordinates of the one entries. Those which are not emptyare given as input to Algorithm 6. The input matrix veri�es the consecutiveones property if the computed permutation of the column is consecutive (thiscan be tested in linear time by scanning each set C(r)).



Algorithm 6: Consecutive ones testingInput: a boolean matrix M with no all zeros column and no all zero rowOutput: a consecutive 1's permutation of the columns if there exists onebegincompute a Lex-BFS ordering C1 < � � � < Ck of the columns of Mlet L be the one element list (fC1; : : : ; Ckg)bucket sort all the sets C(r) of columns containing a given row r accord-ing to the Lex-BFS ordering of the columnsrun PartitionRe�nement(L) with the following de�nitions (the pivots arerows and are all set as \unused" at the beginning)endProcedure PivotSet(p)if all the columns in C(p) are in the same class of L thenset p as \unused" and return ;else return C(p)Procedure LaunchPartition(L)if there is only singleton classes in L then exit and return Llet X be a non singleton class in L and let C be the smallest column inX according to the Lex-BFS ordering of the columnsreplace X by X n fCg; fCg in Ladd the \unused" rows in C to pivots and set them as \used"Procedure InsertRight(X ;Y ; p;M;N)let Z be a class distinct from X in M [Nreturn (Y is somewhere on the left of Z)Procedure AddPivot(X ;Y)let Z be the smallest class between X and Yadd the \unused" rows in the union of the columns in Z to pivots andset them as \used"- A: if M has the consecutive ones property, then there exist a consecutivepermutation compatible with the ordered partition L- B: the set of "used" rows is the same for every column of a given class Xof LInvariant: The partition L always veri�es A and if L does not verify B thensome pivot in pivots will strictly re�ne L.We now assume that M has the consecutive ones property. Let us remarkthat Property A implies that for any row p, the set S of columns containing pas one entry appears in consecutive classes of L. To give an idea of the proof,we just mention of properties proved in [6] that shows the correctness of theprocedure LaunchPartition. First, there exist a consecutive permutation thatends with the last column numbered by a Lex-BFS ordering � of the columns ofM [9]. Then the �rst call to LaunchPartition preserve the invariant. When Bis true, the authors of [6] proves that for any class X of L, � induces a Lex-BFSordering of the sub-matrices induced by the columns of X . In that case, there�nement process can be launch again by the procedure LaunchPartition.The complexity of Algorithm 6 is O(m logn). The reader should note thatthis complexity can be improved to linear time. In the presented algorithm thebottleneck is the choice of the pivot. It is shown in [6], that a clever choice of
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