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2-categories

Nicolas Tabareau
INRIA, Ascola team

École des mines de Nantes, France

ABSTRACT
Aspect Oriented Programming (AOP) started ten years ago
with the remark that modularization of so-called crosscut-
ting functionalities is a fundamental problem for the engi-
neering of large-scale applications. Originating at Xerox
PARC, this observation has sparked the development of a
new style of programming featured that is gradually gain-
ing traction, as it is the case for the related concept of
code injection, in the guise of frameworks such as Swing
and Google Guice. However, AOP lacks theoretical founda-
tions to clarify this new idea. This paper proposes to put
a bridge between AOP and the notion of 2-category to en-
hance the conceptual understanding of AOP. Starting from
the connection between the λ-calculus and the theory of cat-
egories, we propose to see an aspect as a morphism between
morphisms—that is as a program that transforms the exe-
cution of a program. To make this connection precise, we
develop an advised λ-calculus that provides an internal lan-
guage for 2-categories and show how it can be used as a
base for the definition of the weaving mechanism of a re-
alistic functional AOP language, called MinAML. Finally,
we advocate for a formalization of more complex AOP lan-
guages (eg. with references or exceptions) using the notion
of enriched Lawvere theories.

1. INTRODUCTION

Aspect Oriented Programming. Aspect Oriented Pro-
gramming (AOP) [8] promotes better separation of concerns
in software systems by introducing aspects for the modular
implementation of crosscutting concerns. Indeed, AOP pro-
vides the facility to intercept the flow of control in an ap-
plication and perform new computations. In this approach,
computation at certain execution points, called join points,
may be intercepted by a particular condition, called point-
cut, and modified by a piece of code, called advice, which
is triggered only when the runtime context at a join point
meets the conditions specified by a pointcut. Using aspects,

Permission to make digital or hard copies of all or part of this work for
personal or classroom use is granted without fee provided that copies are
not made or distributed for profit or commercial advantage and that copies
bear this notice and the full citation on the first page. To copy otherwise, to
republish, to post on servers or to redistribute to lists, requires prior specific
permission and/or a fee.
Copyright 20XX ACM X-XXXXX-XX-X/XX/XX ...$10.00.

modularity and adaptability of software systems can be en-
hanced. In the AOP terminology, the algorithm that con-
trols which aspects can be executed at each join point is
called a weaving algorithm.

Much of the research on aspect-oriented programming has
focused on applying aspects in various problem domains and
on integration of aspects into full-scale programming lan-
guages such as Java. However, aspects are very powerful and
the development of a weaving mechanism becomes rapidly
a very complex task. While some research efforts [6, 20, 21]
have made significant progress on understanding some of the
semantic issues involved, the algebraic explanation of aspect
features has never reached the beauty and simplicity of the
connection between the λ-calculus and cartesian closed cat-
egories. We believe that this is the main reason why AOP
never found its place in theoretical computer science fields.

Giving a precise meaning to aspects in AOP is a fairly
complicated task because the definition of a single piece of
code can have a very rich interaction with the rest of the
program, whose effect can come up at anytime during the
execution. The main purpose of this paper is to formalize
this interaction. Namely, we propose to put a bridge be-
tween AOP and the notion of 2-category. Starting from the
connection between the λ-calculus and category theory, we
propose to see an aspect as a 2-cell, that is as a morphism
between morphisms. In the programming point of view, this
means that an aspect can be seen as a program which trans-
forms the execution of programs.

In this perspective, a weaving algorithm that defines the
interaction of a collection of aspects with a given program
will be understood as the computation of a normal form in
the underlying 2-category of interest. Thus, an algorithm
that is usually defined by hand and described coarsely in
AOP systems becomes here a basic notion of rewriting the-
ory.

The definition of an internal language for cartesian closed
2-category will be the keystone of this paper, the basis to
give a precise meaning to the possible interactions of a single
aspect with the rest of the code.

λ-calculus and cartesian closed categories. Category
theory and programming languages are closely related. It
is now folklore that the typed λ-calculus is the internal lan-
guage of cartesian closed categories. In this paradigm, ob-
jects of the category correspond to types in the typed λ-
calculus and morphisms between objects A and B of the
category correspond to λ-terms of type B with (exactly)
one free variable of type A. The composition of morphisms



corresponds to substitution, a notion that is at the heart of
β-reduction—the fundamental rule of the λ-calculus.

This interpretation of the λ-calculus started in the early
80’s from the work of John Lambek and Philip Scott [10,
11, 17]. Soon later, Robert Seely proposed a 2-categorical
interpretation of the λ-calculus [18] where β-reduction con-
structs 2-cells between terms and their β-reduced version.
This perspective is in line with the thought that 2-cells can
be seen as rewriting rules between morphisms (or terms).
This idea has been pushed further by Barnaby Hilken in [4]
where he developed a 2-dimensional λ-calculus that corre-
sponds to the free 2-category with lax exponentials.

Recall that a 2-category C is basically a category in which
the class C(A,B) of morphisms between any objects A and
B is itself a category. In other words, a 2-category is a
category in which there exists morphisms

f : A→ B

between objects , and also morphisms

α : f ⇒ g

between morphisms. The morphisms f : A → B are called
1-cells and the morphisms α : f ⇒ g are called 2-cells.

Seely’s interpretation shows how typed λ-calculus can nat-
urally be viewed as a 2-category. In this paper, we define
an advised λ-calculus extending the typed λ-calculus with
2-dimensional primitives that enable to describe any 2-cell
of a cartesian closed 2-category. Those additional primi-
tives construct a kind of 2-dimensional terms that we will
(by extension) call aspects. The resulting language, called
λ2-calculus, defines an internal language for cartesian closed
2-category and will be the base of our explanation of aspects
in AOP.

AOP and 2-categories. The keystone of this paper is to
consider aspects in AOP as 2-cells in a 2-category just as
functions (more precisely λ-terms) are interpreted as mor-
phisms in a category. But this simple idea raises interesting
and difficult issues:

• What is the good notion of variables at a 2-dimensional
level?

• What is the extended notion of β-reduction?

• How to describe vertical and horizontal composition of
a 2-category in the language of typed λ-calculi?

Once this effort to develop an internal language for carte-
sian closed 2-categories has been done, it becomes simpler
to describe the interaction of an aspect with the rest of a
program. Indeed, the 2-dimensional constructors of the λ2-
calculus enable to faithfully describe all situations in which
an aspect can be applied to a given program.

Let us anticipate on the description of the λ2-calculus to
give an example straightaway. Suppose that we have defined
an aspect

α : sqrt⇒ sqrt ◦ abs

which rewrites all calls to a square root function to ensure
that inputs are non-negative. This aspect can be seen as
a piece of advice whose pointcut intercepts the square root
function and proceeds with the absolute value of the original
argument of the function. The effect of α on the program

p = λx. sqrt(sqrt(x))

will be described by the composed 2-cell

β = λX. α ◦ α ◦X : p⇒ p′

that transforms the program p into the program

p′ = λx. sqrt(abs(sqrt(abs(x)))).

The aspect β is automatically generated from the aspect α
and constructors of the λ2-calculus. Note that one could
argue that this violates one of the primary design goals of
AOP, which is to allow separation of cross-cutting concerns.
Indeed, each aspect is monomorphic in the sense that the
aspect β in the example above is specific to the program
p. It could seem unfortunate as an important goal of AOP
languages is that the aspect may be oblivious to the tar-
get program – in 2-categorical/λ-calculus terms what seems
needed is naturality/parametricity in the scaffolding. How-
ever, this is not the point of view adopted in the λ2-calculus.
The idea is that a single definition of the aspect α above will
generate all the possible combinations of this aspect with 2-
dimensional primitives of the language and other constant
aspects.

Of course, existing AOP languages do not look like the
λ2-calculus so we show how programs of a simple functional
language with aspects, introduced by David Walker and col-
leagues in [20] and called MinAML, can be translated into
the λ2-calculus. As claimed above, the semantics of such
programs is provided by a weaving algorithm that corre-
sponds to the computation of a normal form in the under-
lying 2-category.

At the end of this article, we explain how this algebraic
account of AOP can drive the definition of aspects in more
powerful languages extended with references, exceptions or
any programming primitives that are well-understood in cat-
egory theory. This could be done by using a 2-categorical
version of computational monads introduced by Eugenio
Moggi [14]—and used for example in Haskell—to extend the
λ2-calculus smoothly. This 2-categorical extension can be
seen as a particular case of the recent work of Martin Hy-
land, Gordon Plotkin and John Power on enriched Lawvere
theories [5].

Note that the work of Kovalyov [9] on modeling aspects by
category theory is in accordance with the school of category
theory for software design. In this paper, category theory
is used as a foundational model for programming languages,
which is a completely different line of work.

About higher order algebras. We have identified the
higher order notion provided by 2-categories as a suitable
setting where programs are interpreted by 1-cells and as-
pects (or more generally program transformations) are in-
terpreted by 2-cells. At this stage, one could wonder whether
it would have been more fruitful to work with other higher
order notions in category theory like bicategories or double
categories. Both are generalization of 2-categories, the for-
mer where the horizontal composition is not strictly associa-
tive, the latter where one can distinguish between horizontal
and vertical morphisms. We believe that the refinement pro-
posed by bicategories or double categories is not necessary to
interpret AOP programs as application is always associative
and there is no meaningful distinction between horizontal
and vertical programs of a given type.



On the other hand, one could wonder whether a simpler
setting such as order-enriched categories would not be suffi-
cient to interpret AOP language and define a weaving algo-
rithm using rewriting theory. It is indeed the case if one con-
sider only “pure” aspects that have no effect on the program.
In this case, an aspect is just a program transformation and
thus two aspects between the same programs will always be
equal. But when aspects can have side effect such as logging
on the screen, this is not true anymore and the full power of
2-categories is required (see for example Section 5.2).

Note that most of AOP systems consider aspects that can
intercept other aspects. But then, one needs to define some
stratification in the flow of execution to control the weaving
of aspects. This mechanism can be explained with a notion
of execution levels [19] that prevents aspects of lower levels
to intercept aspects of higher levels of execution. It would
be interesting to consider this notion of aspects intercepting
aspects through execution levels in the light of n-categories
or weak ω-categories. A relation between Martin-Löf In-
tensional Type Theory and weak ω-categories has recently
been settled [2, 13] and could be a good basis for the study
of execution levels.

Plan of the paper. We introduce (§2) the language of
cartesian closed 2-category and define the notion of polyno-
mial 2-category. After that, we define (§3) the λ2-calculus,
an extension of the λ-calculus with 2-dimensional primitives
that will be the basis for the interpretation of aspects. We
then show (§4) that the λ2-calculus is an internal language
for cartesian closed 2-category and use (§5) this language
to give a formal semantics of a functional AOP language
called MinAML. Finally, we conclude (§6) sketching how
this work can serve to study more powerful AOP languages
(with references or exceptions) using advanced work on en-
riched Lawvere theory.

2. CARTESIAN CLOSED 2-CATEGORIES
IN A NUTSHELL

In this section, we briefly introduce cartesian closed 2-
categories. We also present an extension of the notion of
polynomials for 2-category, an extension that will be the
base for the connection between the λ2-calculus and carte-
sian closed 2-categories.

2.1 A glance at 2-categories
An abstract view on 2-categories is to see them as cat-

egories enriched over Cat, the cartesian category of cate-
gories (for more details about enriched category theory, see
the monograph of Max Kelly [7]). Even if this point of view
will become important at the end of this article, we prefer
to give a more concrete definition. A 2-category C has a
class of objects (also called 0-cells), usually noted A,B, . . . ,
a class of morphisms (also called 1-cells) between objects,
usually noted f : A→ B and a class of morphisms between
morphisms (also called 2-cells), usually noted

α : (f ⇒ g) :: A→ B

(or simply α : f ⇒ g when there is no confusion). A 2-cell α :
(f ⇒ g) :: A→ B is generally diagrammatically represented
as a 2-dimensional arrow between the 1-dimensional arrows
f and g

A

g

>>

f

  �� ��
�� α B .

0- and 1-cells form a category called the underlying category
of C – with identity on A denoted by idA and composition
of morphisms f and g denoted by g ◦ f . 2-cells may be com-
posed “horizontally” and “vertically”. We write

β ◦ α : f ′ ◦ f ⇒ g′ ◦ g

for the horizontal composite of two 2-cells α : f ⇒ g and
β : f ′ ⇒ g′, represented diagrammatically as

A

g

>>

f

  �� ��
�� α B

g′

>>

f ′

  �� ��
�� β C = A

g′ ◦ g

>>

f ′ ◦ f

  �� ��
�� β◦α C

and we write

α ∗ β : f ⇒ h

for the vertical composite of two 2-cells α : f ⇒ g and
β : g ⇒ h, represented diagrammatically as

A

h

CCg //

f

��

�� ��
�� β

�� ��
�� α

B = A

h

>>

f

  �� ��
�� α∗β B .

The vertical and horizontal composition laws are required to
define categories—they are associative and there are identi-
ties

1f : f ⇒ f

for each 1-cell f : A → B. The identity for the horizontal
composition is given by 1idA , and one requires that

1g◦f = 1g ◦ 1f .

Note that the horizontal composition is extended to a com-
position between a 2-cell α and a 1-cell f by implicitly re-
garding the 1-cell f as the identity 2-cell 1f .

There is one remaining law of compatibility between the
horizontal and the vertical composition. This law, called the
interchange law, guarantees that the two ways of reading the
diagram

A

h

CCg //

f

��

�� ��
�� β

�� ��
�� α

B

h′

CCg′ //

f ′

��

�� ��
�� β

′

�� ��
�� α′

C

are equal. From an AOP point of view, this property guar-
antees that applications of pieces of advice at disjoint part
of a program do not interfere with each other. This means
that we can still reason modularly in presence of aspects as
long as the transformation deals with disjoint part of the
program.



The different associativity, unit and interchange laws guar-
antee a fundamental property of 2-categories: each labelled
pasting diagram has a unique composite. From an AOP point
of view, this means that the application of a piece of advice
(without side effect) at one point of a program must not per-
turb the application of other pieces of advice at other points
of the same program.

Just as a 2-category is a Cat-category, a 2-functor consists
of a functor enriched over Cat. In other words, a 2-functor
from C to D is a map from i-cells to i-cells (i being 0,1 and 2)
that preserves all the structure of a 2-category on the nose.
In particular, each 2-functor defines a functor between the
underlying categories.

A 2-natural transformation is a Cat-natural transforma-
tion, i.e., a natural transformation between the underlying
ordinary functors that also respects 2-cells.

2.2 Cartesian 2-categories
A 2-category C is said to be cartesian when the diagonal

2-functor ∆n : C → Cn has right 2-adjoints for all n. More
concretely in a cartesian 2-category, every pair of objects A
and B is equipped with two projection morphisms

π1 : A1 ×A2 → A1 π2 : A1 ×A2 → A2.

satisfying the following universal property: for every pair of
2-cells

α1 : f1 ⇒ g1 : X → A1 α2 : f2 ⇒ g2 : X → A2

there exists a unique 2-cells

〈α1, α2〉 : 〈f1, f2〉 ⇒ 〈g1, g2〉 : X → A1 ×A2

satisfying the two equalities (where i is either 1 or 2)

X

〈g1,g2〉

;;

〈f1,f2〉

##�� ��
�� 〈α1,α2〉 A1 ×A2

πi // Ai = X

gi

==

fi

!!�� ��
�� αi Ai

We also require that C has a particular object 1, called
the terminal object, such that there exists a unique 1-cell
skipA : A → 1 and 1skipA : skipA ⇒ skipA is the unique
2-cell of that type.

Observe that the underlying category of a cartesian 2-
category is also cartesian (instantiate every 2-cell in the uni-
versal property with the identity 2-cell) and that × can be
extended to a 2-functor by

α× β = 〈π1 ◦ α, π2 ◦ β〉.

From a λ2-calculus point of view, the object 1 is represented
by the type Unit and the unique 1-cell of that type is the
constant term skip—the 1-cell skipA is interpreted by λx :
A. skip. Then, the unique aspect on skipA is the identity
aspect.

2.3 Closure in a cartesian 2-category
A cartesian 2-category C is closed when the 2-functor

(−)×A has a right 2-adjoint (−)A for all objects A of C.
More concretely, a cartesian closed 2-category is equipped

with a family of functors

ΛA,B,C : C(A×B,C)→ C(B,CA)

and a family of morphisms

evalA,B = A×BA → B

such that

eval ◦ (1A × Λ(α)) = α and Λ(eval ◦ (1A × β)) = β

for every 2-cell

α : f ⇒ g : A×B → C and β : f ′ ⇒ g′ : B → CA.

Again, we remark that the underlying category of a cartesian
closed 2-category is also cartesian closed.

2.4 Polynomial cartesian closed 2-category
To state the connection between cartesian closed 2-category

and the λ2-calculus, we need define the 2-category C[X] of
polynomials over an indeterminate 2-cell

X : (x⇒ x′) :: 1→ A

and indeterminate arrows x, x′ : 1 → A of a 2-category C.
Indeed, a polynomial 2-cell

α(X) : (t(x)⇒ t′(x′)) :: 1→ B

will be seen as an aspect with one free 2-variable X, and the
arrows t(x) and t′(x′) will be seen as terms with respective
free 1-variables x and x′.

The objects of C[X] are the same as those of C, the mor-
phisms are formal expressions built from the morphism form-
ing operations of C and either from the symbol x or the sym-
bol x′; and the 2-cells are formal expressions built from the
symbol X : x ⇒ x′ and the 2-cell forming operations of C.
We note HX the canonical embedding of C into C[X] which
is the identity on objects, morphisms and 2-cells. Just as
it is the case for cartesian closed categories [10, 11], this 2-
category of polynomials is cartesian closed as soon as C is
cartesian closed, and furthermore C[X] satisfies the following
universal property.

Proposition 1. Given a cartesian closed 2-category C
and an indeterminate 2-cell

X : (x⇒ x′) :: 1→ A

of C, let F : C → D be a cartesian closed 2-functor into
another cartesian closed 2-category D and α : a ⇒ b : 1 →
F (A) be a 2-cell of D. Then there exists a unique cartesian
closed 2-functor (ie. a 2-functor that preserves product and
closure up to isomorphisms)

Fα : C[X]→ D

with Fα(X) = α and such that the diagram

C

F

))RRRRRRRRRRRRRRRRRR
Hx // C[X]

Fα

��
D

commutes.

Applying this universal property that the identity 2-functor
on C leads to a normal form theorem called functional com-
pleteness.

Corollary 1 (Functional completeness). For ev-
ery polynomial 2-cell

α(X) : f(x)⇒ f ′(x′) : 1→ B



in an indeterminate X : (x ⇒ x′) :: 1 → A, there exists a
unique 2-cell

β : (g ⇒ g′) :: 1→ BA

such that

eval ◦ (X × β) = α(X)

in C[X].

It is also possible to form a 2-category C[X1, . . . , Xn] of poly-
nomials by adjoining a finite set of indeterminate 2-cells
Xi : (xi ⇒ x′i) :: 1 → Ai where the variables xi or x′i
have to be distinct. Using product, one may show that

C[X1, . . . , Xn] ≡ C[Z]

for an indeterminate Z : (z ⇒ z′) :: 1→ A1 × · · · ×An.

3. THE λ2-CALCULUS

3.1 Types, terms and aspects
The grammar of the λ2-calculus generated by a set of

sort names S is presented in Figure 1. The sets of types
and terms is closed under the traditional λ-calculus oper-
ations. For the second dimension, we construct a set of
aspects which transform terms into other terms. An aspect
α that transforms the term t of type A into the term t′ of
type A will be noted

α : (t⇒ t′) :: A

Note that this can be thought of as a stratified instance of
a dependent type theory, where 2-types can include terms.
But the main difference between Martin-Löf type theory lies
in the absence of a conversion rule—if t = u and α : (t ⇒
t′) :: A, it is not in general the case that α : (u⇒ t′) :: A.

For every type A, we suppose given a denumerable set of
variables x, . . . that induces a denumerable set of 2-variables

X : (x⇒ x) :: A

Note that we can have multiple variables of a given type
but there exists only one 2-variable of a given 2-type. This
simplifies the equational theory of the λ2-calculus but 2-
variables have to be fused when composed vertically (see
Section 3.4). In [4], this issue is overcome differently by
using de Bruijn indices. All the construction for pairing,
abstraction and horizontal composition are extended to as-
pects and there is a notion of vertical composition α∗β which
means that the transformations performed by α and β are
applied successively. We use the word “free” and “bound” in
the usual sense for a 2-dimensional variable X in an aspect
α. The main aspect forming operation

asp. t 7→ t′ : (t⇒ t′) :: A

defines an aspect that transforms a closed term t of type A
into another closed term t′ of type A. It is crucial in the
construction that the two terms are closed. Indeed, we do
not accept aspect of the form

asp. x 7→ y : (x⇒ y) :: A

where x and y are variables. Such an aspect would transform
any term of type A into any term of type A.

We require that the class of aspects is closed under all
aspect-forming operations except for the aspect asp. t 7→ t′

which must always exist only for identity aspects on constant
terms, that is when t′ = t is a constant term.

Note that there may be additional types (S), constant
terms (f) and constant aspects (a) in the language. As for
the asp. constructor, constant aspects must be defined on
closed typed terms.

3.2 Typing rules
The typing rules of the λ2-calculus are given in Figure 2.

Terms are typed in the presence of a context Γ that stipu-
lates the type of variables while aspects are typed in the pres-
ence of a context ∆ that stipulates the type of 2-variables.
The rules for terms are the standard rules for the λ-calculus.

Rule 2-Abstraction and Rule 2-Pairing are the higher
order version of closure and product in the calculus. Rule
2-Application and Rule Vertical-composition are the
reminiscence of the corresponding 2-categorical compositions.

Observe that Rule Vertical-composition expects the
same term t2 at the common boundary of α and β. We
would like to emphasize that we do not implicitly assume
here that the equational theory is decidable. Indeed, the
absence of conversion principle implies that only one 2-type
can be assigned to an aspect in a given environment. So
to decide if two aspects can be composed vertically, it is
sufficient to check the syntactical equality of the term t2 at
the boundary.

Rule 2-Variable introduces a 2-variable in the context ∆.
Rule Aspect checks that an aspect asp. t 7→ t′ transforms a
closed typed term t into another closed term t′ of the same
type.

Additional constant terms and aspects of the language are
given with their specific typing rules.

3.3 Equations between terms and aspects
The equality relation

.
= between terms or between aspects

of the same type and with the same free variables is defined
as the least congruence relation derived from the equations
below (we assume that all aspects used in the equation below
are well-typed). Equality on terms is standard and is defined
as in [10, 11, 17]. When two aspects

α : (t⇒ t′) :: A and β : (u⇒ u′) :: A

are equal, we automatically know that

t
.
= u and t′

.
= u′.

The converse is not true in general. In the example above,
we have no guarantee that α can be given the type (u ⇒
u′) :: A. This is because we can not apply equality on terms
independently from equality on aspects, that is we do not
have a conversion principle..

1. Specific axioms for products

(a) [terminal object]

α
.
= asp. skip 7→ skip

for all α : (t⇒ t′) :: Unit

(b) [projections]

πi ◦ 〈α1, α2〉
.
= αi

(c) [surjective pairing]

〈π1 ◦ α, π2 ◦ α〉
.
= α

Here, πi stands for the identity aspect asp. πi 7→ πi.

2. Specific axioms for lambda-calculus



types A ::= S | Unit | A×B | A→ B

terms t ::= f | x | skip | λx. t | t(t) | 〈t, t〉 | πi(t)
aspects α ::= a | X | asp. t 7→ t′ | α ∗ α | α ◦ α | 〈α, α〉 | λX. α

Figure 1: The grammar of λ2-calculus

Variable

Γ, x : A ` x : A

Abstraction
Γ, x : A ` t : B

Γ ` λx. t : A→ B

Application
Γ ` t : A→ B Γ ` u : A

Γ ` t(u) : B

Bottom

Γ ` skip : Unit

Pairing
Γ ` t : A Γ ` t′ : B

Γ ` 〈t, t′〉 : A×B

Projection

Γ ` πA1,A2
i : A1 ×A2 → Ai

2-Variable

∆, X : (x⇒ x) :: A ` X : (x⇒ x) :: A

Aspect
` t : A ` t′ : A

∆ ` asp. t 7→ t′ : (t⇒ t′) :: A

2-Pairing
∆ ` α : (t⇒ t′) :: A ∆ ` β : (u⇒ u′) :: B

∆ ` 〈α, β〉 : (〈t, u〉 ⇒ 〈t′, u′〉) :: A×B

2-Abstraction
∆, X : (x⇒ x) :: A ` α : (t⇒ t′) :: B

∆ ` λX. α : (λx. t⇒ λx. t′) :: A→ B

2-Application
∆ ` β : (t⇒ t′) :: A→ B ∆ ` α : (u⇒ u′) :: A

∆ ` β ◦ α : (t(u)⇒ t′(u′)) :: B

Vertical-composition
∆ ` α : (t1 ⇒ t2) :: A ∆ ` β : (t2 ⇒ t3) :: A

∆ ` α ∗ β : (t1 ⇒ t3) :: A

Figure 2: Typing rules of the λ2-calculus

(a) [α-conversion]

λX. α[X]
.
= λY. α[Y ]

(b) [β-rule]

(λX. α) ◦ β .
= α[β/X]

(c) [η-rule]

α
.
= λX. (α ◦X)

The notation α[β/X] denotes the aspect α where every
occurrence of X has been replaced by β and α denotes
the canonical form of α (see Section 3.4)

3. Specific axioms on the vertical composition of aspects

(a) [Identity for vertical composition]

X ∗X .
= X

(asp. f 7→ f) ∗ α .
= α f constant

α ∗ (asp. f 7→ f)
.
= α f constant

(b) [Associativity for vertical composition]

(α ∗ β) ∗ γ .
= α ∗ (β ∗ γ)

(c) [Distributivity over other operations]

(β ◦ α) ∗ (β′ ◦ α′) .
= (β ∗ β′) ◦ (α ∗ α′)

(λX. α) ∗ (λX. β)
.
= λX. α ∗ β

〈α, β〉 ∗ 〈α′, β′〉 .
= 〈α ∗ α′, β ∗ β′〉

Note that β-reduction is less usual as it involves the com-
putation of a canonical form α before the application of the
substitution. The canonical form is here to make sure that
2-dimensional variables are fused (using the identity rule).
Indeed, the vertical composite

(λX. α ◦X) ∗ (λX. β ◦X)

must be equal to the abstraction

λX. (α ∗ β) ◦X.
(see the next section for more details).

The rules above constitute an extension of the rules for the
traditional λ-calculus plus a management of 2-dimensional
constructions. Note that specific axioms for horizontal com-
position (eg. associativity or identity) are not required as
they can be deduced from the definition of substitution.
There may be additional equations in the definition of the
language.

3.4 Substitution and canonical form
As explained above, the definition of β-reduction requires

to fuse the 2-dimensional variables. Indeed, because of verti-
cal composition, the syntactical substitution of a 2-variable
by an aspect does not preserve equality and is even not well
defined on an arbitrary aspect. For example, consider the
two equal aspects

λX. X ∗X .
= λX. X

While the later aspect is just the identity, the substitution
is not well-defined in general for the former aspect—it only
makes sense when substituting by an aspect of the form
α : (t ⇒ t) :: A. This indicates that before the application
of the substitution, we need to compute the canonical form
of the aspect.

Given an aspect α, the aspect α is defined as the normal
form of the rewriting system obtained by orienting equations
in (3.a) and (3.c) from left to right. Intuitively, this rewrit-
ing system puts the vertical composition inside the aspect
syntax tree and eliminates redundant 2-variables X ∗X.

This rewriting system is confluent (there is no critical pair)
and it is not difficult to show that it is terminating using a



decreasing cost function on aspects κ(α) that emphasizes
vertical compositions

• κ(asp. t 7→ t′) = κ(X) = 1

• κ(α ∗ β) = 2κ(α)+κ(β)

• κ(β ◦ α) = κ(〈α, β〉) = κ(〈α, β〉) = κ(α) + κ(β)

• κ(λX. α) = κ(α) + 1

As an illustration, let us compute the canonical form of the
previous example

(λX. α ◦X) ∗ (λX. β ◦X)
.
= λX. (α ◦X) ∗ (β ◦X)
.
= λX. (α ∗ β) ◦ (X ∗X)
.
= λX. (α ∗ β) ◦X

Then main interest of such a canonical form is that each
2-variable does not appear in a vertical composite.

Proposition 2. In a well-typed aspect

α : (t⇒ t′) :: A

with one free 2-variable X, every sub-aspect of the form

α1 ∗ α2

does not contains X.

Proof. When α1 ∗ α2 is in canonical form, this means
that the syntactical trees of α1 and α2 do no start with the
same constructor. But we know that α1 and α2 agree on
the term they have in common. As the λ2-calculus does not
support a conversion rule, this means that both aspects are
closed and so do not contain X.

We can deduce from the previous proposition that substitu-
tion is well-defined on aspects in canonical form.

3.5 About strong normalization
The question of whether the λ2-calculus calculus is strongly

normalising amounts to define a strongly normalizing rewrit-
ing system by orienting each equality relation in a proper
way.

As it is the case for the λ-calculus with equalities, there
is no reason for a given λ2-calculus to be strongly normal-
izing. This is because we have no guarantee that the added
equations on extra constant terms or aspects can be turned
into a strongly normalizing system.

But we can consider the question for the pure λ2-calculus—
that is the λ2-calculus without additional constant terms,
aspects or equalities. Let us orientate all equalities (except
for α-conversion and η- expansion) of Section 3.3 from left
to right. Note that the resulting rewriting system (that we
note ;) only satisfies a weak form of subject reduction :

Proposition 3. If ∆ ` α : (t ⇒ t′) :: A and α ; β,
then their exists a sequence of reductions β ;∗ β′ such that
∆ ` β′ : (u⇒ u′) :: A and t

.
= u, t′

.
= u′.

This weak version of subject reduction has two origins : (1)
a local reduction can momentarily break the typing of verti-
cal composition until a similar reduction is performed in the
other branch of the composition; (2) the computation at the
level of aspects (given by substitution) induces a computa-
tion at the level of terms and thus preserves the 2-types of
aspects only up to equality between terms.

Church-Rosser Property. The rewriting system without
β-reduction is left-linear and confluent. The only critical
pairs are given by harmless conflicts between associativity
and other rules for vertical composition. Using Müller’s The-
orem [15], we can deduce that the rewriting system plus
β-reduction is also confluent.

Strong normalization via reducibility candidate. The
technique of reducibility candidates as developed in [3] can
adapted to the λ2-calculus calculus. The notion of neutrality
is extended accordingly: an aspect is called neutral if it is
not of the form 〈α, β〉, λX. α or asp. t 7→ t′.

Proposition 4. Equality in the pure λ2-calculus is de-
cidable.

4. CARTESIAN CLOSED 2-CATEGORIES
AND THE λ2-CALCULUS

The definition above leaves a lot of freedom. There are
many λ2-calculus. As it is the case for the traditional λ-
calculus, one can think of the λ2-calculus as the λ2-calculus
freely generated by a given set S of sort names, with no
additional type, term, aspect or equation. But there are
many more λ2-calculi, as many as 2-categories.

4.1 Internal language of a Cartesian closed 2-
category

Given a cartesian closed 2-category C, we define the λ2-
calculus L(C) as follows:

1. types are objects of C, Unit is the terminal object,
A×B the cartesian product and A→ B the exponen-
tiation in C,

2. terms with free variables

x1 : A1, . . . , xn : An

are morphisms of polynomial 2-cells in the cartesian
closed 2-category C[X1, . . . , Xn], where

Xi : (xi ⇒ x′i) :: 1→ Ai

is a 2-dimensional indeterminate,

3. aspects with free variables

X1 : (x1 ⇒ x′1) :: A1, . . . , X1 : (xn ⇒ x′n) :: An

are polynomial 2-cells in C[X1, . . . , Xn], where

Xi : (xi ⇒ x′i) :: 1→ Ai

is a 2-dimensional indeterminate.

Lambda abstraction is given by functional completeness of
Corollary 1. We define α

.
= β to hold if it holds as polyno-

mial 2-cells.
It is not difficult to check that L(C) satisfies that equa-

tional theory of the λ2-calculus.

4.2 Interpreting the λ2-calculus in a Cartesian
closed 2-category

Given a typed λ2-calculus L, we define the cartesian closed
2-category C(L) as follows:

1. objects of C(L) are the types of L,



2. morphisms from A to B of C(L) are pairs

(x, t(x))

where t(x) : B contains no other free variable than
x : A. Two morphisms (x, t(x)) and (y, t′(y)) are equal
when λx. t(x)

.
= λy. t′(y) in L,

3. 2-cells from (x, t(x)) to (x′, t′(x′)) are aspects

(X,α(X))

where

α(X) : (t(x)⇒ t′(x′)) :: B.

contains no other free variable than X : (x⇒ x′) :: A.
Two 2-cells (X,α(X)) and (X,β(X)) are equal when

α(X)
.
= β(X)

in L.

We can define the interpretation of identities, composi-
tion, abstraction and pairing in the expected way.

Identity 2-cells. We define identity 2-cells by

1(x,t(x)) = (X, I(t(x)))

where the 2-cell I(t) is constructed by induction on t :

• I(f) = asp. f 7→ f for any constant term f

• I(y) = Y : (y ⇒ y) :: A

• I(λy. u) = λY. I(u)

• I(u′(u)) = I(u′) ◦ I(u)

• I(〈u, u′〉) = 〈I(u), I(u′)〉

Compositions. The vertical composition is simply given
by the vertical composition of aspects

(X,α(X)) ∗ (Y, β(Y )) = (X,α(X) ∗ β(X))

Horizontal composition is obtained by first computing the
canonical form and then substituting

(Y, β(Y )) ◦ (X,α(X)) = (X,β(α(X)))

Pairing.
〈(X,α(X)), (X,β(X))〉 = (X, 〈α(X), β(X)〉)

Abstraction. The functor ΛA,B,C is given by

ΛA,B,C(Z,α(Z)) = (X,λY. α(〈X,Y 〉))

Evaluation.. The morphism evalA,B from A× (A→ B) to
B is given by

evalA,B = (X,π2(X) ◦ π1(X))

We let the reader check that for any λ2-calculus L, C(L) is a
cartesian closed 2-category. We can now state the property
that makes the λ2-calculus an internal language for cartesian
closed 2-categories.

Proposition 5. For any cartesian closed 2-category C
and any λ2-calculus L,

C(L(C)) ∼= C and L(C(L)) ∼= L.

The first isomorphism presupposes the notion of morphisms
between cartesian closed 2-categories, which is given by carte-
sian closed 2-functors. The second isomorphism presupposes
the notion of morphisms between λ2-calculi. This can be de-
fined as for traditional λ-calculus with the notion of trans-
lations, ie. maps Φ that transport types to types, terms
to terms (including mapping the ith variable of type A to
the ith variable of type Φ(A)), aspects to aspects (including
mapping the ith variable of type (x ⇒ x′) :: A to the ith
variable of type (Φ(x) ⇒ Φ(x′)) :: Φ(A)) and preserve all
the type-, term- or aspect-forming operations and equations
on the nose.

Note that it is possible to extend this isomorphism at
a 2-categorical level by defining a notion corresponding to
natural transformations between translations.

4.3 Weaving in the λ2-calculus
Using the correspondence between the λ2-calculus and

cartesian closed 2-categories, we can now define a weaving
algorithm in terms of categorical rewriting.

As sketched in the introduction, given a term t(x) : B of
a λ2-calculus L where x is of type A, we will consider all
the possible interactions of the (constant) aspects defined in
L with t(x) by considering the category C(L)(A,B). This
category contains all aspects that transform terms of type
A → B and so the execution of an aspect corresponds to
the application of a morphism in that category. Thus, the
result of the weaving algorithm is given by the normal form
of the image of t(x) in that category.

More precisely, the set of woven terms is defined as

Woven(t(x)) = {(t′(x), α) | (x, t(x))
α−→ (x, t′(x))

is a maximal reduction in the category C(L)(A,B)}

Of course, such a normal form has no reason to be unique
or even to exist. The purpose of specific AOP languages is
often to provide more advanced definitions of aspects that
guarantee the uniqueness and sometimes the existence of
such a normal form so that the set Woven(t(x)) is a singleton
for every term t(x).

Uniqueness of the normal form. Observe that all the
work on aspect composition can be understood as a way to
combine aspects while conserving uniqueness of the defini-
tion of the woven program. For example, when multiple
pieces of advices can be applied at the same join point in
AspectJ, precedence orders are (arbitrarily) defined, based
on the order in which definitions of pieces of advice syntac-
tically appear in the code. More algebraic approaches have
been proposed (see eg. [12]).

Existence of a normal form. The absence of a normal
form is often understood as a circularity in the application
of aspects. This problem is difficult to overcome and can
arise even in simple programs. For instance, the work of
Eric Tanter on execution levels is precisely a way to intro-
duce a hierarchy in the application of aspects and thus to
avoid basic circular definition [19]. Other lines of work have
proposed to restricted the power of pieces of advice (for ex-
ample using a typing system [1]) in order to guarantee that
the execution of the program is not critically perturbed.

5. MinAML



types A ::= S | Unit | A×B | A→ B

terms t ::= x | f | skip | λx. t | t(t) | 〈t, t〉 | πi(t) | proceed(t)

aspects α ::= [ ] | [around f(x) = t] � α

declarations ds ::= [ ] | [let f = t] � ds

programs p ::= ds � α � t

Figure 3: The grammar of the MinAML

This section gives the semantics of a concrete AOP lan-
guage called MinAML by a translation to the λ2-calculus.
More precisely, given a program p, we will construct a λ2-
calculus λp, whose underlying 2-category defines a rewriting
system from which we can deduce the definition of a weaving
algorithm.

MinAML is a version (without conditionals and before

and after advice) of the language introduced in [20] to give
a first AOP language with a formal semantics. The absence
of before and after advice is unimportant as they can both
be encoded with an around advice. But the main difference
between the original MinAML is that we do not address here
the question of scoping of aspects. Indeed, unlike AspectJ
which allows programmers to refer to any method that ap-
pears anywhere in their program, even private methods of
classes, the functions referred to by pieces of advice in the
work of David Walker and colleagues must be in scope. This
scoping mechanism is orthogonal to the question addressed
in this paper and would introduce unnecessary complica-
tions in definition of the associated λ2-calculus and of the
weaving mechanism. Indeed, the definition of the underly-
ing 2-category associated to a program in MinAML, as well
as the corresponding rewriting system, would have to evolve
with the change of scope. We have thus decided to omit this
mechanism in the definition of the language and work with
a global scope.

5.1 Syntax
MinAML is an extension of the λ-calculus with products

in two steps. The first extension is usual: we introduce
declaration names that can be used to define names for terms
of the language with the let constructor

let f = t.

We suppose given a set of declaration names, noted f, g, . . .
The second extension is the introduction of aspects with

the constructor

around f(x) = t

which indicates that at execution, the application of the
function f with argument x is replaced by the term t. Using
the terminology introduced at the beginning of the article,
the term f(x) defines the pointcut of the aspect and the term
t defines its advice.

When declaring pieces of advice, the programmer can
choose either to replace f entirely or to perform some com-
putations interleaved with one (or more) execution of f
(possibly with new arguments) using the keyword proceed.
Let us slightly rewrite the history and say that the key-
word proceed has been introduced to tackle the case where
a pointcut can intercept more than one function. In that
situation, the programmer may want to run the intercepted
function without knowing its name, which can be using the

keyword proceed. This is not possible in MinAML but we
have kept this keyword as it also emphasizes that the func-

tion ef executed by the piece of advice through proceed is
not strictly identical to the intercepted function f . More

precisely, the function ef behaves as f but can no longer be
intercepted by the aspect. This avoids trivial circular defi-
nitions in the application of aspects.

In the same way when multiple aspects intercept the same
function f , one must define on order in the weaving mech-
anism. For simplicity, we have decided to choose the order
of declaration in the program.

The grammar of MinAML is fully described in Figure 3.
A program p is constituted of a list of declarations ds, a list
of aspects α and a term t. The fact that there is only a
global scope for aspects in our calculus is enforced by the
stratified structure of a program. The term [ ] stands for
the empty list, [h] stands for the singleton list with element
h and l � l′ denotes the concatenation of lists.

5.2 Extension to effectful aspects
So far, an aspect of MinAML is always pure. As sketched

in the introduction, in order to exploit the full power of the
λ2-calculus, we need to add effectful aspects. We choose
here to simply add two constants in the language: a logging
function

log : Nat→ Nat

whose purpose is to be intercepted by the logging aspect

Log asp : (log ⇒ λx. x) :: Nat→ Nat.

that transforms log(n) into n and prints n to the screen.

5.3 A simple example
Let us now express in this language the example devel-

oped in the introduction—of an aspect that ensures that
all calls to the sqrt function are performed on non-negative
values. To make the example richer, we also define an as-
pect that applies the function log (before the function abs)
to the argument of sqrt so that the argument will then be
printed out by the aspect Log asp. The following program of
MinAML (where we use some usual primitives on integers)
defines such aspects and run sqrt on the negative value −4.

P = [let sqrt = λx.
√
x, let abs = λx. |x|] �

[around sqrt(x) = proceed(log(x)),
Log asp,
around sqrt(x) = proceed(abs(x))] �

[sqrt(−4)]

5.4 Typing
The typing rules for λ-terms presented in Figure 4 are

standard. Programs are typed in the presence of a context
Γ; ∆. Γ stipulates the type of variables and ∆ stipulates



Variable

Γ, x : A; ∆ ` x : A

Name

Γ; ∆, f : A ` f : A

Bottom

Γ; ∆ ` skip : Unit

Abstraction
Γ, x : A; ∆ ` t : B

Γ; ∆ ` λx.t : A→ B

Application
Γ; ∆ ` t : A→ B Γ; ∆ ` u : A

Γ; ∆ ` t(u) : B

Pairing
Γ; ∆ ` t : A Γ; ∆ ` t′ : B

Γ; ∆ ` 〈t, t′〉 : A×B
Binding
; ∆ ` t : A ; ∆, f : A ` p : B

; ∆ ` let f = t; p : B

Around
x : A; ∆, f : A⇒ A′ ` t[f/proceed] : A′ ; ∆, f : A→ A′ ` p : B

; ∆, f : A→ A′ ` around f(x) = t; p : B

Figure 4: Typing rules of MinAML

the type of declaration names. This dichotomy enables to
force free variables appearing in the definition of a piece of
advice to be associated with declaration names only. Note
that this fact was also enforced by the stratified nature of
a program, which is a set of declaration names ds, then a
set of aspects α and finally a term t. Thus, when trying
to type a name’s declaration or an aspect, the context Γ
is necessary empty. Nevertheless, we have chosen to make
this also explicit in the typing so that introducing a more
general scoping mechanism would not require any change in
the typing rules.

Rule Binding for the let binder requires that the open
variables appearing in t are related to declaration names.

In Rule Around, one assume that a declaration name f
of type A → A′ is already defined in ∆ and check that t
(where every occurrence of proceed is replaced by f) has
type A′ assuming that the argument x of f(x) has type A
and is the only variable in the environment Γ. In that case,
the program around f(x) = t; p is given the same type as
the program p.

It is important that declaration names can only be bound
to terms defined on declaration names. In this way, an as-
pect in MinAML is not be able to intercept a term with free
variables in the same way as an aspect in λ2-calculus cannot
be defined between open terms.

5.5 A translation into the pure λ2-calculus
We now present the translation of a typed program

p = ds � α � t

into the λ2-calculus. More precisely, we will define a λ2-
calculus Lp based on declarations present in ds and aspects
present in α. The construction of Lp goes in two steps:

(1) we produce a list of aspects JαK and a mapping γ
from declaration names in ds to integers. As a declaration
name f can be intercepted by more than one aspect, we
introduce a fresh declaration name fi each time we translate
an aspect whose pointcut relies on f . This transformation
can be written with an Ocaml-like function using the fold_l
function.

let trans_asp(a,b) = match (a,b) with

| ((γ,A),(around f(x) = t)) -> (γ[f 7→ γ(f) + 1],
A++[asp. fγ(f) 7→ λx. t[fγ(f)+1/proceed]])

in (γ,JαK) = fold_l(trans_asp,(let γ x = 1,[]),α)

where γ[f 7→ γ(f) + 1] stands for the map γ whose value on
f has been incremented by 1. That is, the ith aspect that
intercept f , let say

around f(x) = t

will thus be translated into the aspect

asp. fi 7→ λx. t[fi+1/proceed]

that intercept fi and proceeds with fi+1. In this way, we
construct a sequence of declaration names

f1(= f), f2, . . . , fγ(f)

that drives the list of aspects that can intercept the appli-
cation of the function f .

(2) we define a list of aspects JdsK by translating each
declaration

let f = t

into the aspect

asp. fγ(f) 7→ t.

This transformation can be written with an Ocaml-like func-
tion using the map function.

let trans_eq(d) = match d with

| let f = t -> [asp. fγ(f) 7→ t]
in JdsK = map trans_eq ds

The λ2-calculus Lp is generated by the constant terms

{fi | f ∈ ds and 1 ≤ i ≤ γ(f)}

—that represent all declaration names introduced in the
translation of aspects—and by the list of aspects JαK and
JdsK. Let us present the effect of the translation on the
program P above. The λ2-calculus LP is generated by the
constant terms

sqrt1, sqrt2, sqrt3, abs1

and by the four aspects

a1 : asp. sqrt1 7→ λx. sqrt2(log(x))
a2 : asp. sqrt2 7→ λx. sqrt3(abs1(x))
a3 : asp. sqrt3 7→ λx.

√
x

a4 : asp. abs1 7→ λx. |x|

5.6 Weaving in MinAML
Once the λ2-calculus Lp has been generated, the weaving

algorithm is defined as in Section 4.3. Namely, we com-
puted the normal form (if it exists) in the corresponding
category—observe that, as usual, the ordering of pieces of
advice guarantees that there is at most one normal form.

This gives us the interleaved program that we can then ex-
ecute using the strong normalization of the pure λ2-calculus.



5.7 Weaving on a simple example
Let us now explained the behavior of the weaving algo-

rithm on the simple example P. The computation can be de-
scribed by the following sequence of reduction (where some
extra β-reduction has been performed to make the reading
easier):

sqrt1(−4)
a1◦I(−4)−−−−−−→ sqrt2(log(−4))
I(sqrt2)◦Log asp◦I(−4)−−−−−−−−−−−−−−−→ sqrt2((λx. x)(−4))

= sqrt2(−4)
a2◦I(−4)−−−−−−→ sqrt3(abs1(−4))
a3◦I(abs1(−4))−−−−−−−−−−→

p
abs1(−4)

I(
√
−)◦a4◦I(−4)−−−−−−−−−−→

p
| − 4| = 2

Observe the particular kind of parametricity describes in
the introduction. Indeed, a single definition of the aspect
Log asp generates all the possible combinations of that as-
pect with 2-dimensional primitives of the language, and in
particular the aspect

I(sqrt2) ◦ Log asp ◦ I(−4)

used in the computation of the weaving on sqrt1(−4).

6. EXTENSIONS TO MORE COMPLEX AS-
PECTS

6.1 Adding conditional pointcuts
Conditionals are given in category theory by finite coprod-

ucts

A⊕B.

A way to add conditionals in MinAML, and thus to be able
to define conditional pointcuts, is thus to work in a carte-
sian closed 2-category equipped with finite coproducts. An
aspect, whose pointcut is conditional on the values of the ar-
guments of the intercepted function, will thus be described
by a 2-cell

A1 ⊕A2

g1⊕g2

99

f1⊕f2

%%�� ��
�� α1⊕α2 B1 ⊕B2 .

In that situation, the weaving mechanism will just be defined
in the same way, and the choice will be resolved when we
interpret morphisms that come from terms that reduce to
values in the original language. In that case, there is no
ambiguity in the branch that is taken during the execution.
This static weaving can be seen as a partial evaluation that
will be dynamically completed.

So the weaving of aspects is still static but contains a lot
of choices. For example, the term

A1 ⊕A2

f1⊕f2 // B1 ⊕B2

in the example above will be woven into

A1 ⊕A2

g1⊕g2 // B1 ⊕B2

whereas the same term precomposed with the first injection
(that resolves the choice between f1 and f2)

A1

inj1 // A1 ⊕A2

f1⊕f2 // B1 ⊕B2

will directly be woven into

A1

g1 // B1 .

More generally, this is the way we understand dynamic weav-
ing of aspects in the language of 2-categories: a static weav-
ing that contains all the possibilities which are dynamically
resolved at computation.

6.2 Extensions using enriched Lawvere theo-
ries

We conclude this article by sketching how to extend Mi-
nAML with references, exceptions or other notions of com-
putation. The idea is to reuse the categorical interpretation
of those notions in a 2-categorical setting in order to stick
to our previous construction.

References or exceptions (among many other notions) are
traditionally interpreted using the Kleisli construction over
the suitable strong monad, called in that case a computa-
tional monad [14]. For example, the state monad T for ref-
erences is defined on objects by

TA = S → (S ×A).

The type S represents the memory in which references are
registered. Then a term of type A→ B in a λ-calculus with
references is interpreted as a morphism of type A → B in
the Kleisli category, that is a morphism of type

A→ TB ∼= (S ×A)→ (S ×B).

Such a morphism explicitly manages the memory state as-
sociated to references. The key to extend MinAML with
references is to define a 2-monad that extends the definition
of the state monad on 2-categories. Then we can use the
2-dimensional version of the Kleisli construction to define
the categorical interpretation of MinAML with references.
We can do the same thing for exceptions and the associated
exception monad.

Using the correspondence between strong monads and Law-
vere theories, and the work of Martin Hyland, Gordon Plotkin
and John Power on enriched Lawvere theories [16, 5], this
indicates that we have to work with Cat-enriched Lawvere
theories. Note that their motivation to extend the work of
Eugenio Moggi to an enriched setting is the remark that
in denotational semantics, the base category is not Set but
rather the category ω-Cpo of ω-cpos and continuous func-
tions. It appears that in our work on AOP, the base category
is not Set but rather Cat.

This approach provides an algebraic way to formalize pow-
erful AOP languages. We believe that Cat-enriched Law-
vere theories are required for a clean definition of the com-
plex mechanisms that show up in AOP.

7. CONCLUSION
The idea of the paper is to approach AOP (and more

generally type-preserving program transformation) from a
category-theoretic prospective, in order to complement the
software engineering approach. We believe that this ap-
proach could have substantial benefit at the level of con-
ceptual understanding of what AOP actually is.

More precisely, we identify (cartesian closed) 2-categories
as a suitable setting in which programs can be seen as 1-cells



and aspects (or more generally program transformations)
can be seen as 2-cells. To make this analogy precise, we
develop a language for 2-categories called the λ2-calculus,
as a 2-dimensional extension of the traditional λ-calculus,
and show that it is an internal language for cartesian closed
2-categories. We also show that the pure λ2-calculus is
strongly normalizing.

We then demonstrate the applicability of our construc-
tion by translating a more realistic functional AOP language
called MinAML into the λ2-calculus. This translation en-
ables to interpret a program of MinAML in a cartesian closed
2-category and to define the weaving algorithm as the com-
putation of normal form in a rewriting system based on that
2-category. The well-foundedness of the weaving algorithm
is thus given by the existence of a normal form in the corre-
sponding rewriting system. We briefly sketch how to extend
our categorical setting to interpret conditional pointcuts us-
ing finite coproducts.

At the end of the article, we discuss an algebraic way to
extend the λ2-calculus with various notions of computation
using enriched Lawvere theory. This nice formulation of al-
gebraic theories in an enriched setting enables to transpose
the notion of computational monads of Eugenio Moggi at the
level of 2-categories. We believe that this model-theoretic
account of computation is necessary to understand the com-
plex interaction between AOP mechanisms and traditional
notions of computation.
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