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Abstract: A coloring c of a graphG = (V,E) is ab-coloringif in every color class there is a vertex colored
whose neighborhood intersects every other color classke.b-thromatic numbeof G, denotedxy(G), is the
greatest integek such thatG admits ab-coloring withk colors. A graphG is tight if it has exactlym(G) vertices

of degrean(G) — 1, wherem(G) is the largest integen such thats has at leasin vertices of degree at least— 1.
Determining théb-chromatic number of a tight grapgh is NP-hard even for a connected bipartite gragh [9]. In
this paper we show that it is also NP-hard for a tight chordapg. We also show that tHechromatic number
of a split graph can be computed is polynomial. Then we defisé-tlosure and the partid-closure of a tight
graph, and use these concepts to give a characterizatioghtfgraphs whosé&-chromatic number is equal to
m(G). This characterization is used to develop polynomial tinge@thms for deciding whetheg,(G) = m(G),

for tight graphs that are complement of bipartite graptissparse and block graphs. We generalize the concept
of pivoted tree introduced by Irving and Manlove [6] and shiswrelation with theb-chromatic number of tight
graphs. Finally, we give an alternative formulation of thel&s-Faber-Lovasz conjecture in termsbedolorings

of tight graphs.
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b-coloration des graphesttriqués

Résune : Unek-colorationc d'un grapheG est uneb-colorationsi dans toute classe de couleur, il y a un sommet
dont le voisinage intersecte toutes les autres classesuleucs. Thenombre b-chromatiqud’un graphe est le
plus grand entiek tel queG admette und-coloration aved couleurs. Un graphe eétriqué s'il a exactement
m(G) sommet de degma(G) — 1, avean(G) le plus grand entiem tel queG ait au moinsn sommets de degré au
moinsm— 1. Calculer le nombrb-chromatique d’un graphe étriqué est NP-dur méme pauglaphes connexes
bipartis [9]. Dans ce rapport, nous montrons que c'estedgaht NP-difficile pour les graphes étriqués cordaux.
Nous montrons également que le nombrehromatique d’un graphe split peut &tre calculé en tepghgnomial.
Ensuite nous définissonsliecldture et lab-cldture partielle d’un graphe étriqué. Nous utilis@mes deux concepts
pour concevoir des algorithmes en temps polynomial pocidee six,(G) = m(G) pour les graphes étriqués qui
sont bipartisPs-sparse ou des block-graphes. Nous généralisons égaléerconcept d'arbre pivoté de Irving and
Manlove [6] et montrons sa relation avec le nomiiehromatique des graphes étriqués. Enfin, nous donnans un
formulation alternative de la conjecture d’Erdds-Fabevasz en termes decoloration des graphes étriqués.

Mots-clés : coloration de graphd-coloration, extension de précoloration, graphes é&
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1 Introduction

A k-coloring of a graphG = (V,E) is a functionc: V — {1, 2, ..., K, such thaic(u) # c(v) for all uve E(G).
Thecolor class ¢is the subset of vertices @ that are assigned to colarThechromatic numbeof G, denoted
X(G), is the least integek such thatG admits ak-coloring. Given &-coloringc, a vertexv is ab-vertexof color

i, if c(v) =1 andv has at least one neighbor in every color clegg #i. A coloring of G is ab-coloringif every
color class has b-vertex. Theb-chromatic numbeof a graphG, denotedy(G), is the largest integdesuch that

G admits ab-coloring withk colors. These concepts were first defined.in [6]. In that pdpgng and Manlove
proved that the problem of determining thehromatic number of a graph is NP-Hard. In fact, it was show@]
that deciding whether a graph admits-aoloring with a given number of colors is an NP-completeyem, even
for connected bipartite graphs. The following upper boumrtlie b-chromatic number of a graph, presented in
[6], has been proved to be very useful@fadmits ab-coloring withm colors, therG must have at leash vertices
with degree at leash— 1 (since each color class has dreertex). Them-degreeof a graphG, denoted byn(G),

is the largest integem such thatG hasm vertices of degree at least— 1. It is easy to see thag,(G) < m(G)

for every graphG. A vertex of G with degree at leash(G) is called adensevertex. The preceding upper bound
leads us to the definition of a class of graphs which are tigtht espect to the number and degree of their dense
vertices:

Definition 1 (tight graph) A graphG is tight if it has exactlym(G) dense vertices, each of which has degree
m(G) — 1.

In this paper, we mainly investigate the following decispoblem:

TIGHT b-CHROMATIC PROBLEM
Instance: A tight grapl®.
Question: Doegp(G) equalsn(G)?

A direct consequence of the NP-completeness result shoj@ s the following:
Theorem 2. TheTIGHT b-CHROMATIC PROBLEM is NP-complete for connected bipartite graphs.

For any positivek, B denotes a path witk vertices. A graplG is Py-sparseif every set of five vertices
of G induces at most one,. Bonomo et al.[[2] proved that tHechromatic number oP;-sparse graphs can be
determined in polynomial time. They asked if this resultlddae extended tdistance-hereditary graphthat are
graphs in which every induced path is a shortest path. We emisvihe negative to this question by showing the
following stronger result (Theoremh 3Jhe TIGHT b-CHROMATIC PROBLEM is NP-complete for chordal distance-
hereditary graphsWe recall that a graph ishordalif it does not contain any induced cycle of size greater than
3.

The proof of our NP-completeness result is a reduction freeD8 E-COLORABILITY. We reduce an instance
of this problem to a graph which is slightly more thaspdit graph i.e. a graph whose vertex set may be partitioned
into a cligue and an independent set. Hence a natural goestitm ask about the complexity of finding the
b-chromatic number of a given split graph. We show in Thedritredit can be solved in polynomial time.

In Sectior B, we introduce theclosureG* of a graphG. We show that for a tight grapB, x,(G) = m(G)
if and only if x(G*) = m(G). Hence if one can determine the chromatic number of the mdoisupolynomial
time, one can also solve the@HT b-CHROMATIC PROBLEM in polynomial time. We show that it is the case for
(tight) complement of bipartite graphs. Indeed, we prow the closures of such graphs are also complements of
bipartite graphs and the chromatic number of the complenfenbipartite graph can be determined in polynomial
time. This was unknown since the characterization of compl&s of bipartite graphs witk,(G) = k given by
[7] does not lead to a polynomial algorithm for determinihgit b-chromatic number.
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4 Freceric Havell , Claudia Linhares Sal@, Leonardo SampaB

Moreover, we introduce the definition of pivoted tight gragptd use this definition to give a sufficient condi-
tion for a tight graph to satisfy,(G) < m(G).

The method of computing the-closure of a graph and then the chromatic number of it doésyietd
polynomial-time algorithms to solve tha@HT b-CHROMATIC PROBLEM for all classes of tight graphs. However,
for some of them, we show in Sectibh 4, that theAT b-CHROMATIC PROBLEM may be solved in polynomial
time using a slight modification of the closure, tbartial closure It is the case for block graphs aRg-sparse
graphs. It is already known that decidingkf(G) = m(G) is polynomial time solvable foPs-sparse graphs[[2].
However, our linear-time algorithm for tigify-sparse graphs is faster than tgV|2) algorithm of [2]. It is also
interesting to see how our general method can be used tothase problems.

Finally, we give an alternative formulation of the Erddebler-Lovasz conjecturgl[1] in terms lafcolorings
of tight graphs.

2 Chordal graphs

Theorem 3. TheTIGHT b-CHROMATIC PROBLEM is NP-complete for chordal distance-hereditary graphs.

Proof. The problem belongs to NP sincebacoloring with m(G) colors is a certificate. To show that it is also
NP-complete, we present a reduction fronEBsE-COLORABILITY of 3-regular graphs, which is known to be
NP-completel[4]. LeG be a 3-regular graph with vertices. SeV¥ (G) = {v1,Vz,...,Vn} andE(G) = {ey,...,em}.
Let | be the vertex-edge incidence graph@fthat is the bipartite graph with vertex 3éfl) =V (G)UE(G) in
which an edge 06 is adjacent to its two end-vertices. We construct fiomanew graptH as follows. First, we
add an edge between every pair of vertice¥ i) and then, we add three disjoint copieskaf,,>. One can
easily see thady (v) =n—1+3=n+2, forve V(G), and thady (u) = 2, foru € E(G). Moreover, each copy of
Kint+2 has exactly one vertex with degree equahtp2. Consequentlyn(H) = n+ 3 andH is tight. InH, V(G)

is a clique andE(G) is an independent set, 8HAUBJ is a split graph, and so it is chordal. As the disjoint copies
of Ky nt2 are themselves chordal graphs, we get that the entire ¢tdplthordal. One can easily check this
also distance-hereditary. We now prove tBadmits a 3-edge-coloring if and onlyy(H) = m(H) =n+3.

Let c be a 3-edge-coloring d(G) that uses color$1,2 3}. We shall construct &-coloringc’ of H with
n+ 2 colors. Letc'(u) = c(u), for u € E(G), andc/(vi) =i+ 3, for 1< i < n. Note that in this partial coloring,
the vertices iV (G) areb-vertices of their respective colors. To obtain the renrajfi-vertices, one just have to
appropriately color the copies Kf n, 2, which can be easily done. Thanjs ab-coloring ofH with m(H) =n+3
colors.

Now, letc’ be ab-coloring ofH that uses1+ 3 colors. Sinc&/(G) is a clique, we may assume thétvi) =
i+ 3, for 1<i < n. Since there are only+ 3 vertices of degree+ 2 in H, each vertex iV (G) is anb-vertex.
But then, since every vertex WW(G) has degree exactly+ 2 in H, all its neighbors must have distinct colors. As
a consequence, since no verteXifG) is colored with one of the colors ifil, 2,3}, for every vertex iV (G), its
3 neighbours irE(G) are colored with distinct colors ifil, 2, 3}. This implies thaG admits a 3-edge-coloring of
G, and completes the proof. O

The three copies df1 n42 play an important role in this reduction, since one can shmvdllowing

Theorem 4. If G is a split graph thery,(G) = m(G). Hence, the b-chromatic number of a split graph can be
determined in polynomial time.

Proof. Let G be a split graph anK,S) a partition ofV(G) with K a cligue andS an independent set such that
|K| is maximum. Every vertex il has degree at leagf| — 1 and every vertegin Shas degree at mogt| —1
otherwise(K U {s}, S\ {s}) would contradict the maximality dK|. Hencem(G) = |K].

Coloring the vertices ifK with |K| distinct colors and then extend it greedily to the vertice$§This is
possible since every vertex8has degree smaller théif|.) gives ab-colouring ofG with m(G) = |K| colours. O

INRIA



b-coloring of tight graphs 5

3 b-closure

Definition 5 (b-closure) Let G be a tight graph. Thb-closureof G, denoted byG*, is the graph with vertex set
V(G*) =V(G) and edge s (G*) = E(G) U {uv| uandv are non-adjacent dense vertizes {uv| u andv are
vertices with a common dense neighbpur

The next theorem proves the relation, for a tight gré@phetween the paramete(s(G) andy (G*):
Lemma 6. Let G be a tight graph. Thex,(G) = m(G) if and only ifx (G*) = m(G).

Proof. Setm= m(G). Suppose that,(G) = m, and letc be ab-coloring of G with m colors. It is easy to see that
them dense vertices form a clique & and sox(G*) > m. Let us show that is a proper coloring foG*. Let
uv ¢ G be such thative E(G*). If both u andv are dense, as there are exactiylense vertices i, they must
have distinct colors i. Now, suppose that or v is not a dense vertex. By the definition @f, u andv have a
common dense neighbor, sdyin G. Since all dense vertices Gf have degreen— 1 andc is ab-coloring,u and
v must have been assigned distinct colors.iflence x(G*) = m.

Conversely, let’ be a proper coloring o&* with m colors. In this case, sindg(G) C E(G*), ¢’ is also a
proper coloring of. It only remains to show that every colordfhas ab-vertex. As the dense vertices@fform
a clique inG*, they have distinct colors id. Moreover, for a dense vertekof G, we have thaNg-(d) is a clique.
As a consequencd,is ab-vertex. Thereforex,(G) = m. O

Sincew(G*) > mimplies thatx(G*) > m, it follows:

Corollary 7. Let G be a tight graph. Ifp(G) = m(G), thenw(G*) = x(G*) = m(G).

3.1 Complement of bipartite graphs

By Lemma[®, it is interesting to consider theclosure of a tight grapks if the chromatic number of its closure
can be determined in polynomial time. Indeed if so, one caidddn polynomial time ifx,(G) = m(G). We now
show that it is the case @& is the complement of bipartite graph.

Lemma 8. The b-closure of the complement of a bipartite graph is a dempnt of a bipartite graph.

Proof. Let G be a tight complement of a bipartite graph. MéG) = X UY whereX andY are two disjoint cliques
in G. AsV(G*) =V(G), and sinc&E(G) C E(G*), the setX andY are cliques irG*. So they also form a partition
of V(G*) into two cliques. O

Computing the chromatic number of the complem@nif a bipartite graplG is equivalent to compute the
maximum size of a matching in this bipartite graph. Henceait be done irO(,/|V(G)| - |E(G|) by the algo-
rithm of Hopcroft and Karp([5] and i©(|V (G)|>376) using an approach based on the fast matrix multiplication
algorithm [11].

Corollary 9. LetG be a tight complement of bipartite graph. It can be dedith Qmax{\/|V (G)|-|E(G)|, |V (G)|?>375})
if Xo(G) = m(G).
3.2 Pivoted graphs

In the study of theb-chromatic number of trees, Irving and Manlové [6] introdddhe notion of ivoted tree
and showed that a trék satisfiesx,(T) < m(T) if and only if it is pivoted. We generalize this notion and sho
how our generalization is related to thechromatic number of tight graphs.

RR n° 7241



6 Freceric Haveld , Claudia Linhares Sal@, Leonardo Sampa@

Definition 10 (Pivoted Graph) Let G be a tight graph. We say thétis pivotedif there is a selN of non-dense
vertices, with|N| = k, and a set of dense verticBswith |D| = m(G) — k+ 1, satisfying:

1. For every paiu,v € N, uis adjacent tw, or there is a dense vertexthat is adjacent to botihandv.

2. Foreverypaiue N, d € D, eitheruis adjacent ta or u andd are both adjacent to a dense ventegnot
necessarily irD).

Theorem 11. Let G be a tight graph. Then G is a pivoted graph if and onby(i6*) > m(G).

Proof. First, assume thag is a pivoted graph. Then Definitiohk 5 dnd 10 immediately intpatN U D is a clique
of sizem+1inG*.

Reciprocally, assume thaf{G*) > m. LetSC V(G*) be a clique of sizen+ 1 in G*. LetN ={v e S| vis not
dense inG} andD ={v e S|vis dense irG}. Letu,ve S If u,v € D, there is nothing to show, since Definition
imposes no restrictions between dense vertic& iff u € N,v € DUN, we have that eitheuv e E(G), or
ud,vd € E(G), for a dense verted € V(G). So, it is easy to see that the sBteindD satisfy the requirements of
Definition[10. O

Lemmd® and TheoreimL1 have the following corollary.
Corollary 12. Let G be a tight graph. If G is a pivoted graph, thes(G) < m(G).

Proof. As G is pivoted, Theorer 11 implies thaf G*) > m(G), and thereforg(G*) > m(G). Then, by Lemma
B, Xo(G) < m(G). O

There are graphs satisfyingG*) > m(G) but notw(G*) > m(G). Figure[1 shows a chordal non-pivoted
graphG with exactlym(G) = 7 dense vertices, each of degree 6, suchxh@ad) < m(G).

In contrast to what happens with pivoted graphs, where aelaf size greater tham is formed in theirb-
closures, the graph of Figuré 1 has clique number 7, bistidd®sure produces an odd hole (by the five non-dense
vertices in the bigger component) which caugés*) > 7.

4 Partial b-closure

Definition 13 (partial b-closure) Let G be a tight graph. Theartial b-closureof G, denotedG;, is the graph
with vertex setv(G*) = V(G) and edge seE(G*) = E(G) U {uv| u andv are vertices with a common dense
neighboug.

Lemma 14. Let G be the partial b-closure of a graph G, and let D be the set (Ghdense vertices of G. Then
Xb(G) = m(G) if and only if G, admits a niG)-coloring where all the vertices in D have distinct colors.

Proof. The proof is similar to the one of Lemrh& 6. In this case, sineelonot add edges between all the pairs of
dense vertices iy, we need the requirement that thgG)-colouring of Gy, is such that all dense vertices have
distinct colours. O

By Lemmd 14, one can decide in polynomial timgif G) = mwherever it can be decided in polynomial time
if the constrained coloring of its partial closu@;, exists. In particular, it is the case if the precoloring esien
problem can be decided in polynomial time f8r We show that this is the case for block graphs Badparse
graphs.

INRIA



b-coloring of tight graphs 7

Figure 1: A non-pivoted chordal graph, satisfyidG) < m(G), and itsh-closureG*, satisfyingx (G*) > w(G*) =
m(G)
(the new edges between the dense vertices are dashed).

RR n° 7241



8 Freceric Havell , Claudia Linhares Sal@, Leonardo SampaB

Figure 2: A block graph.

4.1 Block graphs

A graphG = (V,E) is a block graphf every of its blocks (maximal 2-connected subgraphs) ismglete graph.
For an example, see Figtirke 2.

Lemma 15. The partial b-closure of a block graph is chordal.

Proof. By contradiction, assume that the partie¢losureG;, of a block graphG is not chordal. Then it has an
induced cycleC = (vi,Vz,..., ) of lengthk > 4. For every edge;vi_1 of C (indices must be taken moduk)
eithervivi;1 € E(G) or there is a dense vertex € V(G) such thatiwi,wiviy1 € E(G). In the latter case, the
vertexw; is adjacent to ne; for j ¢ {i,i+ 1} in G, otherwise botlv;v; andv;vi,1 would be edges o@}; andC
would not be induced. Furthermore, this implies that allekistingw;’s are distinct. LeC’ be the cycle obtained
from C by replacing each edgevi1 by viwivi+1 whenevew;vi. 1 ¢ E(G). Observe that' is a cycle ofG.
But, sinceG is a block graph, the vertices of any cycle (in particuzy,form a clique inG and thus also in

Gp. Hence the vertices @ form a clique inGp, a contradiction. O

Marx [10] showed that the precoloring extension problem nvhak theC colours are used at most once is
solvable in timeO(C - |V (G)|3) for a chordal grapks. Hence,

Corollary 16. the TIGHT b-CHROMATIC PROBLEM can be decided in time @(G)|V(G)|®) for tight block
graphs.

Remark 17. A tree is a block graph, so using the partial closure methedtBHT b-CHROMATIC PROBLEM for
tight trees can be solved in tin@m(G)|V (G)|3). However, Irving and Manlové [6] gave a linear time algarith
to compute théb-chromatic number of any tree. Hence thes#T b-CHROMATIC PROBLEM can be solved in
linear time for trees.

4.2 P4-sparse graphs
Lemma 18. The partial b-closure of aPsparse graph is Rsparse.

Proof. Let G be aPs-sparse graph. Suppose, by way of contradiction, @jais notPs-sparse. Then there is at
least one induceB; in GB that is not inG. Let P = (vi,V2,v3,va) be such &; in GB. We will show that there
are 5 vertices that induces tviR's in G, thus getting a contradiction. By symmetry, it is enoughdasider the
following five cases.

INRIA



b-coloring of tight graphs 9

Case 1 vivz € E(G), vov3 € E(G) andvavs ¢ E(G).
Then,v3 andv, are both adjacent to a dense ventex V(G) (by the definition of the partidl-closure).
Note thatviw ¢ E(G) (resp. vow ¢ E(G)) otherwisevivs € E(Gp) (resp. vova € E(Gp)) andP would
not be an inducef, in Gp. Hence{v1,Vz2,v3,wW,v4} induces &s which contains two inducekl.

Case 2 vivo € E(G), vavz ¢ E(G) andvavs € E(G).
In this casey, andvs are both adjacent to a dense ventex V(G) (again, by the definition of thb-
closure). Note thatw, vaw ¢ E(G), for otherwise, this would imply thakvs € E(G}) (v2va € E(Gp)),
by the definition of the partidd-closure. But then{vi, v, w,v3,v4} is an induceds in G.

Case 3 viv2 ¢ E(G), vov3 € E(G) andvavs ¢ E(G).
As vivo ¢ E(G), the verticesv; and v, are both adjacent to a dense vertexe V(G). Moreover,
wivs € E(G) (resp.wiva ¢ E(G)), since for otherwiseivs € E(GT,) (resp.vivy € E(GT,)) andP would
not be an inducedPs in G’E,. By a similar argumentyz andv, are both adjacent to a dense vertex
wy € V(G), which is not adjacent tg; andw,. Note thatws andw; are distinct sincevivs ¢ E(G). If
wiws ¢ E(G), then{vi,wi,v2,v3,Wo} is an induced in G. If wiws € E(G), then{vy,wq, V2, Wo, s}
induces twadPs’s in G.

Case 4 vivo ¢ E(G), vova ¢ E(G) andvavs € E(G).
Using arguments similar to the ones in the previous casespieén that there are distinct dense vertices
W1,W2 € V(G) SatiSfyingV]_W]_,V2W1,V2W27V3W2 € E(G), andV1W27V4W27V3W1,V4W1 ¢ E(G). If WiWa €
E(G) then{vi,w1,wo,v3,v4a} induces & in G. If wyw, ¢ E(G), then the sefvi, w1, v, Wy, v3} induces
abPsin G.

Case5 viw» §§ E(G), VoV3 §§ E(G) andV3V4 §§ E(G).
Again, by similar arguments to the ones used in the previaises there are distinct dense vertices
W1, W2, W3 € V(G) such thaV1W1,V2W1,V2W2,V3W2,V3W3,V4W3 S E(G), andV3W17V4W1,V1W2,V4W2,V1W3,V2W3 §§
E(G). If wyws € E(G), the set{vi,wi,Ws,Vv3,va} induces twoPs’s in G. Henceforth we may assume
thatwiws ¢ E(G). If wiws, wows € E(G), then the sefvy,wy,wo, w3, vs} induces & in G. Hence by
symmetry, we may assume thatws € E(G). If wiwy € E(G), then the sefvi,wy, v, Wy, v3} induces
two Py’s in G. If wyws, ¢ E(G) the set{vi,wi, V2, Wz, w3} induces twdPs’s in G.

O

Babel et al.[[8] showed that the precoloring extension mwbis linear-time solvable foig( g — 4)-graphs,
which are graphs where no set of at mgsertices induces more thap- 4 differentP,’s. Hence,

Corollary 19. TheTIGHT b-CHROMATIC PROBLEM can be decided in linear time for tighiparse graphs.

Consequently, for tigh®s-sparse graphs, this algorithm is faster than@a®/ |*) algorithm given in[[2], that
solves the more general case where the input graph is nodseedg tight.

5 A relation with the Erd ds-Faber-Lovasz conjecture

As we saw in the previous sections, given a tight gr&pldeciding if xp(G) = m(G) is equivalent to deciding

if x(G*) =m(G). Itis easy to see that the gra@i can be seen as the unionmfG) + 1 cliques each of size
m(G), where these cliques may intersect at some vertices. Ortltlee loand, the well know Erdos-Faber-Lovasz
conjecturel[l] states that:

Conjecture 20(Erdds-Faber-Lovasz)Any graph G obtained by the union of K2, ...,K™, where|K/ N Krjﬁ| <1,
i # j, has chromatic number m.
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Now, consider the conjecture:
Conjecture 21. Let G be a tight graph such that:
1. For every edge ug E(G), one of its endpoints is dense, and the other is non-dende, an
2. Ifd and d’ are dense vertices in G, théN(d') N N(d")| < 1.
Thenxp(G) = m(G).
We can prove that:
Theorem 22. The Erdds-Faber-Lo@asz conjecture is true if and only if Conjectlird 21 is true.

Proof. Let G be a graph as in the Conjectlré 21, and considéridl®sureG*. It can be easily seen th&t is the
union ofm(G) + 1 cliques each of sizen(G). Notice that the restrictions imposed for the graph in Cetjes[21
imply that each pair of these cliques intersect in at mostwantex. Consider the gragh obtained fromG* by
taking each maximal clique and adding a new vertex that itljacent to every other vertex in the clique. Then,
H is the union ofm(G) + 1 cliques, each of size(G) + 1. Then, if the Erdos-Faber-Lovasz conjecture is true,
X(H) =m(G) + 1. Since the vertices we added in the constructiod éérm a maximal independent set, we have
thatx(G*) = x(H) — 1= m(G), and consequently, by Lemmb)§,(G) = m(G).

Now, letG be a graph as described in the Erdos-Faber-Lovasz cangedtherG is the union oK}, K2, ..., KT,
where|K\,NK&| < 1,i # j. Since two cliques intersect in at most one vertex, and taer@nlym cliques, every
cligue, sayK;, has at least one vertex that is only containe&in For each 1< i < m, letd; be such a vertex.
Consider the graphl obtained fromG by taking, for each K i < m, the cliqueK; and removing every edge on
the clique such that; is not an endpoint of this edge. It can be easily seen thaethdting graph is a tight graph
with the properties required by Conjectliré 21. So, if thisjeoture is true, we have thgg(H) = m(H). Observe
thatG is isomorphic taH*. Then, by Lemm&l6x(G) = xp(H) = m(G). O

Once we proved this relationship between these problemsaweeduce results on one problem from results
on the other. As an example, we can prove the following.

Theorem 23. Let G be a tight graph, and let [ UN(D)] be the graph induced by its dense vertices and their
neighbours. If (D UN(D)] is such that:

1. for every edge ug E(GIDUN(D)]), exactly one of its endpoints is dense, and

2. ifd" and d’ are dense vertices in G, théN(d') "N(d")| < 1, and

3. every non-dense vertex is either adjacent to only onesdegr$ex or to at Ieas{/m dense vertices,
then,xp(G) = m(G).

Proof. Since the vertices that are not G{D UN(D)] have degree lower tham— 1, it can be easily seen that
Xo(G[DUN(D)]) = Xb(G). The result follows from the fact th&@[D UN(D)]*, the b-closure ofGID UN(D)],
is a graph as described in the Erdds-Faber-Lovasz camgabith the additional property that every vertex in
G[DUN(D)]* is either in exactly one clique or in at leagtm(G) cliques of sizem. It was already proved that the
conjecture of Erdds-Faber-Lovasz is true in this cask [12 O

We conclude by observing that the problem of determining fiigat graphG satisfiesy,(G) = m(G) is
equivalent to the problem of determining if a graph compasfetie union ofm cliques of sizen is m-colorable,
where we have no restriction on the number of vertices tleseitliques may share.
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