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Abstract continuously triggered the development of new applica-
tions and/or new application domains that demand for al-

For each computer system generation, there are alw@dgs more processing power and for more memory space.
applications or workloads for which the main memorgor each new generation of computers, some end-users
size is the major limitation. On the other hand, in mamte faced with the limited size of the physical memory
cases, one could free a very significant portion of thghile swapping to disks kills performance.
memory space by storing data in a compressed formy, order to artificially enlarge the physical memory
Therefore, a hardware compressed memory is an attr§Sace, it has been proposed to compress data in mem-
tive way to artificially increase the amount of data accegry. Both software, 11, 13, 5] and hardware compres-
sible in a reasonable delay. sions [L, 3, 8] have been considered.

Among the data that are highly compressible are nuIIIn this paper, we propose a new organization of
data blocks. Previous work has shown that, on many apy .. qware con,1pressed memory, the decoupled zero-

plications null blocks represent a significant fraction ompressed memory or DZC memory. Only null data
the Worklng set resident in main memory. We propose Bocks are compressed since they represent a significant
leverage this property through the use of a hardware ¢

p that onlv t ¢ Il data blocks. th iction of the data resident in memory (up to 308 [
pressed memory that only targets nufl data blocks, the 1ly non-zero blocks are really stored in the compressed

coupled zero-compressed memory. Borrowing ideas fr(ﬂﬂysical memoryCP memory). Our compressed memory

the decoupled sectored cacHe][ and the zero-content esign is inspired by the decoupled sectored cat |
augmented cacher], the decoupled zero—compressegnd the Zero Content Augmented cacti [n the (N,P)-
memory, or DZC memory, manages the main memogy, :

. oupled sectored cache, a sector (i.e. P consecutive
as a decoupled sectored set-associative cache where&{ﬁhe lines) can map cache blocks belonging to P differ-
blocks are only represented by a validity bit.

o : h hat f licati ent cache sectors. Typically, the size of the region that can
ur experiments show that for many applications, ﬂ?)% mapped by the tag array is larger than the size of the

DZC memory allows to artificially enlarge the main MeM:_che. In the DZC memory, we borrow the same princi-

ory, i.e. it reduces the effective physical memory si e. P being the size of a page in memory, a region of the
needed to accommodate the working set of an applicat B memory consisting dfl « P bytes will map blocks of

without excessive page swapping. ;

. .memory belonging to Q pages of the uncompressed phys-
Moreover, the DZC mec;noryhcan be assomate"db\llwbr%ll memory UP memory) with Q > M. The memory

a zero-content augmented cache to manage nul blo Shtroller is in charge of translating the UP memory ad-

across the Vlf]/hOIe memory h|erf';1rc.rf\.y. Cl)ndsome aPRfress (the only address seen by the processor) towards the
cations, such a management significantly decreases memory address (or to return a null block).

memory traffic and therefore can significantly improve . . . .
y 9 y imp Our simulations show that the DZC memory is quite

erformance. . . . .
P effective at enlarging the size of the working set that can
reside in the main memory and thus avoids a large number

1 Introduction of page faults.

The remainder of this paper is organized as follows. In
Over the past 50 years, the progress of integration te&ection2, we review the previous works on memory com-
nology has allowed to build larger and larger memories peession and point out the important issues that must be
well as to build faster and faster computers. This trend heddressed in the design of a hardware compressed mem-



ory. Section3 presents experiments confirming the oladdress per memory block. In order to limit the volume
servation that a significant amount of the memory blockéthis table, the memory block size is 1-Kbyte. However
are made only of null values. In Sectidnwe present the using large L3 blocks may drastically increase the mem-
DzC memory principles, then we present a possible irary traffic on read misses as well as on write-backs. On a
plementation. Sectioh presents simulation results showwrite-back on memory, the size of the compressed block
ing the benefits of using a DZC memory in place of a conan change. The solution adopted on MXT is to free the
ventional memory. Sectio8 presents a solution managprevious allocation of the block and allocate a new posi-
ing null blocks across the cache hierarchy through cotien in the memory.
bining a DZC memory with a zero-content augmented Ekman and Stenstrong] tried to address two issues
cache. Sectioid concludes this study. associated with the MXT technology: indirect access and
the large block granularity. In order to address large block

Notation Throughout the paper, we will use the termgranularity, (i.e. the size of the indirect access tabl&), E
memory blocks and memory lines. memory block will Man and Stenstrom proposed to store compressed blocks
be the chunk of data that can be manipulated by a pfm & physical page in the uncompressed memory in con-
gram. Amemory lineis the location in memory where aSecutive memory locations. They consider 64-byte mem-
memory block is stored. ory blocks. A simple compression scheme, FB{ fe-
sulting in only four different sizes of compressed blocks is
considered in order to limit the decompression latency. A

2 Related Work and Issues descriptor of the compressed form is maintained for each
physical page. Moreover, since a descriptor is attached
2.1 Software Compression with the physical page§] suggests to modify the proces-

] sor TLB to retrieve the compressed address, thus saving
In previous approaches to compress mem6/%8, 11,5,  the indirection to access the compressed memory.

4], it was proposed to dedicate part of the physical mem-1q pasic compression scheme suffers from an impor-

ory to store memory pages in a compressed form. They gifficulty on write operations. On a write, the size
remainder of the physical memory is left uncompresseg. o memory block in the compressed memory may in-
Only this uncompressed memory is directly addressghase \When the compressed physical blocks of a page
by the processor. On a page fault on the uncompresggd stored sequentially, any size increase of block trigger
memory, the page is searched in the compressed M@ oye of the whole page. In order to prevent moving
ory. When found the page is uncompressed. Thatis {inressed blocks and compressed pages in the memory,
compressed memory acts as a cache to hide the latengygpf,onosed to insert gaps between blocks at the ends of
swapping on disks. This approach enlarges the memQ(y, ,aqes and pages. This avoids moving all the pages on
space that applications can use without swapping, bu & pjock expansion, but wastes free space and does not
high compression/decompression penalty is paid on e?ﬁ@vent all data movements.
page fault on th.e uncompressed memory. Dir‘nenSioninQ\/Ioreover, the proposed implementation suffers from
the respgctlve sizes of the_ compressed and uncompre%ﬁﬁgr drawbacks. First the uncompressed to compressed
memory is rather challenging. address translation is performed through TLB for access
misses, but write-backs need some other uncompressed to
2.2 Hardware Compressed Memories compressed address translation mechanism (not described
) , in [8]). A second difficulty is to maintain cache coherency
Only a few stud_les have addressed using hardware CGa multiprocessor: the access to the main memory is
pressed memories and they face some issues. done using the address in the compressed memory while

_The MXT technology 1] from IBM uses cOMPres- y,q cache hierarchy is accessed with the address in the un-
sion on 1-Kbyte uncompressed physical blocks. BlocEﬁmpressed memory.

are stored in one to four 256-byte compressed physical
blocks. Blocks are accessed through an indirect access:
one mustfirstretrieve the address in the compressedmén8 Formalizing Hardware Compressed
ory in a table, then access the compressed memory. Memory
Compression/decompression latency (64 cycles) of
such a large block is a major issue. However the maiihe difficulties mentioned above for the compressed
issue with this approach is the granularity of the mamemory scheme proposed by Ekman and Stenstrom have
memory access: the indirect access table must storelead us to better formalize the concept of a compressed



memory system. memory assuming 64-byte blocks. One could note that,
We distinguish two address domains, the Uncoron many applications the ratio of null blocks is quite high

pressed Physical memory spacels*memory space and exceeding 40% in several cases.

the Compressed Physical memory spaceCBmemory A compression scheme targeting only null memory

space. All the transactions seen by the processors or Klscks might be considered as targeting only the low

are performed in the uncompressed memory space. Ha@ging fruits in memory compression. However these

memory compression controller performs a translation fill blocks represent a sizable portion of the compress-

the UP address in the CP address. ible blocks on a hardware compressed memory. As an
, _ argument for our thesis, Figualso reports the ratio of
Uncompressed Physical Memory Space 64-byte blocks in memory that could be compressed in

32 bytes using FPCH], a word level compression algo-
CPU1 CPU2 rithm. FPC is here applied with four patterns: uncom-

Last level Last level pressed, null, MSB-null and all ones.

UP address Data UP address Data
4 Decoupled Zero-Compressed
Uncompressefi UP address Bus
P Memory
| Daa || Memoty [como)l ! As pointed out above, the ratio of null memory blocks
compressori| compression structures . . . . . . .
uncompressof controller \_cache is quite high for many applications. In this section, we
c CP addres present a hardware compressed memory that exploits this
ompre§§% address property, the decoupled zero-compressed memobZar
memory. As Ekman and Stenstrom proposa8l,[our
Compressed data Con”o'l proposition targets medium grain memory block sizes in
structure . .
the same range of the cache block sizes, i.e. around 32-

Memory 128 bytes.

Figure 1: Hardware compressed memory architecture: th(;rhe principle of the DZC memory is derived from the

CP address is seen only by the compressed memory. decoupled sectored cachE] and the zero-content aug-
mented cacher].

Figurel illustrates this model for a bus-shared memory We divide the DZC memory in equal size regions, we
multiprocessor. The model would also fit a distributedill call C-spaces, for compressed memory spaces. Typ-
memory system, with pairs of associated CP memdeglly the sizeS of a C-space is about 64 to 512 times
space and UP memory space. larger than the sizB of an uncompressed page, i.e. in the

range of 512 Kbytes to 4 Mbytes if one consider 8-Kbyte
. physical pages.
3 Null Blocks in Memory An uncompressed physical page, UP page, is mapped
_ onto a given C-space, i.e., the non-null blocks of the UP
Several studies have shown that memory contént§, page are represented in the C-space. The null blocks are

1’_ 11,58, 9] a”‘?' cache content, 2, 3, 9] are often not represented in the DZC memory but are only repre-
highly compressible. Ekman and Stenstré8hghowed sonteq by a null bit. To store the non-null blocks, we

that on many applications many data are null in memopy, o e the main memory as a set-associative decoupled

and that in many cases, complete 64-byte blocks areonggctored cache. Each page is treated as a sector. It is al-
For SPEC2000 benchmarks, they reported that 30% 9,0 within a C-space, i.e., each non-null block of the

64-byte memory blogk_s are null blocks with some benCBége hasS/P possible line positions in the C-space (see
marks such agcc exhibiting up to 80% of null blocks. Figure3).

Our own simulation confirms this study. Using the Sim- Read access to an uncompressed memory block at UP

ics S|mulat|0r_1 mfrastructur_éthus _takmg into accounttheaddreS§A+ Pos s ON the main memory is performed as
Linux operating system simulation, we took a snaps lows. A P-page descriptor is associated with the un-

of the memory content after simulating 50 billion 'nStrucéompressed memory page at addi&sThis P-page de-

tions. Figure2 represents the proportion of null blocks irécriptor contains a point&A on the C-space where the
LSimics is a Virtutech software. page is mapped. For each blocks in the page, the P-page
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Figure 2: Ratio of 64B blocks null and 64B blocks compressibl32B using FPC after 50 billions instructions
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Figure 3: Five uncompressed physical pages are stored + N=True Eeflug; .
in a four-page C-space. Each non-null memory block is CA ull Bloc
stored in one of 4 possible memory lines N=Fals

Return addres€A « S+WP x P+ Pof fsot
descriptor also features a null itto represent whether

the block is null or not and a way pointa/P to retrieve Figure 4: A page descriptor inside page descriptor array.

the block when it is non-null. When is set the mem- )
ory block is null, otherwise the block resides in the comQA’ the C-space address and a way-pointer WP and a null

pressed memory at addré&3A« S+ WP« P+ Pyt s (SEE bit N per block in the page
Figure4).

On the write of an uncompressed memory block, four ® Write a non-null block in place of a null block: al-
situations must be distinguished depending on both the locate a memory line in the C-space and update the
previous and new status. way pointer accordingly.

e write anull block in place of a null block: no action. ~ To manage these two last situations, a C-space descrip-

The P-page descriptor was already featuring a ntff (Figure5) is associated with each C-space. The C-
way pointer for the block space descriptor consists of a sevalidity bitsv, one bit

per memory line in the C-space. The validity bit indicates
e write a non-null block in place of a non-null block: Whether or not a line is occupied.
retrieve the address of the non-null block in the com- Freeing a memory line in the DZC memory is then just
pressed memory and update the block in compressénply setting its validity bit to zero.
memory Allocating a line in the DZC memory for a physical
memory line requires finding a free block in the set of pos-
e write a null block in place of a non-null block: up- sible locations in the C-space. That is scanning the valid-
date the way pointer to null and, as explained latety bits of all the possible lines. When there is no free line
free the memory line previously occupied in the Cfor the block, an exception must be raised and an action
space must be taken: the overall physical page is moved from



CA—/ N exclusive-ored with the lowest page number bits.

MINFL
Pot e Fvavvvvvv 4.2 Benefits
- FL vivivvyvvvy Unlike IBM MXT, the DZC memory can handle small
FL Ivivivivi iV blocks and_ has very short decomp_ression Iat(_ency. This
........ translates in a finer memory traffic granularity and a
- FL vivivvvyvvy shorter access time to the missing data in memory.
FL Vivivv v vy v As already pointed, Ekman and Stenstrom approgich [
N e /I faces a difficulty on write-backs when the size of a block
' ! increases. This often necessitates to move the data in the
= #0 page or to reallocate and move the overall memory page.
FL SearCh_ fora Such data movements are rare events on the DZC memory
free line as illustrated in the experimental section.
Retutr_n Return a fre
excepton i ;
P lineindex 4.3 Control Structure Overhead

Figure 5: C-space descriptor and free line allocation.tha control structures needed in a DZC memory are

respectively the P-page descriptors associated with the
the C-space to another C-space with enough free linespltysical pages of the uncompressed memory and the C-
no such space exists one or more page must be ejectedpace descriptors.

While the validity bits are sufficient to manage the allo- The P-page descriptor (Figus features a C-space
cation of pages in C-space, storing some redundant infpointer, a way-pointer and a null bit for each memory
mation allows an easier management. Therefore, in or@d&sck. For instance, if the respective sizes of the C-space
to guide such a physical page move, the C-space descaipd of the physical page are 4 Mbytes and 8 Kbytes,
tor maintains a countdfL (free lines) per set of lines in-the way-pointer will be 9-bit wide. Assuming 64-byte
dicating the number of free lines in the set. Moreovetiemory blocks, 128 way-pointers are needed per phys-
MINFL, the minimum of the=L counters on all the setsical page. A 4-byte C-space pointer would allow to map
of memory lines is also maintained. pages anywhere in @2bytes compressed memory. That

On a write-back involving a state change of the memoiya P-page descriptor represents 164 bytes.
block, in the general case tié counter andINFL are  The C-space descriptor features a validity bit per mem-
also updated. The exceptional case where a new blagl line in the C-space, i.e. assuming 4-Mbyte C-space
has to be allocated and no free line is valid corresporaisd 64-byte memory block, 64 KBits per C-space. The
to FL = 0. The physical page must then be moved L counters could be represented on 10 bits as well as
another C-space: in order to guarantee that the choseMINFL. That is a C-space descriptor represents 8353
space will be able to store the whole physical page, ongtes.
has only to chose a target C-space for whi¢hiNFL is The storage requirement for the control structures of the
non-null. DZC memory depends on the size of the physical memory

mapped onto the DZC memory. Assuming that this size
4.1 Randomizing Null Blocks Distribution is1.5 times_ the size of the DZC memory and the param-
eters used in the example above, this storage requirement
The DZC memory acts as a set associative cache in whiebuld be 15* 512 164+ 8353= 134,305 bytes in aver-
null blocks would not cost a memory line. Unfortunatelyge per C-space, i.e around 3.2 % of the memory. For a
experimental results showed that null blocks are not diarge physical memory, these control structures should be
tributed evenly in the pages. There are often more nolapped onto the physical memory.
blocks at the end of the page than at the beginning of the
page. Therefore the conventional set mapping would Ie&
to more saturation on sets corresponding to the beginning
of pages. In any system, the memory controller is in charge of man-

In order to randomize the distribution of null blockaging the access to the memory. The memory compres-
across all sets, we use a exclusive-or indexing on the s&ts controller can be integrated in this memory con-
of the DZC memory: the page offset in the UP addresstisller.

Memory Compression Controller



The memory compression controller is in charge of de-However, our DZC memory system may also suffer
termining whether a block is null or not. On a read, whdrnom C-space saturation on a write-back. Such a C-space
the block is non-null, the memory compression controllsaturation forces to move the physical page to another C-
also determines its CP address. On a write-back changspgce, thus leading to some performance penalty. Ekman
a null block in a non-null block, the memory compresand Stenstrom§] pointed out that moving pages in the
sion controller is in charge of allocating a free block in theompressed memory are local to the memory and can be
DZC memory. When no free block is available in targetgubrformed in the background. They are unlikely to really
set, the memory compression controller is in charge iaipact the performance of the system if they remain suf-
moving the physical page to another C-space in the DZi€Ciently rare. However, these physical page moves may
memory. become quite frequent when the memory becomes satu-

All these tasks require the access to the control struated. We will present statistics on these page moves as
tures of the DZC memory. In order to allow fast UP addur second performance metric.
dress to CP address translation, parts of the control struc-
tures must be cached within the memory compressign Experimental Methodology
controller.

Our simulation environment was derived from Simics.
Simics allows to monitoring processor to memory trans-
5 Performance Evaluation fers, and to plug a memory hierarchy simulator. A stan-
dard memory hierarchy configuration illustrated Table
5.1 Metrics for Evaluating a Compressed was simulated. Both DZC memory and uncompressed
Memory memory were simulated for sizes ranging from 8 Mbytes

to 192 Mbytes on the first 50 billions of instructions of the
The performance evaluation of a compressed memory iISREC 2000 benchmarks.

difficult issue.
; te i CPU x86 processor

Whe_n the worklng _Set of a computer workload fits ir L1 Cache 32KB, 64B line-size, 4-ways, LRU rempl., writg
the main memory, using a compressed memory does not allocate
result in any performance benefit. It even results in a pgr+2 ¢ache @?ﬁ?i;@;‘aﬂ'”&s'z"' 4-ways, LRU rempl.,
formance loss due to the extra memory latency associalets cache IMB, 64B line-size, 8-ways, LRU rempl., write
with the UP address to CP address translation and with allocate :

. . 0O.S. Linux Red Hat - Linux 2.6

the decompression latency algorithm. Benchmarks SPEC CPU 2000 - ref data set

In our particular case, there is no hardware decompre shcﬂompfessed 4MB spaces, 8KB pages, 64B blocks

. . emo

sion algorithm. Therefore the extra memory access la= Y

tency is only associated with the UP to CP address trans- ~ 1able 1: Baseline simulator configuration.

lation latency. This UP to CP address translation is rela-

tively simple (read of a table). When the P-page descripf@imulated Page Replacement Policy On a page fault,

is cached in the memory controller, the UP to CP addrdb§ page must be brought in main memory. If no free

translation latency only adds a few cycles to the overllemory space is available then some pages must be

latency of the memory controller. As pointed out by Ewapped on the disk in order to make room for the new

man and Stenstron8], such extra 2-3 cycles on a mairPage.

memory latency has very limited impact on the overall We simulated a simple LRU replacement for the con-

performance of the system. ventional memory. For the DZC memory, the page must
The main interest of using a compressed memory isig allocated in some C-space. We simulated a policy de-

enlarge the memory footprint that a given system may dézed from the LRU policy. At afirst step, we look for a C-

commodate without swapping on the external disks. AgPace able to store the whole page, i.e., featuring at least a

cess time to hard-drive is in the 10ms range thus represéfge line in each set (in other wortli NFL > 1). If no C-

ing about 30,000,000 cycles for current processor techngitace is available then we eject the LRU page. However,

ogy. Therefore the most important performance metric féis ejection does not guarantee that there is room for the

a compressed memory is the page fault rate of the appfole missing page in the corresponding C-space (if there

cations: we will present this metric for a large spectruiias some null block in the ejected page, some sets can

of memory sizes in order to characterize how the use il be full), in this case we eject extra pages from this C-

DZC memory can artificially “enlarge” the memory spacéPace until we guarantee that the whole missing page can

available for the application. fitin the memory (i.e.MINFL > 1).
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Moving Pages on Write-backs As already mentioned, faults for many benchmarks when the working set does
on the DZC memory, the write-back of a non-null blockot fit in the main memory. This is true for the above
in place of a null block may create an overflow in thementioned benchmarks as well as on the illustragd
corresponding set of the C-space. In this case, the pagelgap.
is moved to another C-space with available free storageOn the other hand, as already mentioned on appli-
(i.e., withMINFL > 1). When needed, room in memoryations exhibiting poor zero compressibility, the behav-
is made for the page using the freeing policy describad of the compressed memory is similar as to conven-
above. tional memory, e.gwupwise, swim, applu, equake, and
perlbmk.

5.3 Simulation Results
5.3.2 Page Moves on the DZC Memory

Figure6 illustrates the page fault rates and the page move o )
rates for several benchmarks. Results are illustrated/i illustrated in Figures the page move rate is generally

occurrences per billion instructions. For space reasof§!ch lower than the page fault rate for the DZC mem-

only 8 of the 26 benchmarks are illustrated. ory. As the penalty for a page move is several orders of
Among the omitted benchmarkspr, art, crafty, six- magmtude Iovv_erthap the one on a.pagefault, page moves

track, eon andtwolf presented very small page fault numnduced by writes will not be a major performance issue

bers (i.e. essentially cold start page faults) for all @st@n @ DZC memory.

memory sizestacerec, fma3d, ammp andmesa presented

negligible page fault numbers apart for 8-Mbyte me ;

ory sizes. Among the other omitted benchmawkpwise, ' Managmg -NU” Blocks Across the

swim, mcf, equake andperlbmk exhibit very similar be- Memory Hlerarchy

havior asapplu, i.e. quite similar behavior for compressed

memory and conventional memory as could be expectBde Zero-Content Augmented cache, or ZCA cache was

from their low rate of null blocks in memory (see Figuréecently proposed] in order to exploit null blocks in the

2). mgrid, parser andapsi exhibited behaviors quite sim-cache. They showed that adding an adjunct zero-content

ilar to the one illustrated fovortex, i.e. a slight decreasecache to the last level cache could artificially increase the
of page faults for some memory sizes. capacity of this last level cache and therefore allows to in-

crease performance. In the zero-content cache, the spatial
locality of the null blocks is leveraged through associgtin
the information on nullity of the blocks in a whole page
The working sets of the SPEC 2000 benchmarks typicalljth a single address tag.
fit in a main memory of 192 Mbytes and in most cases in Combining the DZC memory with the ZCA creates an
a much smaller memory. As soon as the working set @bportunity to manage null blocks throughout the whole
the application fits in the main memory, the behaviors afemory hierarchy as illustrated on Figufe The vector
the compressed memory and the uncompressed menafrinformation representing the nullity of the blocks in a
are equivalent. 8-Kbyte page represents only 128 bits. When reading a
However, when the memory size is not sufficient to aoull block on the memory, one can send back this overall
commodate the working set, using the DZC memory magctor instead of the null block. This can improve perfor-
allow to accommodate the working set of an applicatianance through two phenomena. First, all the null blocks
while the same conventional memory suffers a significanta page are prefetched as soon as a null block is touched
page number faults. In particular, in our simulations fan the page. Second, the traffic on memory is reduced
thegcc benchmark, a 32-Mbyte DZC memory is sufficiergince a single data transfer of 16 bytes reads all the null
while 192 Mbytes are needed with the conventional meiolocks in the page.
ory. To a smaller extent, the phenomenon also arises within order to evaluate the performance of this combined
galgel (32 Mbytes vs 64 Mbytes) andmmp andmesa DZC-ZCA memory hierarchy, we integrated a L3 ZCA
(8 Mbytes vs 16 Mbytes) andzip2 (96 Mbytes vs 192 cache in the simulator. We simulated two configurations
Mbytes). The granularity of our simulations did not allowf the Zero-Content cache with 4K entries (similar ) [
to capture the effective sizes where the effective workiagd 128 entries, each entry being able to map the null
set becomes memory resident for every benchmark. Hdwlecks of a 8-Kbyte page.
ever, the simulations showed that the use of compresse8imulation results are illustrated FiguBeBenchmarks
memory allows to significantly reduce the number of pageafty, eon andperlbmk are omitted due to their very small

5.3.1 Page Faults Measures
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Figure 8: Miss rate reductions using ZCA cache and DZC-ZCory

loaded in the L3 cache. Howevgrip, gcc, lucas, gap
CPU andaps are benefiting significantly from the DZC-ZCA
prefetching impact.
[ Lag;lgﬁ\e/el ZC} The simulation results for the small 128-entry Zero-
Content cache emphasize this prefetching impact for a
(2b) null blocks larger s_et_ of applicaFions. While the small ZCA cache is
Miss(lrzaLLITg L “hpage ~  notsufficient to retain the null blocks through the whole
q Sﬁ[ execution, the spatial locality of the null blocks is lever-
Memory Control aged by the DZC-ZCA memory hierarchy. This prefetch-
compressior{ strucB ing impact significantly reduces the miss rate sometimes
controller Cache matching or exceeding the impact of a large Zero-Content
(2a) cache without prefetching. This phenomenon is partic-
non-null ularly pronounced orgzip, mgrid, gcc, mesa, facerec,
line _I lucas, gap, vortex andbzip2. Aps presents a paradoxi-
Control cal behavior: using the small Zero-Content cache with-
[ Compressed data Structure; out prefetching degrades performance because it is not
able to retain the pages with null blocks for a sufficient

time to allow significant reuse of the same null block,

Figure 7: Managing null blocks across the memory hidput DZC-ZCA prefetching leverages the spatial locality

archy.

of null blocks and is therefore able to improve the overall
performance.

miss rates (Tabl@). Wupwise, swim, mcf andequake are )
also omitted due to their low null block rates, see Figu2 Conclusion
2. For these applications DZC-ZCA has no significant

impact.

Main memory size will always remain a performance bot-

For the large 4K-entry Zero-Content cache, the ZCtleneck for some applications. The use of a hardware
per itself can significantly reduce the L3 miss rate, thge@mpressed memory can artificially enlarge the working
saving memory traffic and increasing performance. Ttiist that can reside in main memory.
phenomenon is particularly significant (miss rate reduc-For many applications, null data blocks represent a sig-
tion higher than 10%) fogzip, mgrid, vpr, gcc, mesa, nificant fraction of the blocks resident in memory. The
galgel, facerec, sixtrack and vortex. For most of these DZC memory leverages this property to compress the
benchmarks, the prefetching impact of using DZC-ZChain memory. As in zero-content augmented cacligs [
is negligible: in practice, the large Zero-Content cachmeill blocks are only represented by a single bit. For rep-
was able to retain the null blocks once they were initiallgsenting non-null blocks, the main memory is treated as



Application | MPKI || Application | MPKI ternational Symposium on High-Performance Com-
gzip 0.45 || facerec 4.77 puter Architecture, pages 73-81, Washington, DC,
wupwise 2.20 || ammp 2.22 USA, 2001. IEEE Computer Society.

swim 16.65|| lucas 9.94

mgrid 4.45 || fma3d 1.53 [2] A. R. Alameldeen and D. A. Wood. Adaptive cache
applu 9.05 || parser 1.69 compression for high-performance processors. In
vpr 1.09 || sixtrack 0.42 ISCA '04: Proceedings of the 31st annual interna-

gce 1.98 || eon 0.00 tional symposium on Computer architecture, pages
mesa 0.66 || perlbmk 0.12 212-223, Washington, DC, USA, 2004. IEEE Com-
galgel 10.36 || gap 2.61 puter Society.

art 60.63 || vortex 0.84

mcf 79.87 || bzip2 283 [3] A. R. Alameldeen and D. A. Wood. Frequent
equake 19.75 || twolf 112 pattern compression: A significance-based com-
crafty 0.11 || apsi 3.87 pression scheme for L2 cache3echnical Report

1500, Computer Sciences Department, University of
Table 2: Baseline L3 Miss rates (Misses per Kilo- Wsconsin-Madison, Apr 2004.

Instructions)
[4] V. Beltran, J. Torres, and E. Ayguadé. Improving

web server performance through main memory com-
a decoupled sectored cache]. pression. INCPADS’08: Proceedings of the 2008
Unlike the IBM MXT technology 1], the DZC mem- 14th | EEE International Conference on Parallel and
ory is compatible with the use of conventional cache Distributed Systems, pages 303-310, Washington,
block size since it can manage 64 bytes memory blocks. DC, USA, 2008. IEEE Computer Society.
The compression/decompression algorithm is trivial and
is very efficient. Compared with the scheme proposetP] R. S. de Castro, A. P. do Lago, and D. Da Silva.

by Ekman and Stenstrong]| the DZC memory allows Adaptive compressed caching: Design and imple-
a smooth management of compressed data size changes Mmentation.  InSBAC-PAD '03: Proceedings of
on writes. the 15th Symposium on Computer Architecture and

Our experimental simulations have shown that the de- High Performance Computing, pages 10-18, Wash-
coupled zero-compressed memory allows to enlarge the Ngton, DC, USA, 2003. IEEE Computer Society.
size of the working set that can reside in the main me
ory for many applications, thus avoiding costly page fault:
when the size of the working set is close to the size of the
main memory.

We have also shown that the trivial null block com-

pression can be exploited throughout the whole memor[)y] J. Dusser, T. Piquet, and A. Seznec. Zero-content
hierarchy through combining a zero-content augmented augmented caches. I€S’09: Proceedings of the
cachesT] with a DZC memory. Asides enlarging the size 23rd international conference on Supercomputing,
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memory and decreasing cache miss rates through ZCA
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performance of the overall system through decreasing the  compression scheme. I18CA ’05: Proceedings of
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