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Node Placement for Connected Coverage in Sensor Networks

Koushik Kar, Suman Banerjee

Abstract— We address the problem of optimal node placement
for ensuring connected coverage in sensor networks. We consider
two different practical scenarios. In the first scenario, a certain
region (or a set of regions) are to be provided connected coverage,
while in the second case, a given set ofn points are to be covered
and connected. For the first case, we provide solutions that are
within a small factor of the optimum. For the second case, we
present an algorithm that runs in polynomial time, and guarantees
a constant factor approximation ratio.

I. I NTRODUCTION

We address two issues that are quite important in the deploy-
ment of wireless sensor networks. They are:
Coverage:Each sensor device typically has a physical sensing
range within which it is able to perform its operation. One goal
of a sensor network is that each location in the physical space
of interest, should be within the sensing range of at least one of
the sensors.
Connectivity:It is typically more energy efficient to aggregate
all the sensor data at a few specific wireless nodes (gateways)
from where the data can be uploaded to the remotely located
monitoring station. Therefore the sensors need to organize
themselves into a connected ad-hoc network. Since the wireless
radio in each sensor node also has a transmission range, the lo-
cation and placement of the sensors determine the connectivity
of the sensor network.

Wireless sensor networks need to meet both these require-
ments of coverage and connectivity. In general, there are two
different ways of deploying a sensor network. We consider the
scenario where it is possible to explicitly place a set of sen-
sor nodes at specific locations as desired. Such a deployment
mechanism is possible in friendly and accessible environments.
We focus on the problem of optimal placement of sensor nodes
to guarantee such connected coverage.

In the problem we address, we are given a region, a set of
regions, or a set of points that are to be covered sensors, such
that the set of sensors form a connected network. The optimiza-
tion objective is to minimize the number of sensors used. We
assume that each sensor is capable of detecting signals within
a fixed radiusr around it, i.e., each sensor “covers” all points
that are within a circle of radiusr around it. Moreover, we
assume that the communication range of any sensor is alsor,
i.e., a sensor is “connected” only with sensors that are within a
fixed radiusr from it. The sensing and the communicating radii
are in general different. In this extended abstract, however, we
focus only on the case where the sensing and communication
radii are equal and identical for all the sensors.
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We address several important and interesting versions of the
optimal connected coverage problem. First we consider the
case where the object to be covered is a region in a two-
dimensional plane. Next we consider the problem where we are
required to cover a given set ofn points in the two-dimensional
plane. In this abstract, we refer to these two problems as the
region-coverageand thepoint-coverageproblems respectively.
The region-coverage problem is important when the goal is
to gather information about an entire region under study, e.g.
environment and weather monitoring. In contrast, the point-
coverage problem is useful when it is sufficient is to monitor the
state of a set of specific locations in the region, e.g. monitoring
leakage of hazardous gaseous materials at ventilation points.

The problem of providing coverage to a given region, or a
given set of points, and its variants, has received prior attention
in the research community [1], [2], [3], [4]. However, there has
not been much significant research on the problem ofconnected
coverage which we address in this abstract.

II. T HE REGION-COVERAGE PROBLEM

We first study the case in which the region to be covered is
the entire two-dimensional plane. The solution for this simple
special case provides some valuable insights for approaching
the more complex region-coverage problems. We then discuss
how regions of finite sizes can be provided connected coverage.

We use the following terminology in the rest of this abstract.
Sensors with a sensing/transmitting radiusr can be modelled as
a disk with radiusr. We refer to such disk as anr-disk. An r-
disk covers only those points that fall within it. Twor-disks are
connected if the center of each one falls in the other. Clearly,
to provide connected coverage to a region, the set of disks used
much cover all points in that region, and the connectivity graph
of all ther-disks must form a single connected component in a
graph theoretic sense.

A. Connected coverage for the two-dimensional plane

In order to cover the entire two-dimensional plane withr-
disks, we clearly need an infinite number of disks. The ap-
propriate optimization metric in this case should therefore be
the number of disks used per unit area (which we calldensity).
Next we outline a simple disk placement pattern which achieves
a density that is approximately optimal.

To describe the solution, we first definite a pattern referred
here as anr-strip. As shown in Panel (a), Figure 1, anr-strip is
a string ofr-disks placed along a line such that the distance be-
tween the centers of any two adjacentr-disks isr. Clearly, the
nodes in anr-strip form a single connected component. Now
let us tile the entire plane with theser-strips, all oriented along
the x-axis. For every even integerk, place anr-strip oriented
parallel to the x-axis such that the point(0, k(
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Fig. 1. (a) Anr-strip, (b) The patternP1, (c) The patternP2.

center of anr-disk constituting the strip. Also, for every odd in-
tegerk, place anr-strip oriented parallel to the x-axis such that
the point( r

2 , k(
√

3
2 + 1)r) is the center of anr-disk in the strip.

This is shown in Panel (b), Figure 1. Next place somer-disks
along the y-axis in the following way. For every odd integerk,
place twor-disks, at(0, k(

√
3

2 +1)r±
√

3
2 r). These disks placed

along the y-axis are the shaded disks shown in the figure. Let us
denote the entire disk placement pattern (as shown in Figure 1)
asP1. It can be verified thatP1 provides connected coverage to
the entire two-dimensional plane. The following result shows
that the density of our solution is within 3% of the optimum.

Theorem 1: Let dP1 denote the density of the disk place-
ment patternP1, anddOPT denote the optimal density. Then
dP1/dOPT ≤ (π

3 +
√

3
2 )/(1 +

√
3

2 ) ≈ 1.026.

B. Connected coverage for a region of finite size

Assume that the region that has a convex shape. Then this re-
gion can be provided connected coverage in the following way.
First place the shape (to be covered) on the plane tiled by the
r-strips as shown in Figure 1. Now include all the non-shaded
disks of the patternP1 that intersect the region, and exclude
the rest. Then take anotherr-strip and place it in a such a way
that it intersects all the otherr-strips intersecting the region.
This guarantees connectivity. Panel (c), Figure 1 shows a pos-
sible pattern thus generated, for a particular convex shape. The
last strip that intersects all the other parallel strips is shaded in
the figure. Note that since the region has a convex shape, it is
always possible to place the lastr-strip in such a way that it
intersects all the parallelr-strips covering the region.

Let P2 denote a solution constructed according to the rules
described above. It is easy to see thatP2 covers the region, and
all the disks inP2 are connected.

Lemma 1: Let R be a bounded convex region, with perime-
ter L and areaA (≥ πr2). Let nP2 denote the number of
disks used byP2 to provide connected coverage toR, and
nOPT be the optimal solution. ThennP2/nOPT ≤ 2.693 (1 +
2.243 Lr/A).

(1) Compute the euclidean minimum spanning tree (T ) for
then given points. Choose any pointp that corresponds
to a leaf node ofT , and setC ← {p}. Also, setk ← 0.

(2) Setk ← k + 1. Choose any pointp′ ∈ C. Ther-disk
centered atp′ is chosen asDk.

(3) UpdateC as follows:
i) Remove any points inC that are covered byDk.
ii) Let Sk be set of points at which the boundary ofDk

intersectsT . For each pointp′′ ∈ Sk, includep′′ in C
iff p′′ /∈ D1 ∪ D2 ∪ ... ∪ Dk−1, and the path fromp
(the center ofD1) to p′′ in T is completely covered by
D1 ∪D2 ∪ ... ∪Dk.

(4) If C is non-empty, go to (2), else stop.

Fig. 2. The Point-Coverage Algorithm.C consists of the set of points where
the center of anr-disk can be placed at each successive step. Ther-disk chosen
at thekth iteration is denoted byDk.

The solution described above can be extended to non-convex
shapes, and a result similar to Lemma 1 can be shown to hold.

III. C ONNECTED COVERAGE FOR MULTIPLE POINTS

We now consider the problem of providing connected cover-
age to a set ofn given points in a two-dimensional Euclidean
plane. Our proposed polynomial-time algorithm (Figure 2) ap-
proximates the optimal solution within a constant factor.

Let L̄ be the maximum distance between the given points.
Then running time of the algorithm isO( L̄

r n2). Therefore, if
the the maximum distance remains bounded, the algorithm runs
in polynomial time. The following result states the approxima-
tion ratio of the algorithm.

Theorem 2: Let nP3 denote the number of disks used by
our algorithm to provide connected coverage to then given
points. LetnOPT be the optimal solution. ThennP3/nOPT ≤
4π/

√
3 ≈ 7.256.

IV. CONNECTED COVERAGE FOR MULTIPLE REGIONS

Finally we summarize our solution to the problem of provid-
ing connected coverage to a set of disjoint convex regions. The
approach is as follows. First, we provide connected coverage
to each of the regions separately using the approach outlined
in Section II. Then we “connect” the disjoint convex regions
using a minimum spanning tree-based approach, similar to that
described in Section III. The exact details on this algorithm
will be presented in the full version of this work. Under certain
weak assumptions, it can be shown that our solution is guaran-
teed to be within a factor of6max(2/

√
3, α) of the optimum,

whereα is the worst-case approximation ratio for the problem
of providing connected coverage to each region separately.
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