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Abstract— CSMA/CA protocols such as |IEEE 802.11b are
considered to be attractive MAC protocols for wireless LANs. In this
paper, we extend a saturation throughput model for the IEEE 802.11
Distributed Coordination Function (DCF) MAC protocol to finite loads.
The analytical model can help in the optimization of the protocol
parameters as well as leading to the performance modeling of multi-hop
ad hoc networks. The model is verified using smulations, and it is shown
that the model is extremely accurate.

l. INTRODUCTION

There have been various attempts to model and analyze the
saturation throughpu of the IEEE 80211 DCF protocol ([1-3]), but
there has been nocomprehensive model that is applicable to arbitrary
traffic loads yet. Such a modd is an important first step towards a
general model for a multi-hop retwork using this MAC protocol. A
model for analyzing the binary exporential badoff mecdhanism of
80211 DCF was introduced in [1]. Yet another model for predicting
the saturation throughput of 80211 DCF in broadcast networks is
presented in [2]. In this paper, we present an extension d the model
in [1] to the cae of finite loads. An ouline of the mode is presented
in the next sedion, and some simulation results to validate the model
are presented in Sedion 1l .

Il. IEEE80211DCF ANALYTICAL MODEL

We refer to [4] for detail s of the operation d the DCF mode of
80211 An n-station hroadcast network is considered. Each of the
stations (STAS) accesses the ammon channel using the 80211 DCF
MAC protocol. The operation d an STA is modeled as a Markov
chain. The state diagram of the model for a single STA is shown in
Figure 1. Padets arrive to the STA acording to a Poison process
with rate A pakets/sec Each STA is asamed to have a infinite
buffer. The probability of failure given that an STA transmits a
padet is asaumed to be independent of the state of the STA and is
dencted hy p. A perfed error-free dannel isasumed.

The proposed model state diagram consists of an aggregation o
states that a node can reside in, from a transmit point of view. Each
STA transmits and receves padets, but success or failure of
recaving a padket from arecaver point of view is cgptured as a state
of the dhannel in this model. The “No-TX" state is the state in which
the node does not have awy padet to transmit. The “First-TX",
represents the first transmisson o a padket after the “No-TX" state if
the channel is snsed idle immediately after recaving a packet. The
badoff states are denoted by (i,w), where i defines the contention
window (W) as Wi=2' W (W denotes minimum contention window)
for 0 <i <m’, and Wi=2" Wfor m" <i <m, where misthe maximum
number of retransmisgons. w is the badkoff counter number. These
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badoff states are the same ain [1]. (0',w) are badoff states entered
when the STA’s transmit buffer is empty after a succesdul
transmisdon. (We have deviated dlightly from the standard in order
to simplify the modd. If the buffer is empty after a succesdul
transmisgon, we assume that the badoff courter number is sleded
from therange (1,W) instead of (0,W-1) as edfies by the standard.)

Transitions from state to state occur at the ends of chanrel dots.
We define three types of channel dots, ead of different duration:
idle, fail, or success depending on whether a dot on the dhannel is
idle, a wllision between two or more transmissons happened duing
the dot, or whether a padket was siccessully transmitted during the
dlot, respedively. The duration o a channel dlot is the period d time
that the dannd stays in ore state: idle, fail, or success An idle
channel dot is a dot in which nobog attempts to transmit a packet
and its duration is equal to ore system slot, dencted by o here. A
succesful channel dot occurs when just one node dtempts to
transmit a padket and a failed channdl slot occurs when more than
one node transmits. The arerage lengths of succes<ul and failed slots
aredenoted by Tsand Tc, respedively.

The transition probabiliti es for the Markov chain are shown in
Figure 1 except foll owing transition probabiliti es.

NO-TX — First-TX = (1-Py 1) (1-€7°) (1)
NO-TX - Backoff = Pyu.1)Pyn) (1-6'™) + Pyry) (1-Peny)(1-€7T9),

where Py .1 is the probability that at least one STA out of n-1
transmits and Py, 1) is the probability that one of the other (n-1) STAs
transmits a padket successully. The transition probabilities in the
badoff states are given in [1]. g is the probability that the transmit
queue is empty when anoce finishes a successul padet transmisson
after being in badkoff. In ather words, q is the probability that the
node enters badkoff with exadly one packet to transmit, and no rew
padets arrive until the padket is transmitted succesdully. If the
expeded vaue of the time that the padet spends in badoff before
succesSully transmitting the padket is denoted by E(S), then q is

given by
q= e’5 prob (entering backoff with ore packet). %)

As an approximation, we asaume that the probability of entering
badoff with ore padket is one. For light loads, this is a reasonable
asamption tecaise badoff states are rarely visited, and the
probability of entering badkoff with more than ore padet is expeded
to beinsignificant. For heavy loads, q is amost zero because of large
A, and is therefore insensitive to the probability of entering badkoff
with exadly one padket. We will seelater that this assuumption daes
not result in any significant model inacaracy. Hence we set

q= e, ®



Figure 1 IEEE80211 DCF state model.

The badoff servicetime, S, isthe duration o time that is gent
in badoff states before apadket is transmitted successully, given
that badoff mode is entered by an STA for this padket's
transmisgon.

E(Sy) = (1~ pm+1)EL /D+( )[EWD] )

O’ isthe average time between successve ourter deaements,

o= a- ptr(n—l) )o + ptr(n—l) ps(n—l) (Ts +0) (5)
* Ptr(n-1) a- Ps(n-1) )T¢ +0).

We now solve the baance euations in order to find the
stationary distribution o the Markov chain as a function o p, and
then find the probability,7, that a station transmits in a randamly
chosen idle slot as Jb(i,0)+b(First-TX). We remark here that under
heavy loads, g is close to zero, and this model reduces to the
saturated load model of [1]. We next find an expresdon for the
channel throughpu.

We mnsider a network of heterogeneous users, i.e., whase traffic
loads are different. Let us asuume that there ae k different arrival
rates (loads) within a network and we dencte the crrespondng
parameters by adding an index i, 1 <i < k. Let there be n, nodes with
arrival rate A;, Zn; = n. Then the probability of padet failure for a
node with arrival rate A; can be written as foll ows:

c1--r) Tt ‘ a-t )nj ®)
P = i j=£|j¢i i

The probability that at least one STA transmitsis
k nj
fr(n) =17 j|‘|:1(1—rj) ’ @)
and the probability that the transmitted padket is siccessul is
n-) K ni
Hw a0
1=L )7 L 8
Ps(n) = )

Pyr (n)
Then, the network throughpu, S, can be cdculated as foll ows:

p P ELP]
= tr(n) Ms(n) ©

- Pir(n) Jo + Pir (n) ps(n)TS * Ptr(n) (- Ps(n) )Te
E[P] denotes average payload size The throughput expressonis
applicable to bah the basic and the RTS/CTS modes of the MAC
standard. The only differenceis in the expresgons for Tsand Tc. Ts
and Tc for RTS/CTS and Basic modes are & foll ows:

RTSICTS:Ts= RTS+ 3 9FS+ CTS+ E[P] + ACK + DIFS ,
Tc= RTS+ DIFS (10

Basic: Ts= E[P] + SIFS+ ACK + DIFS, Tc= E[P] + DIFS

IIl.  NUMERICAL RESULTS

We vadlidate the model by comparing model results with
simulation results. The simulations were dore using the Frequency
Hopping Spread Spedrum (FHSS system parameters [4] of 80211
DCF and a padket length of 8184 lits. Each STA can be arecever or
a transmitter but not both simultaneously. The buffer sizeis t to a
large number (forty padets in the simulations) in order to
approximate an infinite buffer.

The throughpu results when all STAs have the same traffic load
are plotted against the offered load (per STA) in Figure 2 for the
RTS/ICTS mode. Throughpus for a heterogeneous network are
shown in Figure 3. Two arrival rates (indicaed in parentheses next to
the airves) were chosen with half of the nodes (randamly picked)
having one arival rate and the remaining half the other. As can be
seen from these results. the proncsed model is auite acerrate.

RTS/CTS, Network size of 15, m=7

Throughput
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Figure 2 Throughpu versus offered load per STA; RTS/CTS mode, n=15.
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Figure 3 Heterogeneous network throughpu versus network size
REFERENCES
[1] G. Bianchi, “Performance analysis of the IEEE 80211 dstributed
coordination function”, IEEEJSAC, Vol.18, No.3,Mar 200Q pp 53547.

[2] F. Cdli, M. Conti, and E. Gregori, “Dynamic tuning of the IEEE80211
protocol to achieve atheoreticd throughpu limit”, IEEEACM Trans on
Networking, Vol.8, No.6, Dec 200Q pp 785799

[3] H.Wu, Y. Peng, K. Long, S. Cheng, and J. Ma, " Performance of reliable
transport protocol over |IEEE 80211 wireless LAN: analysis and
enhancement”, IEEEINFOCOM 2002 pp 599607.

[4] |EEE standard, Wirdless LAN medium access control (MAC) and
physicd layer (PHY) specifications, IEEE standard 80211 1997



