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Développement de schémas distribuant ;e résidu
d’ordre trés élevés pour le calcul d’écoulements
compressible sur des maillages non structurés

hybrides

Résumé : Dans ce rapport, nous considérons le probléme de "approximation
des équations d’Euler aux moyens de schémas d’ordre trés élevés. Nous présen-
tons une généralisation systématique des schémas décrits dans [B] permettant
de construire des schémas d’ordre (trés) élevé utilisant des maillages non struc-
turés hybrides. On montre que le schéma obtenu est stable, méme dans le cas
de d’écoulements compliqués, et atteint effectivement la précision recherchée sur
des solutions réguliéres.

Mots-clés : Schémas compacts d’ordre élevé pour la mécanique des fluides
compressibles, maillages non structurés hybrides, méthodes non oscillantes
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4 Abgrall, Larat & Ricchiuto

1 Introduction

In the recent years, there has been a strong effort to develop robust and higher
order (> 2) schemes for hyperbolic equations, such as the Euler equations, on
unstructured grids.

Examples are the ENO/WENO schemes [, 2] and the Discontinuous Galerkin
schemes [3]. In the ENO/WENO case, the equations are approximated by a fi-
nite volume scheme where the entries of the flux are evaluated by a high order
reconstruction polynomial. The latter is obtained from the cell-data that are
interpreted as approximation of the average value of the solution on control
volumes. In our opinion, the main drawback of this approach is its algorithmic
complexity and the non compact nature of the computational stencil : the av-
erage value of the solution in a cell is updated by using its neighbors, and the
neighbors of neighbors, and so on, depending on the expected accuracy. The
non compactness of the stencil is also a serious drawback for the parallelization
of the code.

In the case of DG schemes, the solution is approximated by a local poly-
nomial that is discontinuous across the interface of the elements of the mesh.
The solution is updated by means of a local Galerkin form of the equations.
The discontinuous nature of the representation requires the use of numerical
fluxes when integration by parts is performed on the flux divergence term. The
DG approach involves a very local formulation, and it is indeed quite flexible.
However, it has one main drawback in the fast growth of the number of degrees
of freedom (see also the discussion in [4]).

In this paper we have chosen to use a different strategy based on the Residual
Distribution (RD) approach of [B]. In the RD method, the stencil is very local,
as in DG, but the number of degrees of freedom grows less quickly. The price to
pay is to impose the continuity of the approximation (see however [6] []]), as in
standard finite element methods. Indeed, the RD schemes can be seen as finite
elements where the test functions may depend on the solution. This class of
scheme is having a growing interest (see [8, 9}, M0, [T, M2, T3] T4, 05 B, 06, 1],
etc.). Most of the existing work, however, is limited to second order of accuracy,
with the exception of the work discussed in |15, [[4, 07|, and, more recently,
in [I8]. In this paper, we extend the preliminary results presented in the last
reference by discussing their application to the case of the Euler equation, and by
presenting an extensive numerical evaluation of the performance of the schemes.

The structure of the paper is as follows. In section §3 we recall the construc-
tion of very high order RD schemes, following the preliminary work presented
in [I8] that we extend here to hybrid meshes. Starting from the general form
of the RD discretization, we introduce the conditions leading to very high order
of accuracy and monotonicity, and finally present the basic construction used
in the paper. Some scalar numerical tests are also discussed to demonstrate
the validity of the approach described. The extension of the schemes to hyper-
bolic systems, and in particular to the Euler equations, is the object of section
§4. All the discretization steps described in section §3 are revisited and details
concerning the implementation are given. An extensive numerical validation is

INRIA



Very high order residual distribution schemes on hybrid meshes )

presented in section §5. The paper is ended with some conclusive remarks, a
summary of the future and ongoing developments of the work presented here.

2 Mathematical problem

We are interested in the numerical approximation of steady hyperbolic problems
of the form
div f(u) = S(u) (1a)

which are defined on an open set  C R?, d = 2,3 with weak Dirichlet boundary

conditions,
u=g. (1b)

defined on the inflow boundaryﬂ
00N ={z € 0Q,7- V.f <0}
In (@), the vector of unknown u belongs to RP, and the flux f is
f=(fi,.... fa)

In (&), S is a source term which here only depends on the unknown u.
The main target example we are interested in is the system of the Euler
equations with the vector of unknown

u=(p,pi, E)"

where p is the density, 4 is the local flow speed, and F is the total energy. In
the particular case d = 2, setting i = (u1,u2)”, the flux can be written as

puL PU2
2
pui +p putz
= 5 = . 2
h puUI UL f2 pu3 +p @
ul(E-i-p) UQ(E +p)

The system is closed by an equation of state that relates the pressure p to u.
Here we assume a perfect gas equation of state,

p=r-1)(E- dollaP)

with v = 1.4.

1

7 is the inward normal.

RR n° 7236



6 Abgrall, Larat & Ricchiuto

3 Very high order residual distribution: general
principles and the scalar case

3.1 Introduction : discrete unknowns and discrete equa-
tions

Let 7, denote a tessellation of the spatial domain 2. In this paper 7, is assumed
to be composed of triangles and quads in 2DH. A generic element is denoted by
K. Denote by n; the number of elements of the mesh. The mesh parameter h
denotes the maximum radius of the outer circles of the elements K € 75,. The
vertices of the mesh are denoted by {M;}i=1,... n.. When there is no ambiguity,
we denote the vertices of an element K by 1,...,nf.

In our approach, the discrete unknowns are a set of local values of the solution
in some mesh locations, such as e.g. the vertices M;, edge mid-points etc., etc.
These unknowns are referred to as the Degrees of Freedom (DOF). Denote by
{o1}i=1.... 4o, the list of degrees of freedom. In the case of a second order RD
scheme, the DOF are the vertices of the mesh, that is : o; = M;, VI. To
construct a higher order accurate RD scheme, there are two options :

1. The contribution to the discrete equation of a DOF o7 in a generic element
K is obtained by using information outside K. This option has been
followed in [T9], and in [20, [4]. In this case, the compactness of the
computational stencil is reduced, with the main drawback of an increased
algorithmic complexity, especially when more than third order of accuracy
is sought for.

2. Discrete equations are written in an element by element fashion, without
using any input outside each element. Naturally, in this case, additional
DOFs need to be stored in each element, in order to be able to increase
the accuracy. This is the approach followed e.g. in [211 [I§].

Here, following our initial work [I8], we use a local higher order polynomial
interpolation allowing to keep the local element-by-element structure of the
RD formulation. Several ways of obtaining continuous k-th degree polynomials
exist. In this paper, we will focus on the case of standard P* and Q* Lagrange
elements defined as follows :

e Quadratic interpolation : the DOFs are the solution values in the vertices
and the edges mid—points. This yields 3 4+ 3 points per triangle in 2D and
4+ 6 points per tetrahedron in 3D. For a quadrangle, we need to add the
centroid, leading to 4 + 5 points per elements in 2D. The 3D case would
need 27 DOFs per element.

2We have obtained results in 3D, not reported in this paper. We have not yet considered
the case of hybrid meshes in 3D, even though our method should extend without problems to
hex, prisms and pyramids. This will be done in a future work.

INRIA
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e Cubic interpolation: in the 2D case, the DOF are the vertices, 2 points
per edge (which with the vertices form three segments of equal length),
and the centroid, i.e. 34+ 2 x 3+ 1 DOF per element. In 3D case, the
DOF are the 4 vertices, 2 DOF per edge, and the centroid of each face,
ie. 446 x 244 =20 DOFs. The case of quadrangle elements leads to 16
DOF per elements, the 3D case would need 64 DOFs per elements.

e etc.

Note that the continuity of the standard Lagrange elements requires that all the
DOF on element boundaries are shared by neighboring elements.

As a consequence, in the triangular/tet case, we can count the total number
of DOF in terms of the number of vertices, edges, faces (in 3D) and elements,

e in the 2D case, we have

— Quadratic : ng + negge DOFs,
— Cubic : ng + 2negqge + n¢ DOFs.

e in the 3D case, if in addition nyfqce is the number of faces, we have

— Quadratic : ng 4+ negge DOFs,
— Cubic : ng + 2neqge + Nyace DOFS.

Thanks to the Euler formula, it is possible to give, for a regular trian-
gulation, an estimate of the asymptotic behavior of the global number of
DOF. It is known that in 2D, we have neqqe =~ 3n, and n; ~ 2n, and
in 3D, Neage = Tns, Ngce = 10ns and ny =~ 6ns. On Table O, we have
reported the asymptotic number of degrees of freedom with respect to the
dimension and the degree of interpolation. For the sake of comparison,
we have also given the same parameters in the case of a discontinuous
approximation, as the one used in DG schemes. It is clear that the con-
tinuous approximation requires a much smaller number of DOF to yield
the same polynomial representation, but the number of DOF increase
more rapidly for continous approximations than discontinous ones. Both
cases are asymptotically similar. The same conclusion also holds for the
quad/hex.

Once we have established what our discrete unknowns are, we have to provide
each of them with a discrete equation. We distinguish two cases.

1. in the case of an internal DOF o, a residual distribution scheme for ()
reads
for all o € 7, d ek =o, (3)
T3>0

where the split residuals ®X in () must satisfy the following conservation
constraint
for any K, Z oK = i () - Adl —/ Sh(u)dz == d%  (4)
oeK 9K K

RR n° 7236



8 Abgrall, Larat & Ricchiuto

where £ (u”) and S"(u") are high order accurate approximations of the
flux f(u) and the source term S(u). Natural choices are: the Lagrange
interpolant of f(u) at the degrees of freedom defining u”, or the true flux

evaluated for u”.

2. if o is a DOF lying on the boundary of €2, the equation for ¢ has to
take into account the boundary conditions. Let I" be any edge/face of
the inflow boundary of Q2. We consider a numerical flux F which depends
on the boundary condition u_, the inward normal 77 and the local state
u". Then we define boundary residuals ®. which satisfy the following

conservation relation

for any I' C 092, Z@E:/

(f(uh, u_, i) — f"(u") - ﬁ) dl == @',
oel’ or
(5)

At this point we can write for an arbitrary DOF on 01 :
for all o € 99, Yoo+ Y el=o. (6)

K>o rcoQ—I'so

Then following [21], it is easy to show that if the sequence u” is bounded in L
when h — 0, and if there exists v such that u” — v when A — 0, then v is
a weak solution of (). Oune essential ingredient of the proof is the continuity
of the interpolant across edges. One can however alleviate this constraint, and
define RD schemes on discontinuous elements, see [22), [0, [7] for the second order
case. Additional constraints, such as the satisfaction of an entropy inequality,
could be set but this will not be considered in this paper.

Remark 3.1 (Numerical quadrature). Before going further, let us make a re-
mark concerning the notation, and the definition of the element and boundary
edge residuals ®%, and ®', respectively. The definitions @) and, @) a priori,
need exact integration of the discrete flux and source. However, in practice nu-
merical quadrature is more often implemented. In this case, we replace @) and

@) by

Gy Gy -
for any K, DK =N el > wpf (' ()i~ K| Y wp St (u (2y)) = OK.
p=1

ceK ecOK p=1
(7a)
having denoted by e the generic edge (face in 3d) of K, and
Gy .
for any T C 00, | pr (}'(uh(xp), u_(xp), ﬁp)—fh(uh(;pp)).ﬁp> =l
p=1
(7b)

where the Gy and G, denote the number of face and volume Gauss points used
in the numerical quadrature. The choice of Gy and G, viz of the quadrature
formulas used in practice, should not degrade the accuracy of the discretization.
The constraints on the numerical quadrature are illustrated hereafter.

INRIA
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3.2 Accuracy constraints

In the previous section we have introduced the general abstract form of our
RD discretization. This formulation involves integrals of numerical approxima-
tion of the fluxes (and of the source term) based on the P* and QF Lagrange
approximation of the unknown u”. These integrals are in practice evaluated
numerically, and replaced eventually by the quadrature integrals of equations
@) and (D).

The accuracy obtained in practice is of course dependent on the type of
quadrature used in the implementation of the schemes. In order to characterize
this dependence, we follow the truncation error analysis of [21]. Following the
last reference, one can show that scheme @), (@), @) and (@) satisfies, for any
€ Cy( Q)E the following truncation error

s<wh,¢h>=z¢<a>(zq>f+ 5 @5)

oef K>o rcoQ—,I'so
= [ (div f"(w") - 5" h) ) d
/Q(IV (w") (w") :C+I;Q#{UE }U;K
F(w',w,ii) — " ) x)dl
+/asz< (W', w_,n) (wh) - +Fczaﬂ#{ cTy ZGF

- /Q Von(z) - £ (wh) + /@ onla)f (") i - /Q on(z)S" (") de
+ /BQ (f(wh,w_,ﬁ) — fh(wh) ﬁ) on(x)dl

/ K K,c

+Z#{O’€ } Z ))(q)a_q)a )

KCQ o,0'cK

T g 3 (o) )@t -

rcoq o’el

(8)

where w is a classical solution of the problem, w” being its Pk/QkLagrange
approximation, ¢y, is the Lagrange interpolant of {p(0)},, ®X¢ and ®L-c
the Galerkin residuals

1)_

@f’cz/ %(div f(wh)—S(Wh)>d~’C and ;¢ = / %(f(wh,w,ﬁ)—f(wh)-ﬁ)dx,
K I

9)
and ¢, € P*(K) or Q¥(K) is the Lagrange basis function relative to the DOF
o € K. Using the fact that everywhere div f(w) — S(w) = 0, the error can be

3C(Q) is the set of C! functions on € with a compact support

RR n° 7236



10 Abgrall, Larat & Ricchiuto

easily decomposed as [21], [23]

E(wW", pn) / Von(x (wh) — f(w)) (flux approximation error)
—/ on(z) (S"(w") — S(w)) da (source approximation error)
Q
+/ (]-"(wh, w_,n)—f(w)- ﬁ> on(x)dl (BC approximation error)
r9)
Z Z (c")) (@X — @f’c) (distribution error - interior)
KCQ #{U € } o,0'€K
Z Z ¢(0)) (@, — L) (distribution error - boundary).
rcoQ #{ € } o,0’el
(10)

As discussed thoroughly in [211, 23], relation ({) is a consequence of the conser-
vation relations () and (). Following again the last references, we can prove
the following result:

Proposition 3.2. Given a regular enough classical solution w, if the residuals
evaluated on the P* QF interpolant w" satisfy

oy (w") = O(h* ) (11a)

and
DL (wh) = O(hFTIT), (11b)

and if the approzimations f*(w"), and S"(w") are k + 1-order accurate, then
the truncation error satisfies

[E(W", ") < Clp, £, w) hFE
The constant C(p,f,w) depends only on ¢, £, and w.

Proof. See appendix O

A first consequence of the analysis is obtained by noting that, under the
hypotheses of proposition (see 211 23] for details) :

(I)K(Wh) _ O(hk-i-d) and (I)F(Wh) _ O(hk-i-d—l)
As a consequence, if there exists a constant (in the scalar case) or a matrix (in
the system case) 31 such that
K _ gKoK (12)

I ghof (12b)

INRIA
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then the condition ([[I)) is fulfilled provided that 3% is uniformly bounded. This
gives a design criterion for high order schemes. For historical reasons, RD
discretizations that can be written as in ([Zal)-([2H) are referred to Linearity
Preserving even-though the interpolant is no longer linear.

In practice, as explained in remark Bl one uses of numerical quadrature to
evaluate the cell residuals. In this case, linearity preserving RD schemes read

(cf. equations (Za) and (D))

oK = KoK (13a)

ol = pror (13b)

To maintain the same error level, we see immediately that the constraints on
the quadrature formulas used to obtain (Za) and (Zh) are the following :

e In (I3), we must have

Gy
S Jel St (u (ay)) - e = j! £ (u") il + O(A*+Y)  (14a)

ecdT p=1 or

and

Gy
T wpS" (0" () = / S"(u")dz + O(hF ) (14b)
p=1 T

e In (I3H), we must have for the boundary conditions integrals
Ge
13 (£ ) ). ) = £ (0 ,) ) =
p=1

/6F (}'(uh, u_, i) — f(u") - ﬁ) dl + O(hF+d=1) (14c)

There are of course numerous quadrature formulas that can be used to stay
within the error bounds given above. An inferior bound to the polynomial
degree that has to be integrated exactly is given by these bounds.

The practical approach used in this work is to reconstruct in each element a
flux polynomial based on the Lagrange interpolation of the flux values evaluated
at the degrees of freedom. The quadrature points coincide with the DOF, and
the quadrature weights are easily computed once and for all. This is equivalent
to a quadrature free approach (cf. [24]). We come back to this point in section
B to discuss our actual implementation of the boundary conditions.

3.3 Monotonicity preservation

In this paragraph we consider the issue of guaranteeing the non-oscillatory char-
acter of the solution. We make use of the theory of positive coefficient schemes

RR n° 7236



12 Abgrall, Larat & Ricchiuto

[25] to design discretizations yielding solutions that verify a discrete maximum
principle. To do this, we consider the case in which () is a scalar equation
for the unknown u, and the homogeneous case S = 0. In this setting, all RD
schemes can be re-written as

(I)fr{ = Z Coo’ (uo - ug’) (15)

o’'eT

so that equation (B) becomes for any o (and neglecting boundary conditions)

Z Z Coor (Ug — Upr) = 0.

T30 o'€T

In general, the coefficients ¢,,» depend on the solution, which means that the
last expression defines a set of non linear equations that needs to be solved by
means of an iterative method. The simplest one is the Jacobi-like iteration

(T3 el ) 16)

K>o0o0'€T

where w, is a relaxation parameter.
It is easy to verify that if the scheme satisfies the positivity conditions

Z cX,>0 Vo,0/ and 1—w0<z Z cfa,> >0 Vo (17)

K>0,K'>0" K00’ eK
then the solution verifies the following discrete maximum principle

min min «2, < u? < max max u?, (18)
K>o0 o' €K K>0 0’€eK

having denoted by uf the values of the initial solution in the DOF locations. A
more convenient approach for the design of the schemes is to replace conditions
(@ by local constraints. To do this, let us define for each DOF the following

median dual areas :
K
ck = u

Nq

and Co = Z ck

K>0

Obviously, conditions ([[7) are met if the following local positivity conditions are
verified :

X, >0Vo,0’ € KandVK  and wo ax l%< Z cfa/)l <1Vo
o'eK
(19)
These conditions do not imply that the iterative scheme (@) is convergent, but
only that the discrete maximum principle [[8) (viz. L°°-stability) is satisfied.
In the rest of the paper, a scheme that verifies conditions () is said to be
monotonicity preserving.

INRIA
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3.4 Getting high order accuracy and monotonicity preser-
vation

It is known that a scheme that is monotonicity preserving with coefficients X ,
independent on the solution cannot satisfy (). This results is a variant of
Godunov’s theorem for RD schemes, of which a general proof is been given in
[26]. As a consequence of this, a monotonicity and linearity preserving scheme
must be non linear. Here we follow [ZI] to obtain nonlinear schemes verifying
both properties.

We start from a monotone first order scheme which residuals are (for S = 0)

o = Z Coor (U = Ugr)

o'eK

the super-script L standing for Low order. By assumption, the coefficients cZ_,
are all positive, and, of course,

> ol =ok

ceK

Then, let @7 denote high order residuals, such that

o =3 0K  with S =1 (20)
ceK

By analogy, we introduce the parameters z, defined by

‘I)L
:(P—K

Lo

for which, thanks to the conservation relation, we also have > x, = 1.
g
The next step is to write the formal identity

w_ @1 o |
o) = (1)_(2(1)0 = Z @—icaa, (Ug — Ugr)
o o' o
and we can see that, starting from ®£, we could obtain a monotonicity preserv-
ing high order scheme, provided that we satisfy the constraint
o

o

because then we have for the high order scheme

H _ of L
Coo! = @ng/ 2 0

All this can be rephrased in terms of z,s and (,s.

RR n° 7236



14 Abgrall, Larat & Ricchiuto

1. Conservation.

Zﬁgzl and ngzl

ceK ceK

2. Monotonicity preservation.

TofBs >0 Voe K

These relations can be interpreted geometrically. Since there is no ambiguity,
we can assume that the degrees of freedom can be numbered from 1 to ng, an
we identify the DOF o to its number £ in [1,...,n4].

Let us consider in R™ n, linearly independent points S = {As}r=1,... ny-
Note they do not have connections with any physical points in the mesh. We
can introduce for any point M € R™¢ its barycentric coordinates {\;(M)} with
respect to S :

M =" M\(M)A,
(=1

or equivalently, for any O € R™d

na

We have by definition > A\¢(M) = 1. Thus, we can interpret {z;} and {3} as
=1

the barycentric coordinates of the points L and H such that

L= Z :EgAg
Zﬁi

H=> BiA
=1

and the problem becomes to define a mapping onto R™4 : L — H such that the
constraints z¢3; > 0 are true : the advantage of that interpretation is that the
conservation properties are automatically satisfied.

There are many solution to that problem, one particularly simple one is an
extension of the PSI “limiter” of Struijs :

+
Ly
)
>
él
There is no singularity in the formula since

14 14 14

Throughout the paper, we use ().

Be = T = max(x,0). (21)

INRIA
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3.5 Spurious modes and iterative convergence : a numer-
ical example and a counter example

Before proceeding further with the construction, we consider two numerical
examples involving the solution of the advection equation

X-Vu=0, zeq. (22)

3.5.1 Case of triangles.
Using the P* interpolant in T

uh = Z Uss,

oeT

the total residual ®7 can be written as

@T:/X-Vuhd:v:Zug/X-ngdx.
T T

oeT

By analogy with what is done with second order RD schemes [T, 27], we set
ko = / X Vi, dz,
T

so that
o7 = 3wk, (23)
oeT
We note that > k, = 0. To construct a nonlinear scheme, we start from the

oeT
following first order (local) Lax-Friedrich’s (LLxF) scheme :

ol = — + ar(u, — 1) (24a)
ng
with
5
a=2C (24b)

nq

Using ([23), the LLxF residual [24al) can be recast in the form (&) with

ke —
T T
By =2
and ¢, >0 if
ar > max |ko |- (25)

This first order scheme is extremely dissipative, but this is the one from
which we start for two reasons : it is very cheap and simple to code, even for

RR n° 7236



16 Abgrall, Larat & Ricchiuto

systems, and it easily generalizes to any order of accuracy (viz. polynomial
interpolation).

We test the nonlinear limited LLxF scheme obtained by applying () to the
LLxF scheme ([4a) scheme on two simple linear advection problems. On the
spatial domain Q = [0, 1]%, we take in the first problem

- 1 ifx=0andy >0
_ T — Y
X=(1,2)7 and u(:my)—{ 0 ify=0andz>0 (26)
The second problem is obtained by setting
v _ [ polx) ify=0
A= (y,—x) and  u(z,y) = { 0 otherwise (27)

where
(z) = cos?(2rx)  if z € [0.25,0.75]
volt) = 0 else

The results obtained in the P? case are displayed on figure [l The behavior
observed is similar to what has been found, in the second order case, in [B] :
discontinuities are approximated without over- or undershoots, however, we
observe the appearance of plateaus in the numerical results, for both smooth
and non-smooth data. This is clearly visible in the plots of the outlet data on
figure[l Other symptoms are : smooth solutions often present a high frequency
oscillations (spurious modes), the iterative convergence is poor : after a very
quick drop of about two orders of magnitude, the iterative residual stagnates to
a constant value. The behavior is the same observed in finite volume schemes
when using an over-compressive limiter. As remarked in [B], this behavior is
not due to an L instability : the local maximum principle is satisfied both
theoretically and numerically.

As a result of the lack of iterative convergence, equation (@) is not solved
exactly but within a O(h) error which can be easily measured experimentally
[5]. Thus the overall accuracy obtained is only that of a first order scheme.

3.5.2 Case of quadrangles.

This example is maybe more illuminating since we can exhibit some of the
spurious modes. Again, we consider ) = [0, 1] which is discretised by uniform
quads. The vertices are z; ; = (5, %) (0 <4, < N) and the problem writes

ou

—~ =0

Ox
subjected to boundary conditions on the left side of 2. Assuming a general LP
scheme, we update the solution by

=g -w 3 pKer)

K,ceK
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Two things need to be precised : the boundary conditions and the initial state
u®. On the left boundary (inflow), we impose a check-board like mode, but this
is not really essential as we see at the end of the paragraph), i.e.

Uy = (—1)™

where i is the index such that x, = (%,0) and u, = 0 is ¢ is any mid point.
The initial condition is defined by

e cither as on figure Bla : we “propagate” the boundary condition along the
characteristics of the PDE.

e or as on figure Bb.

We expect to converge to the first initialization. Let us compute the total
residual on Q = [z;, zit1] X [y, yj+1]. We get

Yi+1 Titl Oy Yj+1
9 = / / 7y drdy = / (u(@ir1,y) — ulzi,y))de.
Yj T Yj

In our case, we have, by symmetry, u(z;11,y) = u(z;,y), so that ®? = 0 and
u?™t = y2. This shows that the scheme cannot converge in this case . ... Hence,
something more must be done !

3.6 Convergent nonlinear schemes

Following our previous work [B, [I8], the behavior described in the last section
can be corrected by adding to the residuals ([3) a term of the form

hK/ (X-nga) T (X-vuh>dx, 7> 0. (28)
K

This is a streamline dissipation term, used in SUPG discretizations of hyperbolic
problems to suppress the spurious modes of the Galerkin scheme [28]. As its
name suggests, this term has a dissipative nature. It does not destroy the formal
accuracy of the original discretization. It does not destroy the conservation
property (@) because the residuals are now

(X : ng) T (X : Vuh>d33 (29)
with ®Z defined by @0) and clearly,

> ap=0K

ceK

@;:cbf+hK/
K

because ), Vi), = 0.
In fact, ([28) has the good effect of removing the spurious modes that are
existing, and of improving the quality of the solution (see [B, 8] for details).
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18 Abgrall, Larat & Ricchiuto

The problem of integral £8) is that its exact evaluation requires the exact
integration of a polynomial of degree 2(k — 1) which is expensive. A better
analysis of the structure and the role of the dissipative term helps to reduce
substantially its computational cost. We start by rewriting the nonlinear limited
scheme as

oL = ol 4 @ — @l
with ®%:¢ still given by @). Given a function o, multiply @) by ¢(o) and

add up all the equations for all the DOF of the mesh. Using the conservation
relations, and neglecting boundary conditions, (@) is equivalent to

/ o div £ (u")de + > qr(¢" u") =0 (30a)
Q 1%

with
(") = L S (plo) — olo) (5 RF - we) (aob)

ng-
d o,0'eK

with ®%-¢ the Galerkin residuals @). The modification introduced in [5] amounts
to adding term ([EJ) to the quadratic form ¢x. The problem is to know under
which conditions the resulting scheme is dissipative, keeps the original accuracy,
and preserves the non oscillatory behavior of (B0al).

The most natural way of proceeding is to replace ([28) by an approximation
obtained by means of a “quadrature” formula :

dK((phuuh) = |K| Z Wquad

ZTquad

(X : V%) (Zquad) T(Tquad) (X : VUh) (:Equad)}

(31)
such that

(", ul) / o div £ (u")dz + Z <qK(g0h,uh) + GKthK(<ph,uh))
Q I

is dissipative. We have put quadrature between quotes because as we see later
in the text, these “quadrature” formula do not need to be consistent as approx-
imation of integrals.

Instead of studying the overall behavior of the scheme, we can make use of
the compact nature of the discretization and focus our attention on the quadratic
form

(" u") = qre (9", u") + Orchicdre (", u)

Here, hx is a the radius of the circle/sphere circumscribed to K. The pa-
rameter O has the role of activate the extra dissipation in smooth regions,
while deactivating it across discontinuities, where the original scheme has no
under/overshoots. Hence, we should have §x ~ 1 in correspondence of smooth
variations of the solutions, while 0 < 1 across discontinuities.

Concerning accuracy on smooth solutions, whatever “quadrature” formula
we use, and thanks to the term Oxhx in front of dg, if v is the interpolant of
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Very high order residual distribution schemes on hybrid meshes 19

a smooth enough function such that X - Vu = 0, then one can show (see [I8] for
details) that

Oxhidr (o™, u")| < C(u)||Vel| T

so that the formal accuracy is not spoiled. Lastly, to ensure convergence, one
can ask the bilinear form

(" u") — di (", u")

> 0. In particular, following [B, [I8],

to be positive definite whenever ‘X -Vu

we will require that wquaa > 0 and that dx (cph, uh) is positive definite whenever
X Vuh #0.

This amounts at requiring a number of quadrature points allowing an exact
representation of the term X - Vu” over K. Hence, one quadrature point is
enough for k = 1, 3 points are needed for k = 2, 6 for £k = 3 and so on : one has
to be exact on polynomials of degree K — 1. In the 3D case, one quadrature
point is enough for k =1, 3 for k = 2, and so on.

There is no need for the “quadrature” formula to be consistent with the
integral

/ (X-Vo) 7 (X- Vu)dz.
K

We choose these points so that the discrete formula is independent of the num-
bering of the mesh points. In our examples, and for triangles and tets, we choose
the vertices of 7" for k£ = 2 ; we add to these points the mid edge points for & = 3:
since these points are degrees of freedom, the additional cost is minimized. In
the case of quads, we also choose the vertices for £k = 2. The weights wquaq used
in @) are wyuaa = 1/#{quad points}.

In the following, we denote

—

Wf = |K| Z Wquad (X : ng) (xquad) T(xquad) ()‘ : Vuh) (xquad)‘| . (32)

Zquad

Concerning the choice of the parameter 6y, we have used in practice the
following definition ;

|uo _aK|

g =1 —max | max | ———————
o€T | T'30 \ |us| + |uk| + ¢

with ¢ of the order of machine zero and tx = ( Y. us)/ng. Typically, 6 =
oeK
O(hk) in a smooth region and § = 1 in a discontinuity. The relation (B3])

depends on values of u outside K, thus it seems that the formula is not compact.
Indeed this is true, but from an algorithmic point of view, what is important is
that the implementation can be made compact.

(33)
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3.7 Summary of the final scheme for scalar problems.

The algorithm [ summarizes the main operations performed for an explicit
implementation, and show that the compactness of the method is not destroyed.
This can easily be generalized to other type of iterative schemes.

Algorithm 1 Sketch of the explicit implementation of the schemes. The eval-
uation of O (cf. equation ([B3))) is kept compact by updating and swapping the
monitors 0, and ég.

1: Initialize by 6, = 1 for all DOFs.

2: for Do for k =1 to ke, (maximum number of iterations) do

3:  Set 0, =0 for each 0 and Res, =0

4:  for For each K do

5 evaluate quantities 85X, % hy, WE and 6, with

O =1 —max6,
oceK

6: evaluate
O = BEOK 1 G h i UK (34a)
7 evaluate | i
~ Ug — UK
o — 90’; — 34b
&; = max( o]+ ar| T 2 (34b)
set éo = &0,
update

Res, = Ress + @f.

10:  end for

11:  Swap: 0, = 917,

12:  Update : u?*! =u” — w, Res,
13: end for

For any K, the total residual is defined by (@). The split residuals ®X are
defined by (@) and X by (I). The term VX is defined by ). The algorithm
solves (B for the interior degrees of freedom and (@) for the boundary ones.

When the local Lax Friedrichs scheme is used as a first order building block,
as for all the results of this paper, the scheme is denoted by LLxFf (for Local
Lax Friedrichs filtered).

4 Numerical illustrations for the scalar case.
We start again with the advection problem with initial states and advection

speeds defined by [Z8) and (7). The results obtained for P? interpolation when
adding the term ([B2) (cf. also equation ([BZal)) are displayed on figure B The
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left picture shows that, for the discontinuous solution of problem Z8), we do
not get any spurious oscillations. The right picture instead shows, for prob-
lem (27), the benefice effect of the extra term in smoothing the contours that
now are perfectly circular. We have also run a grid refinement study on this
problem using P? and P? approximations. The results are summarized on ta-
bleB The least squares slopes obtained confirm the expected convergence rates.

To better visualize the improvement in the solution when going from P! to P2
spatial interpolation, we consider, on the spatial domain [0, 2] x [0, 1], the solid
body rotation of the inlet profile u(z) = sin(107z). In this case the advection
speed is set to X= (y,1 —x). The contours of the numerical solutions obtained
are reported on figure @l Note that the P! run has been performed on the mesh
obtained by sub-triangulating the P? mesh so that exactly the same number
of DOF is used in the two cases. The dramatic improvement brought by the
P? approximation is clearly visible in the contour plots, and also in the outlet
profiles reported on figure

We have also run the linear advection test case (Z8)-(@Z) on hybrid mesh
made of triangles and non orthogonal quadragles.The details of the meshes, in
term of triangles and quad, are described in table

The figure B shows the errors done with second, third and fourth order
schemes. We recover the expected order. We have also compared these errors
with the results obtained when all the quad are cut into two triangles. It appears
that the hybrid results are a little bit more accurate. This is not however a
definite advantage.

We test further the definition of the smoothness sensor 7 by solving the 2D
Burgers’s problem

ou  10u?

L0 ifael01)?
8y+283: ifze01]
u(z,y) =15—-2x ony=0.

The exact solution consists in a fan that merges into a shock which foot is
located at (z,y) = (3/4,1/2). More precisely, the exact solution is

—-0.5 if —2(x—3/4)+(y—1/2)>0
ify>0.5
1.5 else

else max [ — 0.5, min 1,5,96_73/4
y—1/2

The results obtained on the mesh of figure [l are displayed on figure [ For
the sake of comparison, we give the second and third order results on the same
mesh (hence the P? results have more degrees of freedom). There are no spurious
oscillation across the shock.
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The method also works on more complex problems such as the Guckenheimer
Riemann problem. This is a well-known non-convex conservation law. We
provide this example for two reasons : the solution structure is more complex,
in particular a fan is ended by a shock. The second reason is that, even though
we do not have any analytical proof of the entropy stability of the scheme, the
numerical results seem to indicate that the entropy condition is properly met.

The problem is originally time dependent, and described by

ou 10u® 10u3

IS M |
ot * 2 Oz * 3 Jy
0 if 0 < arctan (%) < ?jf
(35)
u(z,y,0) = 1 if 3T <arctan (¥) < 22
-1 if 37” < arctan (%) < 2
The solution is self similar, and it can be recast as
Ty
’U/(,’E7y,t) = ’U(?v ?) = ’U(§7 V) )
where the function v satisfies
1002 1003
—Evg — vy + ——— + ——— =10 36
Eve I/’U—l—2a§+3ay (36a)
with the boundary conditions
lim v(rcosf,rsinf) = u(cosd,sinb, 0). (36b)

r——400

Solving (B8) amounts to solve [BI) at t = 1. This problem has been discussed in
[29] and has been drawn to our attention by M. Ben Artzi (Hebrew University
of Jerusalem). The flux g(u) = %—3 is non convex and this induces sonic shocks.
The exact solution consists in

e A shock coming out from the line y = 0 that moves at the speed 1/3 in
the positive direction,

e a steady shock at x = 0,

e A shock coming out from the line  +y = 0. The analysis of [29] using
the self-similarity of the solution indicates that the location of this shock
is  +y — 5/6t, with in our case, t = 1.
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To simulate this problem, we rewrite (BEal) as

OF (u)  0G(u)
——+ ——+2u=0
B¢ + By + 2u (37)
with F(u) = 3u? — £u and G(u) = 3u® — vu. The total residual on T' takes now
into account the presence of the source term :

T — / (F(u)nw + G(u)ny>dxdy + 2/ udxdy
T T

The integral on 9T has been evaluated by means of a 3 point Gaussian quadra-
ture formula, while the volume integral can be easily computed exactly.

The solution is displayed on figure @ We see that even for this non convex
problem, there are no oscillations close to the discontinuities. More interestingly,
the correct entropy solution is obtained. This is a topic for further investigation :
it is known that the upwind RD schemes may yield solutions that do not respect
the entropy inequality [30]. This does not seem to be the case with our “centered”
approach, most likely due to the presence of the term (B2).

5 Extension to systems

In this section, we describe the scheme for the system of the steady Euler equa-
tions described by (@) with the flux @) and the conserved variables u =
(p,pil, E)T. We assume a perfect gas equation of state, and v = 1.4 in the
applications. We denote by A (resp. B) the Jacobian matrix of the flux f;
(resp. f2) with respect to the state u.

The scheme is a direct extension of what is done in the scalar case, with a
major modification because the natural unknown is a vector, not a scalar. We
provide the details of the scheme description on a single element K since there
is no ambiguity.

All the results obtained in the system case are given for quadratic inter-
polants. It is of course possible to use cubic (or larger degree) interpolant, but
since we deal with steady problems, we do not expect major improvement in the
solution. This statement is certainly not correct for unsteady problems which
is the topic of a coming paper.

5.1 The first order building block

The first order scheme is constructed on the Lax—Friedrichs scheme, i.e., for any
degree of freedom o € K,
1
®, = — ¢ f(u") iidl + ag(u" —u). (38)
ng Jok

Here nf is the number of degrees of freedom in K, hence nX = 6 for a triangle
and nf\ =9 for a quadrangle: we have run the third order version of the scheme
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in the examples. The total residual ¢, f(u”") - 7dl is evaluated by Simpson
formula: if I' = [a, b] is an edge of K and ¢ = “E2, we set

/Ff(x)dl

which amounts, in our case, to use a quadratic interpolant of f in K. The
average state is
> us

K )
ng

é(f(a) +4f(c)+f(b))=

u=

and ag is larger than the spectral radius of the flux Jacobians at the degrees
of freedom. In practice, it is set to twice this maximum.

5.2 Controlling the oscillations

In the scalar part, the control of oscillations is achieved by “limiting” the ratios
®,/®. In the system case, this quantity has no meaning. Hence, we adapt the
procedure presented in [26]. Using the average state u, we compute the average
flow direction, i.e.

Then we evaluate the Jacobian matrix

Kﬁ = A(ﬁ)m + B(ﬁ)ng (39)
which is diagonalizable in R. The eigenvectors are r, for p =1, - - - , 4 associated
to the eigenvalues

M2 =11 =|all, s = |[a]] — &\ = [lal] + @

)

Last, we denote by ¢, the right eigenvectors of the system, i.e. the linear forms
such that any state vector X € R* can be decomposed as

Our method is then the following:

1. We decompose the first order residuals ®, into “characteristic” residuals,

4
for each o, ®, = Zﬁp(fbg)rp.

p=1

We denote the characteristic residual by ¢2 = ¢,(®,), they satisty the
conservation relation:

for each p € {1,--+,4}, Y @ = £,(®) := "
ceK
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2. Foranyp=1,---,4, we “limit” the characteristic sub-residual by the same
procedure as in the scalar case:

(2)
Bp = ©P

o T —+
> (ﬁ)
o'eT <Pp

3. We construct the limited residual by
4
Oy = Py, (40)
p=1

The property () is satisfied in a suitable norm. Indeed, if Ay denotes the
Hessian of the mathematical entropy evaluated at u, we know that we can find
a set of eigenvectors r; that are orthogonal for the metric defined by Ag. We
recall this in the annex [Al Indeed, if we denote by (., . )a, the scalar product
associated to Ag. We have

@ = (T;D’ q)U)Ao

so that
195115, = D 18211; [¢*|?
p
<SP ()
p
< |13,

where of course we have assumed that the eigenbasis {r,} is orthonormal.

The matrix A is not uniform, but we can nevertheless state that if the
conserved state is such that the density and the pressure are bounded from
above and below, all the norms defined by the Ag(q) are equivalent and the LP
property is uniformly satisfied.

The last step is to get an explicit form of such a basis. As recalled in the
annex [Al the standard eigenvectors of the Euler equations are simple and good
candidates for that since it can easily be shown that they are orthogonal for the
quadratic form defined by the entropy. Hence, this is our practical choice. They
are evaluated as the eigenvectors of ([Bd) where 7 is the normalized averaged
velocity. It the case of a stagnation point, we choose the z direction.

5.3 Spurious mode filtering procedure.

As for the scalar case, the scheme (D)) produces very good results in dis-
continuous regions, and very poor one in the smooth parts of the flow. Indeed
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the iterative convergence is very poor, and the results are at most first order
accurate.
To the same problem, we use the same cure. We add to (®,)* a correction

of the type
hKL<MByV%>TQABy%OM (42)

where the matrix 7 is a scaling matrix.
Several choices have been tested. The simplest one is a diagonal scaling,

T =oald

where o has the dimension of the inverse of a speed. We can take o as the
inverse of the largest possible eigenvalue of the system, i.e. o = (||@]| +¢)71. A
better choice seems to be

T=h'N

where the N matrix is

N = < > K;) - = 2( > |Kﬁ|>1. (43)

7 normal to 0K 7 normal to 0K

In this relation, the summation is the edges of K (i.e. 3 for triangles, and 4 for
quadrangles) and if 77 is any scaled inward vector normal to the boundary 0K
of K, we have set

K = (A,B)ii = An, + Bn,,.

The Jacobian matrix are evaluated at the averaged state

1 ~ 1 1
i I “:—KZ p:—xz
g g cK

eK

It is shown in [T2] that if the velocity @ # 0, the matrix > K1 is

7 normal to 0K
always invertible. To avoid this situation, we slightly modify the eigenvalues A\™

appearing in the evaluation of L; by

AT if |\ > e
+ 0N —
AT — A (O +e)?

1 else.

This is reminiscent of Harten’s entropy fix, but the role here is different. Here
is a small number of the form «a(||u|| 4+ ¢) with o = 0.01 in the numerical appli-
cations, but the simulations do not seem to be very sensitive to this parameter

Note that we apply this to each of the eigenvalues, even though only the
\ = 4 - 7i; needs to be modified.

4Indeed, one could avoid this by noting that, using again [2] where a decomposition using
the entropy wave is described.
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The second thing we do is to simplify the expression ) in the spirit of
BI). Namely, the residual is

O =% + 07V, (44a)
with

U, = |K| Z Wquad

Zquad

(A, B)(Zquaa)d ~ (Equad)V g Yo | (Zquad)
( )

N ((A, B)(jquad)*]_l (iquad)vkuh> (iquad)] | det(J_l(gACquad)”-

(44b)

where .J is the Jacobian of the transformation between the reference element K
and the element K.

As in the scalar case, we have taken the smallest set of quadrature points, i.e.
the vertices of K. This also simplifies the evaluation of the Jacobian matrices.
The last feature is the parameter 0. It has to be of the order of unity in the
smooth regions, and of the order of zero when the gradient of the solution is
large. In the numerical experiments, we have chosen a sensor on the density,

0 =1 —max max max M . (44c)
€K \ K',o€K'o'€K' |por| + [Prc/]
or on the entropy
0 =1 — max ( max max w> (44d)
0€EK \ K',0€EK'0'€K' Sy + Sk

where s = pp~7 (in order to have a positive quantity). Both choices give very
similar results, the second one being cleaner. Conservation is guarantied auto-
matically.

5.4 Boundary conditions

We have used a simplified version of the boundary conditions. If an element K
has an edge, 'k, on the boundary, we need to add to the degrees of freedom on
I' a boundary residual. We denote it by ®L%. These residuals should satisfy
the conservation relation

> s :/ (Fu(u) — f(uh) - 7)dl
cel Kk 7

where F,, is a boundary flux. In the examples of this paper, two types of
boundary are considered:

RR n° 7236



28 Abgrall, Larat & Ricchiuto

o Wall boundary conditions . The condition @ - 7 = 0 is weakly imposed so
that

e Inflow/outflow boundary conditions. The state at infinity is U, and we
take here the modified Steger-Warming flux

Fo(u") = (A" - 70) Tul + (A@") - 7) oo

By analogy with what is done in [T2], we have chosen a ’centered’ version of the
boundary residuals, namely

¢?=A:GWM—ﬂMw@%ww

where again ¢, is the Lagrange basis function defined in K for o. This is
approximated by a quadrature formula with positive weights. The quadrature
formula should be of order k4 d — 1, i.e. 3 for a third order scheme in 2D. The
actual residual is

oIx — Tyl Z Wauad (]—‘n(uh) - f(uh))(:tquad) -1, (45)

quadrature points

In the case of interest (P?/Q? interpolation), we approximate these relation
with Simpson’s formula : only one term appears in the sum and it corresponds
to o.

All the meshes we have used are made of triangles or quadrangles. In this
paper, we have used two type of boundary representation. In the first one, see
figure @(a), is to adopt a piecewise linear representation of the boundary. As
it can be seen, we might be quite far from the true geometry. In the second
representation, see Figure @ (b), we use a quadratic representation of the geom-
etry. In principle, the situation should be better, but one has to be aware of
two difficulties. First, the “numerical” representation of the boundary is not C"*
in general, even if the boundary is C*°. An example is provided on figure [0
where we approximate the boundary of a NACA012 airfoil near the symmetry
axis. The second problem is that even very simple geometries, such as circle,
will not be represented exactly.

The second drawback could be solved by using NURBS representation of the
boundary, the first one is here solved as follows: instead of trying to interpolate
ezactly in each boundary segment the boundary curve as in figure Ba, we use a
Bézier representation which amount to interpolate at the boundary points and
respect the tangents at these points as in figure Bb. We get an approximate
quadratic representation of the boundary.
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In order to simplify the coding, we have used use an isoparametric represen-
tation of each element, even for the interior elements. The filtering operator is
the adapted to this context : we need a exact evaluation of the gradient and
divergence operators.

Since the local representation is governed by the location of the degrees
of freedom in any single element, we can use the same algorithm to represent
curved elements and triangle elements. In any case, internal elements are still
triangles and quadrangles.

The modifications of the scheme we have presented so far are minimal :

e Evaluation of the total residual and boundary residuals. They amount to
evaluating integrals like
/ fendl
r

where I' is a possibly curved line and 77 is the outward unit normal. By
using the local transformation between I' and [0, 1] (denote it by ¢) we
have

/F foidre S wgf(0rg) - (8 (g):

r4quad points
Here (¢')* is normal to ¢’ and in the same direction as 7.

e Evaluation of the filtering terms using (E4L).

5.5 Summary of the final scheme for the system case.

This section is a cut and past of section B for the scalar case. We can repeat
algorithm [0 where the main steps are modified as follows, besides that the
variables are now vectors.

e At the degrees of freedom, we store the primitive variables : the density,
velocity and pressure. From that are defined the Lagrange interpolant of
these variables and the conservative variables. In particular, this enable
to compute the total residual and the LxF residual (B).

e The residual are “limited” according to (Bd) and E).

e the filtering operator [@2) is added with 7 = N, see [@J) so that we have
(ED).
e The boundary conditions (EH).

The conserved variables are updated thanks to a linearised implicit scheme
similar to what is done in [5]. From the conserved variables are decoded the
primitive variables. Curved element are handled as explained in §&.4
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6 Numerical results for systems

In all the simulations (unless specified), we have used [@4dl). The meshes use
triangles only unless specified.

6.1 A convection problem

Our first example is the solution of the Euler system on [0, 1] x [0, 1] with the
following inflow condition at y =0, x =1 and z = 0:

p=2+sin(rx),u=10,v=0,p=1
The flow is assumed to be supersonic at y = 1. The exact solution is
p(z,y) = 2 +sin(rx), u(z,y) = 10,v = 0,p(z, y) = 1, (46)

the problem is a simple convection one. However, we use the full Euler system
and the scheme developed above to compute the solution. The scheme is really
third order accurate as it can be seen from the L? errors on figure [l

6.2 Computation of jet

In this example, the domain is a square 2 = [0,1]2. The boundary conditions
are :

o If y > 0.5 and x = 0, the Mach number is set to M., = 4, the density is
Poo = 0.5 and the velocity is (oo = MooCoo, 0) With coo = /VPoo/ Poo-

e If y < 0.5 and z = 0, the Mach number is set to 2.4, the velocity is (uno, 0)
and the density set to 1

e The other boundary are assumed to be supersonic.

In such a configuration, the flow is steady and supersonic. We have a shock
wave on the bottom, followed by a slip line and then a fan, see figure Since
the flow is supersonic, the z— coordinate plays the role of time : if one makes a
cross—section x = const, we have a self-similar solution of the same type as what
one gets for a one dimensional shock tube. It is clear that there is no oscillation
at all on the density. The same conclusion holds for the other variables (not
displayed).

6.3 Subsonic examples

6.3.1 A subsonic example : flow over a sphere

We have run the case of a flow at M., = 0.35 over a sphere. In that case,
the flow is symmetric with respect to the z—axis of the domain, but also with
respect to the y axis. This is a well known GAMM test case. We have run this
case with a second order scheme, a third order scheme, and again the second
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order scheme on the mesh that has the same degrees of freedom as those of the
P? scheme. In other words, we subdivide each triangle into 4 smaller triangles
which vertices are those of the large triangle and the mid—edges points. The
initial mesh has 2719 nodes, 5308 elements and 100 nodes on cylinder. It is
displayed on figure

We see on Figure [ which displays the pressure coefficient isolines the im-
provement of the solution quality when the scheme is upgraded from second
order to third order. More important, the same Figure indicates clearly that
the second order scheme on the refined mesh gives less accurate results than the
third order one. Note that we have the same degrees of freedom in both cases.

This result is confirmed by Figure which displays the entropy variation
along the boundary. Except at the forefront stagnation point, the entropy de-
viation of the third order scheme is much closer than the exact one.

We have re-run this test case on an hybrid mesh using the second order and
the third order schemes. In both cases, the same degrees of freedom are used
(i.e. we use the DOFs of the sub-triangulation for the second order scheme).
The results are shown on figure T8 The mesh use 81 points on the sphere. We
get the same conclusions as before.

6.3.2 Subsonic flow over two aligned spheres

In order to better see the influence of the order of the scheme, we have run
a variation of the previous case with a more complex geometric configuration.
The Mach number at infinity is still 0.35, but instead of a single sphere, we have
two now. More precisely, the geometrical configuration is as follow:

e Radius of the sphere: 1
e The center of the first sphere is (0,0), the second sphere is (10, 0).
e The outer boundary is also a circle of center (10,0) and radius 35.

The geometrical setup and a zoom of the mesh are shown on figure [l The
mesh is symmetric with respect to the x axis. The half mesh has

50 regularly spaced points on the outer boundary,

30 regularly spaced points on each half circle,

The segment between the two circle has 60 regularly spaced points,
e the segment on the left has 50 points with a geometric ratio of 0.95,
e the segment on the right has 70 points with a ratio of 1.03.

Using the emc mesh generator, this creates a mesh with a total of 11007
vertices and 21796 triangles, that is 43811 P? degrees of freedom.

Shttp://www-rocql.inria.fr/gamma/cdrom/www/emc2/fra.htm
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We have used the second order and third order schemes for comparisons.
This mesh has been used for the third order scheme, i.e. additional degrees
of freedom sitting on the mid-edge points has been used. In the case of the
second order scheme, we have used the same degrees of freedoms, except on the
boundaries where they have been projected onto the correct physical boundary.
See figure[[q Saying this, we see that the mesh for second order runs is “better”
than for third order runs.

The figure [[A show the pressure coefficient for the two schemes. There is no
clear differences except that a closer inspection at the stagnation points seems
to indicate that the third order solution is more symmetric with respect to
the vertical axis than the second order one (we have the same isolines). More
interesting are the entropy isolines, see figure

Again the same isolines have been used, and we see that the third order
solution is much less dissipated than the second order one.

On figureZIl we have displayed on the top, the entropy deviation over the left
circle and the right circle. The bottom plots represent (i) the entropy deviation
distribution on the vertical axis that is in the middle of the two circles, and (ii)
the same quantity at the exit of the computational domain. It is clear that,
despite we have the same numbers of degrees of freedoms and the fact that
the second order mesh is better that what we have used for the third order
simulations, the third order solution is of a much better quality.

6.4 A transonic NACAO0012 airfoils case

Our next examples is a flow over a NACAQ012 airfoil. It is transonic, and has the
following conditions at infinity: M = 0.8, angle of attack of 1.25° The mesh
has 10959 points and 21591. This corresponds to 43509 degrees of freedom.

On figure B2, we have displayed the Mach number, the pressure coefficients
en relative entropy deviation for the third order version of the scheme. The
same quantities plotted on the airfoil can be seen on figure The solutions
are fine. Note however a non physical overshoot in the entropy across the upper
shock.

We have run many other tests as the following (results not shown). If we
compare the second order solution run with a mesh constructed from the mesh
we have used where the element is sub-triangulated so that we have the same
number of degrees of freedom, we can see an excellent agreement between the
solutions with a main difference however. In both cases, the shock with is one
element, but one element for the third order solution is roughly twice as large
as an element for the second order one. Hence, the shock look more diffused in
the third order case. However, the entropy levels are much lower, as we have
already seen in the two sphere subsonic case.

6.5 The Ringleb test case

Another case is the Ringleb flow. It has been devised by F. Ringleb [31] in
1940, see [B2] for a derivation of more general solutions. This is an isentropic,
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irrotational two dimensional flow. It is defined from the streamline function (¢
is the velocity angle with respect to a given direction and v is the norm of the

velocity) ¢ = % From this, it is possible to get the explicit form of the
streamlines
11/1 2 n J
r=—-———=— — =
2p\v2 k2 2
1 q 2
41— (2
4 kpv (k)
with
1 1
k= p a constant on any stream line, J = % + % + % — %log <1i—2)

c=1\/1-2F ¢ p=c/0D

The pressure is determined by the equal entropy assumption. We see that the
isotach lines are the circles

2 s 1
(z—5) +y' = 424
From this it is possible to determine the exact solution: given a point (z,y), we
determine the speed of sound ¢ such that (z,y) belongs to the circle of center
(J(e)/2,0) and radius 1/2(pg?). Once this is done, we can get all the other
values.

We have run this case in the (symmetric) domain defined by

J
2

e the circle ¢ = 0.3 on the top and the bottom,
e the extreme stream lines £k = 0.4 and k£ = 0.8.

The simulation has been conducted with two series of meshes. The first one is
made of quads cut into two triangles, always in the same direction. The mesh
is then made sym-etric. In the second one, we only consider the quads. In both
cases, we have 2 x P points on the streamlines £ = 0.3 and 0.8 and P points on
the circles ¢ = 0.3. Here we have taken P = 15, 30, 60 and 100. The error (in
the L? norm for the density are shown on figure We see a slope of —3 for
the third order scheme and —1.5 for the second order scheme. We also note that
though the formal accuracy in both case is as expected, the effective accuracy
on the quad meshes is much superior to what is obtained for triangle meshes.

6.6 A more complex case

We have run the same scheme on a scramjet—like configuration using an hybrid
mesh as shown on Figure This example has already been run in [5]. The
inflow mach number is set to 3.5. The geometry is such that many waves coexist
and interact in very complex flow patterns. This situation is particularly clear
on the upper part of the internal body where shocks, fans and their reflection due
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to wall interact. Again, in both cases, the same number of degrees of freedom
have been used. Once again, the scheme has been run starting from a uniform
flow configuration. Figure 2Ol shows the Mach number isolines. As expected,
there is no real difference between the solutions since the flow is basically made
of shock, fans, slip lines and constant states : this is not an accuracy case, but
a case that shows that, despite the flow complexity, the third order scheme is
robust.

However, one can see a small difference between the solutions : the slip
line created by the interaction of two shocks after the blade is a little bit more
twisted for the third order scheme than the second order one. We also see that
the resolution of the discontinuities is in both case approximately one cell width.

7 Conclusion

We have described a systematic way of construction high order Residual distri-
bution schemes of unstructured hybrid meshes. The construction use a contin-
uous representation of data. From this information, we evaluate a total fluctu-
ation and a high order mechanism for distribution these residual to the degrees
of freedom is proposed and evaluated.

The accuracy of the scheme is evaluated on scalar problems and a standard
accuracy test case. We have shown that for a given number of degree of freedom,
our third order scheme is more accurate that a second order version of the
scheme. The hybrid mesh solver is more accurate when quadrangles are used
instead of only triangles.

The robustness of the method has been evaluated on subsonic, transonic,
supersonic flow problems, as well as on complex configurations where many
flow interactions occur.

The extension to the Navier Stokes equations and to unsteady problem will
be considered in separate publications.
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A Metric properties of the left and right eigen-
vectors

We recall here very classical material. Consider an hyperbolic system

Jdu ¢ du
=+ ; Aia_:ci =0 (47)
equipped with an entropy S. We denote by v the entropy variables,
v=Vu.S

and by Ag the Hessian of S with respect to u. The Hessian is a positive definite
symmetric matrix. This entropy symetrises (1), that is

Ay 1—+ZAAO 83: (48)

is a system where the matrices 4;A; " are symetric.
Take a direction 7 = (n1,--- ,nq)” and set K, = Y, A;n; We see that the
symetric matrix
1/2 1N 41/2 1/2 ~1/2
Ao/ (KnAol)Ao/ = Ao/ KA /

is similar to K,,: one can find a set of vectors {R;} and {r;}

e the eigenvectors R; of Aé/2 (KnAgl)Aé/Q are orthonormal,

e the eigenvectors r; of K, satisfy

Rj = A(l)/QTJ
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Hence

1/2 1/2 \T
R RY = (Ayr;) (45 r)
= T‘jAQT‘g = (S;C
If all the eigenvalues of K, are single, such a decomposition is unambiguous. In
the case of an eigenvalue with multiplicity larger than 1, this results shows that

one can find such a decomposition.
In the case of the Euler equations, the eigenvectors are well known :

1

0 1 1
U
L 2 —MNy , Uy + CNy , Uy — CNg
= v = = =

Uy, ) L ) ) Up, o ) +c Up + cny ) c Uy, — cny,
U v ’ ’
—NyU + Nyv H + uy,c H — u,c

D) 1

The above analysis shows that 1. are mutually orthogonal (with respect to the

quadratic form defined by the Hessian of the entropy) and also orthogonal to

1

r., and r3 . It is a simple but tedious exercices to check that

(ra, )" Aory, =0
so that the set of eigenvectors is an orthogonal basis for this quadratic form. For
that reason, the transformations from conservative to “characteristic” variables
and vice-versa are well defined. This is the reason why we have chosen to
decompose the residual onto characteristic variables.

B Proof of the error estimates.

Proof of proposition [ZA. This inequality is a consequence of (B because we
have

—/QV(ph(:zr) ~fh(uh)+/aQ gph(x)fh(uh)-ﬁdl+/ " (2)S" (u)dx =

Q

< - /Q Vn(z) - f(u) + /asz on(z)f(u) - ridl + /Q <ph(a:)Sh(u)d:c>

" ( S ACCRCORTE)

Q
hiohy) = h h h(h
—I—/mgoh(x)(f(u)—f (u™)) -ndl—i—/Qcp (z)(5"(u) — §"(u ))d:c)
(49)

where u” is the Lagrange interpolant of u. From standard interpolation re-
sults [33], we have |¢"| < C and |V"| < ', |[fh(u") — f(u)| < C(u, f)pk*!
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and |S"(u") — S(u)] < C(u,S)h**1. So that @) is in norm smaller that
C(u,f, S)h**! for a suitable constant C(u,f, S).

The second point is to notice that we have, for any K and I', |[®5| <
C(u,f,S)h**d and |®L¢| < C(u,f, S)h*+9=1 where d is the space dimension,
see lemma

Then, for any K,

| > (plo) —l0") (@K —@k) < Y (le(o) = (o)) (12F] + @)
o,0' €K o,0'eK
< # of elements x N x ||[V||ooh x C(e, f, S)hFT?
where IV is the number of degree of freedom in each element. In a regular mesh
for a bounded domain, the number (#) of elements sizes like h~% so that in the

end, we can find a constant (again denoted by C) which depends on u, f, S and
Q such that

Y (plo) = @()) (@K — ®E°)| < C(u,f, 5, Q0"

o,0'eK

The last estimation is to be done for the boundary terms. Using the consis-
tency of the numerical flux, we first have

/m(f(uh,u_,ﬁ)—fh(uh,ﬁ))%(x)dl g/m Of(uhm_,ﬁ)_f( bt )

< L/ [u" —u_| < C(u,f,o0)nF !
o0

Jentaya

Similarly, we have, for any boundary edge, |®L-¢| < C(u, f)h**+?, (see lemma
Bl If the boundary of  is regular, the number of boundary faces is of the
order of A~ (4=1),

Thus, we get, using again the same arguments,

S (elo)—p(e) (25 —@L°)| < C(u, £,00)h~ T RFT = C(u, £,0Q)" !

rcoQo,oc’el’

This completes the proof.

Lemma B.1. Under the assumptions of proposition [Z3, we have
o [D¢] < C(u, £)hFH
o 98] < Cfu, £, S)hb+d-
Proof. We only show the first result.
Pl — / Yo (div £(w") — S(w"))dx
K
:/ Yodiv (F(w") — f(w))dz
K

RR n° 7236 /K Vibo - (£(W") — £(w)) +/a Yo (F(w") = £(w)) - iidl.
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Since f(wh) — f(w) = O(h¥+1), Voby = O(h~1), |K| = O(h?) and |0K| =
O(h%1, we see that each integral scales like O(h*+9) for a smooth mesh. [
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Figure 1: Convection problem : Results obtained with scheme )& for P?

results

result for problem (Z6). Bottom :

for problem 7). The first order scheme is ([24a).

interpolation. Top : mesh. Middle :
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_ -1 -1 0 1

0 0 9 0 0

1 1 L 0 1!
(a) (b)

Figure 2: Two initialisations showing the creation of spurious modes. We show
an elementary quad. The global initialisation is obtained by reproducing peri-
odicaly the pattern.
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6“‘0!2“‘0!4“‘0!6‘“D!E“‘l
X
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] +LLXFf(P d%t:
1—— Exact

Figure 3: Rotation problem : Results obtained with the scheme (200)—- (1) (B4)
for P? interpolation. Top : result for problem [H) (min = —1.0094, max =
1.01). Bottom : results for problem (Z7) (min = —0.1735 10~*). The first order

scheme is ([Z4a).
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Figure 4: Rotation of the smooth profile: wj, = sin(10x). Top: limited LLxF
scheme, P! approximation (LLxFf(P')). Bottom: limited LLxF scheme, P?
approximation (LLxFf(P?)). Computations run on the same number of degrees
of freedom. Reference mesh size h = 1/80
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Figure 5: Rotation of the smooth profile: wy, = sin(10mx). Computed out-
let profile. All computations run on the same number of degrees of freedom.
Reference mesh size h = 1/80.

Order2 o
P! Order 3
2 @ Order4 &

0.001

L' Exact Error

0.0001

1e-05

Figure 6: Mesh convergence for the constant advection problem (22) with X =
(0,1)”. The mean square slope are calculated with the errors measured on the
hybrid meshes (represented by circles, squares and triangles). The star points
correspond to the same simulations on triangular grids (same problem, same
number of vertices).
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] f &
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cut at y = 0.3 at y =10.6

Figure 7: Burger equation, solution obtained with a P! and P? lagrange inter-

polant and the LLxFf scheme
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P! with (B2) P? with (B2)

Figure 8: Burger equation, solution obtained with a P! and P? lagrange inter-
polant and the LLxFf scheme

(a) (b)

Figure 9: Boundary representation. The locations of the degrees of freedom are
represented by the black circles. (a): piecewise linear representation, (b) P2
isoparametric representation.
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Figure 10: Comparison with the true geometry between the two boundary rep-
resentation methods used in this paper. The degrees of freedom are represented
by circles.
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Figure 11: Transport equation : L? error for the second, third order and fourth
order version of the LLxFf scheme.

second order third order

Figure 12: Jet problem : isolines of the density, second and third order LLxFf
scheme. All the degrees of freedom are plotted. and the same isolines are plotted
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Figure 13: Subsonic sphere problem : Zoom of the mesh for the sphere problem.

The mesh has no symetry.
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Second order Second order using the P? dofs

72X

third order scheme

Figure 14: Subsonic sphere problem : Isolines of the pressure coefficient. We
have the same isolines on each fienire.

ool oo P! elements (sub-triangulation) ]
oo0d. — P? elements

[ sa P! elements

0,00 . |
-1 -05

| n
0 05 1
€T

Figure 15: Subsonic sphere problem : Entropy variation along the boundary.
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Figure 16: Subsonic sphere problem, hybrid mesh : Pressure coefficient and
entropy variation on an hybrid mesh, M., = 0.35.
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Figure 17: Subsonic two sphere problem. (a): Geometrical setup, (b): zoom of

the mesh.
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Figure 18: Subsonic two sphere problem. Location of the degrees of freedom on
the boundary for the second and third order schemes.
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Figure 19: Subsonic two sphere problem. Pressure coefficient isolines. The same
isolines have been used in the two cases.
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Figure 20: Subsonic two sphere problem, entropy isolines. The same isolines
have been used in the two cases.
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Figure 22: Transonic NACAO012 problem. Isolines of the Mach number, pressure,
density and entropy for the NACAQ012 case.
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Figure 24: Ringleb flow problem. L? error on the density for the Ringleb flow.
Tri stands for triangle, Quad for quadrangle. O2 stands for second order, O3

for third order.
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Figure 25: Zoom of the mesh for the scramjet problem.
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Figure 26: Scramjet problem. Mach number distribution. Top : the third order
solution, bottom the second order solution. The same isolines are plotted.
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2D 3D
Order | DG RDS || DG RD
2 6m Ng 24n Ng
3 12ns  4ng 40ns  8ng
4 20ns  9ng 80ns 2Tng

Table 1: Number of degrees of freedom for third and fourth order approximation
for triangular meshes.

h Vertices Triangles Quadrangles
0.1 114 190 36 7
0.05 468 858 128 365
0.025 1784 3410 | 480 1465
0.0125 T 15236 | 1982 6627
0.01 11454 | 22510 | 2858 9826

Table 2: Number of vertices, triangles and quadrangles for the different meshes
used for the grid convergence. The left number in the column Triangles corre-
sponds to the number of triangles in the triangular mesh, while the right one is
the number of triangles in the hybrid grid. Hybrid grids have then about two

times less elements than the triangular twin ones.

[ b | (P | e2(P?) | e2(P%) ]
1/25 ]| 0.50493E-02 | 0.32612E-04 | 0.12071E-05
1/50 || 0.14684E-02 | 0.48741E-05 | 0.90642E-07
1/75 || 0.74684E-03 | 0.13334E-05 | 0.16245E-07
1/100 || 0.41019E-03 | 0.66019E-06 | 0.53860E-08

Ok, =1.790 | OF, =2.848 | O, =3.920

Table 3: L? errors for [2)-(E8) with u(x) = ¢o(z) on the inflow.
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