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ABSTRACT

With the increasing capability of vehicular comnuations
technology, VANETs (Vehicular
witnessed significant development. Many VANET nguti
protocols have been proposed and operate well @ specific

network they have been developed for such as dansparse

networks but tend not to operate well or interopgeravith

different networks. This is a challenging requiremend we

address this issue by proposing a
implementation that can adjust the behaviour of phetocol to
different operating environments and applicatiomugements.
One possible way of achieving this is through aponent-based
architecture consisting of re-usable componentst tban be
plugged in and out of the system. The paper illdes how this
componentization process can be carried out and tiegiven
architecture is then configured to suit varyingwetk states. The
paper also identifies commonalities that exist asralifferent
routing protocols, leading up to the design of anepic

component-based platform which can be used for VIANELting

protocol development.

Categories and Subject Descriptors
C.2.4 [Computer-Communication Networkg]: Distributed
Systems -Distributed applications

General Terms

Design
Keywords
Vehicular ad-hoc networks, components, dynamic re-

configuration, configuration, reflection

1. INTRODUCTION

VANETSs are an upcoming type of network that tydicaonsist
of vehicles interacting with each other, known ateil Vehicle
Communication (IVC), or with the Internet througtcass points
found along the road, known as Road-Vehicle Comoatitn
(RVC). The goal of VANETSs is to share informationch as
traffic data and road safety warnings in order toié accidents
and traffic congestion. Even though VANETS are ad&red to be
a class of MANETs (Mobile Ad Hoc Networkf], they exhibit
specific challenges due to their distinctive netwciaracteristics.

Their salient feature$2] can be summarised as: a frequently

changing topology, high node mobility and repegteditioning
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Ad-Hoc Networks) have

(re-)configurable

of the network leading to network disconnectionke Dperation
of VANETS is also largely dictated by the netwosndity and by
other factors including drivers’ behaviour. Densesa experience
an overflow of messages sent out to vehicles wéplarse areas
encounter loss of messages because of lack of lgshio
propagate them. This implies new buffering techaggto capture
the messages both during a limited connectivity armbngested
bandwidth. On the other hand, drivers may show erbffit
reaction to messages received and also their Ipigbdsmay cause
the network topology to change. Moreover, giventitgh flux of
VANETS, considerable weight is imposed on the sssfté
deployment of routing protocols in such networks.

Consequently, it is imperative to devise new rayiimotocols for
VANETSs to ensure a reliable message distributionwelver it
remains a challenging task to find and preserveoater in
VANETS, and as such the implementation of routingtgcols is
a complex and time-consuming task. Given the highlgnging
nature of VANETS, such an implementation cannoa ls¢atic one
i.e., one that should be applied for a given setadfditions.
Rather, there needs to be a way to make the impi@tien more
dynamic, so that it can be easily configured toyway network
conditions, e.g. as a vehicle moves from a dense &parse
network, or communicating with other vehicles a thternet.

A component-based approach is one possible andiengly

advocated approach to provide a configurable armbnéigurable

solution. In [3], Szyperski defines components asnits of

composition with contractually-specified interfacasd explicit

context dependencies only....that can be deployezbémtiently
and are subject to composition by third partieA component
approach allows the software to be designed inn@nie manner
for ease of re-use. It also allows an applicatmbe configured at
deployment time and even re-configured at run time.

The aim of this paper is to illustrate how a congurbased
architecture can improve the development of coméigle and re-
configurable VANET routing protocols. For this poge, we first
present a component architecture that we develépetihe BBR

routing protocol [11] that operates in sparse areas. We then

demonstrate how this architecture can be adaptechamging
network conditions, i.e. to dense traffic areasbhs®guently, we
identify the commonalities that exist among VANE®uting
protocols and show how our architecture can besegtun the
implementation of a broader spectrum of VANET poots.

The rest of the paper is organized as follows:i8e@ presents a
survey of the different routing protocols used iPANETS.
Section 3 introduces the component model. Sectiexpfains the
componentization of the BBR protocol. Section Sleates this
approach and finally, we conclude the paper iniSe@.



2. SURVEY OF VANET ROUTING
Finding and preserving a route in VANETs is a hjghl developing protocols (as described later). Our ymml is
challenging task. A lot of research is being ingdsto devise illustrated in Figure 1; this shows categoriesafting protocols
effective routing protocols in VANETS to achievébust message  (described next) and discusses features from exapmptocols.
dissemination. This section focuses on the restilteo different
surveys carried out by the authorq4n 5] on the various routing
categories applied for VANETs. We use these surteydentify
commonalities and differences in routing protoc@héviour.
These form the basis of a common component pattern

AODV [6] & DSR [7] - are unable to find, maintain and update londe®in a VANET quickly.

Ad-Hoc routing protocols can be adaptive or not; adaptive
routing is preferred for VANETS given its capalyilib adjust to a
changing topology and reduce overhead. Howevegusecof the
highly dynamic nature of VANETS, it has low throygt.

PRAODV & PRAODVM [4] - use speed and locatiamformation of nodes to predict the Iifetir]

of a connection. However. thev relv heavilv on délceuracv of the prediction meth
Position
- haser

A-STAR [17] —computes the best possible sequence of junctiore facket to reach its destination using s
maps. Found to perform better than GSR and GPSRubedt can choose pathsth higherconnectivity to
delivera packe

—[ COIN [4] - produces more stable structures in VANETS thoultijtti@ overhead isncurred. ]
- basec —[ LORA_CBF[10] — performs better than AODV and DSR in a large laigtilly mobile network]

GPSR[8] — suffers from obstacles such as tall buildings @ees.

and AODV

GSRI[9] — showsbetter delivery rate, better bandwidth consumpénod reduced latency over D:]

VANET BROADCOMM [18] — works with simple highway networks. However, i& found to|
outperform similar floodina based routina protoc

Broadcast V-TRADE and HV-TRADE[19] - organize nodes into groups, where only a smakstof
vehicles is selected to rebroadcast the messagseTirotocols showonsiderable improveme
in performance, but they incur a routing overhesskelectinghodes to do the rebroadcasting.

BBR [11] — broadcasts packets into the network in ordeeach maximum of nodes.

IVG [20] — incorporates a waiting time before deciding dlvetbroadcasting.

BBR [11] — assignstte next broadcasting node within one specified ggaigcal region. BBR i
found to perform well in networks with frequent fi@oning and topology chang

Delay- VADD [12] — uses a carry-and-forward strategy to route gacki prioritization schemés
Tolerant appliedat an intersection to route the packet in the pessible path. Packet is stored in ¢

forwarding cannot be done. The routing path is ioowusly recomputed during the process.

GeOpp9g21] — uses opportunistic routing and carry-dodward approach to route message
sparse networks. It performs well in sparse netwarkd with dele-tolerant applications

Max_Prop[13] — is used for sparse networks with limited transfepartunities. It operates‘
Quiality three basic stage- Neighbour Discovery stage, Data Transfer stageSttrage Manageme. |
Of s N\
Service MURU [14] - aimsat optimising number of hops and providing a rolvagte connection by using

\metric called EDI based on factors sucasvehicle position, speed and trajectc

J

PBR [22] - this algorithm focuses onsing mobile gateways instead of a roadside f
\infrastructure in order to provide wireless Intéro@nnection to vehicles on a ro

Fiaure 1 — Results of the survey on routina protocol

J




Position-based routing is well suited for VANETs since the
nodes are known to move along established pathseSbuting

tables are not used, no overhead is incurred wizemg a route.

However, it can suffer from routing loops and natwdelays.

Cluster-basedrouting is performed in clusters. A group of nodes
identifies themselves to be part of a cluster ahd tode
designated to be the cluster-head will broadcastpticket to the
cluster. Good scalability can thus be providedldéoge networks
but network delays and overhead are incurred wlwemifig
clusters in highly mobile VANETS.

Broadcast sends a packet to all nodes in the network, tylpica
using flooding. This ensures the delivery of theckea but
bandwidth is wasted and nodes receive duplicate¥ANETS, it
performs better for a small number of nodes.

Geocastis considered as a multicast service within a ifipec
geographic region. It normally defines a forwardzume where it
directs the flooding of packets in order to reduvessage
overhead and network congestion caused by simplydihg

packets everywhere. In the destination zone, uhitaging can

be used to forward the packet. One pitfall of Gebts network

partitioning and also unfavourable neighbours whitdy hinder

the proper forwarding of messages.

Delay-Tolerant protocols aremostly applied in sparse networks
which are found mainly in rural areas but also ensk areas
where there can be low concentration of vehiclgeaslly at
night time. In such cases, establishing an enditbreute is not
possible. This makes the routing of packets mdfidlt which is
why such routing protocols need to implement a yd&éerant
aspect in order to cater for cases when therenarenodes
available to forward a packet. The technique adbpsecalled
carry-and-forward whereby a packet is forwardedyowhen
nodes are available. Otherwise, it is simply cdrrie

A Quality of Service protocol normally guarantees a good
performance through adequate resource reservatiom a
availability of proper infrastructure. In an ad-hoetwork such as
the VANET, it is very difficult to provide such séce unless
there is a roadside infrastructure. Nonetheless, fhotocols
developed for VANETs estimate the stability of aute by
analysing factors such as link delay, link reliapil vehicle
velocity and trajectory, vehicle position and digt@a between
vehicles; and calculate how long a route can rencaimected
and reduce the time required to repair a brokemection.

It is clear that there exist a range of routinguiegments and
network conditions in VANET applications; hence.eth is
potential for configuration and re-configuration abuting
protocols. We revisit this survey in Section 5, nifging the
commonalities and differences underlying these quals; such
commonalities form the basis of a common architectvhich can
be used in the development of VANET routing protsco

3. COMPONENT MODEL

This section talks about the component model OpenGsed in
our implementation. This is a lightweight modekador software
architectures in a configurable manner to suitréguirements of
a system. It also supports run-time re-configuratibirough
reflection, enabling a high level of adaptability the system.
OpenCom employs a small runtime kernel to managdifgcycle

of the components. The authors[15] provide three case studies
showing the capability of OpenCom to adapt a systedifferent
environments. Figure 2 explains the component model
component advertises its services through an aterfind binds
to another component through a receptacle. An fader
receptacle binding is shown in Figure 2. The reagptis used by
B to bind to the interface of A in order to accélse services
provided by A. Likewise, B may also publicize itergces
through an interface which can be accessed by otireponents.

A
. .> - _> Comnoner
U\
7 \

x N

Interface Receptacle

Figure 2. The Component Model

4. COMPONENTIZATION OF BBR

As a first step in our investigation, we presegbmponent-based
architecture for a protocol called Border Node Blag®uting
(BBR). This protoco[11] is designed for sparse areas and mainly
uses broadcast to reach the maximum number of niodése
network and unicast when required to send messiages one
node to any other node. Its aim is to ensure abigli message
delivery with minimum delay in an ad-hoc networkiwiow node
density and high node mobility. It consists of tatgorithms:
Neighbour Discovery and Border Node Selection étigors.
Figure 3 shows our component architecture usednfgeiment
and execute the BBR protocol; we now explain theration of
BBR in terms of the component implementation.

The Neighbour Discovery algorithm is used to discover the
neighbours of the current node and is implementgdthe
NeighbourDiscovery component. This component seeks the
services of thePacketSendeand Timer components in order to
process the NeighbourDiscovery algorithm. Generally, the
neighbouring nodes are found one-hop away withie ithdio
transmission range of the actual node. All nodesdide their
presence by sending out “Hello” beacon messagasdieslly.
The PacketSendecomponent takes charge of broadcasting these
beacon messages to the surrounding nodes. Sirscedéds to be
done periodically, th&imer component is used to schedule the
periodic transmission of these “Hello” message® ifffiormation
thus obtained is then stored into a Neighbour tadijethe
NeighbourDiscovergomponent.

The Border Node Selection algorithmis the core process of this
protocol used to designate the next node to breadcgacket
received and is implemented by tRacketProcessocomponent.
This node is known as thaorder node as it lies furthest away
within the transmission range of the source node.eRample is
illustrated in Figure 4. If s is the first node booadcast a data
packet in this scenario, then it is a border nogedé&fault. The
circle delineates the transmission range of s (lethe@s R).C1,
C2 and C3 denote the transmission range of s, d and v
respectively. Once s has broadcasted a data pattletnext
border node needs to be identified among the neigisbof s so
as to further forward the packet out of the trassion range.

The DataPacketHandlercomponent is responsible for creating
the data packet according to the format stated hey routing
protocol. In case the packet is being broadcastethé first time,



the PacketSendecomponent will simply disseminate the packet
to the surrounding network. When a data packet besn
received, theDataPacketHandlelcomponent decides whether to
carry or forward the packet. First, it uses Bwward component
to check whether the packet received is a duplidatease of
which, it is simply discarded. In case it needsfdowvard the
packet, it uses thdacketProcessocomponent to trigger the

BBR

DATA PACKET
HANDLER

NEIGHBOUR
DISCOVERY

Border Node Selectioprocess based on the following two
scenarios:

Case 1: Only 1 neighbour in neighbour list of received ketc

No border node selection is made. Instead,RheketProcessor
component triggers a periodic broadcast of the ayegs times
through the services of tiRacketSendesaind Timercomponents.

FORWARD

PACKET

G

PROCESSOR

PACKET SENDER

w

TIMER

©

_

STORE

o

Figure 3. Commonalities in the BBR component archécture

Case 2: > 1 neighbour in neighbour list of received packet
Border node selectioiis triggered and two timer processes are
initiated: T,y (access delay timer) and,J, (maximum delay
timer), which are coordinated by tfianercomponent. At the end
of T, timer, the node decides whether it has to rebmstdc
depending on the number of neighbours it has attittne. At the
end of T,atimer, the node decides whether it is a bordeenod
that case, it re-broadcasts or stores the packdijed to
availability of neighbouring nodes.
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Figure 4. Border Node Selectior

All nodes lying around the border of the transnaissiange of
(d, v, t) (seeFigure 4) represent the next border nodes. These
have the least common neighbours (normally <= Dpared to
the neighbours of sTable 1 shows how thisBorder Node
Selectionalgorithm is computed for s, based on information

obtained from theNeighbourtable. If the border nodes do not
encounter any neighbours, tligataPacketHandlercomponent
will simply decide to store the packet using Sterecomponent
until potential new neighbours are met. Note tleg Forward
component is also responsible for maintaining thffeb table of
the data packets. THEmer component acts as a clock and is in
charge of scheduling various activities such ashtteadcast of
the data packets, periodic broadcast of “Hello” sages and
coordinating théBorder Node Selectioprocess.

Table 1 Border Node Selection Process

Node | Neighbours Common Neighbour 4
s {t,a, c,d, v} Nil

d {s, c} 1

v {s, @) 1

a {s, v, ¢} 2

c {s,d, a} 2

t {s} 0

The BBR protocol adopts a carry-forward strategy in ortter
minimize any packet loss when there are no nodese$acket
loss is highly likely to occur in environments whehere is low
node density, providing measures to counter thablpm in a
sparse VANET is a fundamental task.



5. EVALUATION

The aim of this section is to evaluate our archibecfor BBR at
three levelsFirst, we evaluate how it can be configured to adap
to changing environment conditiorSecond, we illustrate the re-
configurability based upon the use of fine-graireeanponents.
Third, we identify the commonalities that exist argdhe various
routing protocols presented in Section 2, and shmw this
architecture is re-usable. We show that the impfeai®n of
VANET routing can be geared towards a common achite.

5.1 Configurability and Re-configurability

In the BBR protocol, when no border node is fousele(Section
4), the packet received is broadcagtednes. This parametgris
configurablesuch that it can be increased or decreased tahsuit
given network density. Similarly, there are othergmeters that
affect the functioning of the routing protocol. Fe@ample, during
the Border Node Selectioprocess, at one point in time, nodes

allocation process in order to broadcast a packe¢hé network,
which is same as the BBR border node selectionegsocThe
other routing protocol in this category, BROADCOMWE], also

exhibits the same features as BBR, hence, impliagthe same
component architecture can be utilised as.well

Result: For protocols from the same category, a minimande

needs to be brought to the architecture such a<réeion of

components that process data packets as per thecpro
specification. Our architecture can easily be asthpb another
protocol, thus facilitating the new protocol’s irplentation.

Scenario 2: Protocols from different categories.
The category i®elay-Tolerant and the protocols aiADD [12]
andMax_Prop [13].

VADD: In VADD, three different modes are applied for keic
dissemination: Intersection, StraightWay and Desiim. Upon
analyzing VADD, it is found that its implementati@onsists of
the following componentsiNeighbourDiscovery PacketSender

have to takelecisions about whether they should re-broadcast a DataPacketHandler Storg Forward, StreetMapData(to obtain

packet T.q) or whether they are the next border node to cairry
forward a packet receivedl{,). This decision is based on a
given number of neighbours. These parameters camfgured
in the architecture at design and run-time; e.g. tlumber of
neighbours tested ifi,, can be decreased in a low density
that a border node may still decide to re-broadcast

Moreover, although the BBR component architectsrdeveloped
for a sparse network, it can be adapted to be geglin a dense
network. In this case, there is no need to cargkets given the
availability of nodes, implying changes to the dégafation such
as removing theStore component and adjusting the controller
parameters as mentioned above.

The Packet Processorcomponent can be divided into sub-
components to perform tasks such as:

1) Broadcasting a packettimes when no border node is selected.
2) Initiating the Border Node selection process.

In the implementation, these tasks are used widh shme
frequency and are encapsulated within the same aoemp.
However, in dense areas, it is possible that theéitealways be
neighbouring nodes, implying that the second task fbe
executed most. This is encapsulated within a subpcment that
is plugged into the system. This shows that the pmrant
architecture can be configured flexibly to integrdine-grained
components without affecting the operation of thetqcol.

5.2 Commonalities in VANET Routing

We have considered 3 scenarios to identify comniiesland
variabilities among routing protocols. All VANET uwting

methods perform sending and receiving of a padateduling
the execution of particular tasks or discovering #lurrounding
neighbours. The re-usable components that perfohmset
functions have been enclosed within a dashed tinigure 3 to
highlight how we exploit these commonalities.

Scenario 1: Routing protocols from the same categgr The
category iBroadcast; we comparé’ RADE [16] to BBR.

TRADE: Since this protocol is similar to the BBR protacall
the components of BBR can be re-used to adapt ithto
requirements of TRADE. The latter also mentionsoeder node

street map data),IntersectionModge StraightWayMode and
DestinationMode These last three components show different
ways of forwarding a packet at an intersectionacstraight road
and at a destination respectively. If no node isntbin any of
these modes, then the packet is stored. This asnalhisws that
most of these components are already available flmmgiven
architecture ofBBR and are re-usable. The two components
labelled “BBR” in Figure 3 can be replaced in VADD the
following way: TheDataPacketHandlecomponent will need to
be customized so that it creates packet formats/f&pD. The
PacketProcessocomponent can be replaced by th&ersection
StraightWayand Destination modes, which represent the core
function of the protocol. All of these will be sujgal with street
map information from &aStreetMapDatacomponent. [12] also
mentions variations in the VADD algorithm, namelyMADD,
D_VADD, MD_VADD and H_VADD. Each of these has a
different approach to deal with tihetersectionmode. This means
that thelntersectioncomponent can be further refined into sub-
components. H_VADD, being a hybrid of the othersi@ns, can
be implemented as a controller to coordinate thiers.

MAX_PROP: Max_Prop operates in three basic stages
(Neighbour DiscoveryData Transferand Storage Management
The common components that we have identified are
NeighbourDiscoveryPacketSender, Time6tore Forward and
DataPacketHandlerHowever, the last two components need to
be adapted: thEorward component must accommodate deletion
of packets based on whether they have been ackdgedeas
delivered. TheDataPacketHandlermust be customized to the
packet format of Max_Prop. The new component tadided is a
Prioritizing component (used to allocate priority to messages
before they are actually distributed). Since thencfions
coordinated by the latter component are complemay need to

be refined into sub-components. For instance, diits functions

is to calculate the probability of node meetingsguired in
message routing. This can be separately developed aub-
component to be used in other protocol implemennati

We repeated the scenario; this time with a diffekategory i.e.
Cluster-Basedand the protocol analyzedi®RA_CBF [10].
LORA_CBF: This protocol can be summarized in four stages:
Cluster FormationLocation DiscoveryRoutingof Data Packets



and Maintenanceof Location Information These can in turn be
mapped onto the following componefgsénilar to those in BBR):
NeighbourDiscoveryTimer, PacketSenderStore Forward. The

[3] Szyperski, C. 1998. Component Software: Beyddisiect-
Oriented Programming. Addison-Wesley.
[4] Li, F. and Wang, Y. 2007. Routing in vehiculad hoc

PacketProcessotomponent needs to be replaced by a new one tonetworks: A survey. IEEE Vehicular Technology Magaz 2, 2

performCluster Formationinstead of Border Node Selection.

Result: The scenario shows the potential for
components. The component architecture can be groefi to
accommodate the variabilities of different categerof routing,
combining reusable components with the additiofing-grained
components specific to individual protocol behaviou

Scenario 3: Show different component architecture of a
routing protocol from a different category, yet identifying a

percentage of commonality.The category iSQoS (Quality of
Service) and the protocol analyzedis&/RU [14].

MURU: The functionalities of MURU arecalculate the EDD
metric capture street map dat@alculate shortest trajectorio
the destination find vehicle location, check vehicle speed,
generate RREQ messagedperform a pruning mechanisrigach

of these can be mapped onto individual componesntsong
which those common with BBR ar®ataPacketHandlemhen
customized to properly format packets and alsoter&REQ
messagesPacketSendeand Timer (must be adapted to perform
the pruning to allow a node to delay the forwardofga RREQ
message). N&toreandForward components are required.

Result: This shows that when variabilities exceed comritieal
for a particular routing strategy, then there ttidlipotential for
configuration of the component architecture. Howevthe
common architecture remains useful particularly nviaelapting
behaviour e.g. if it was required to move from gimple BBR
behaviour to more complex MURU behaviour.

6. CONCLUSIONS & FUTURE WORK

In this paper, we have highlighted the benefiteaafomponent-
based approach in the implementation of VANET mogiti
protocols. We have demonstrated that most protositsn our

categories (for example position-based, clusteedjasshare
common patterns and we also demonstrated how ttesebe

mapped on to common components. The variabilig@salso be
mapped on to new components specific to the protmud can be
plugged into the system. The common components lman
separated from the more protocol-specific onesteamte provide
a common platform in the implementation of VANEUtiag. We

have shown that, through such an approach, themmsgitation is
configurable at deployment time. As future work, iméend to

show how such component architectures can be dyadynie-

configured in order to adapt the system to the onwgehanging

network conditions; hence facilitating both the elepment and
deployment of more flexible VANET routing protocols
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