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ABSTRACT. A parametric weighted grapls a graph whose edges are labeled with continuous real
functions of a single common variable. For any instantiatbthe variable, one obtains a standard
edge-weighted graph. Parametric weighted graph probleengeneralizations of weighted graph
problems, and arise in various natural scenarios. Parenvetdighted graph algorithms consist of
two phases. Apreprocessing phasehose input is a parametric weighted graph, and whose output
is a data structure, the advice, that is later used byrtantiation phasewhere a specific value for
the variable is given. The instantiation phase outputs thatien to the (standard) weighted graph
problem that arises from the instantiation. The goal is teetthe running time of the instantiation
phase supersede the running time of any algorithm that sahe weighted graph problem from
scratch, by taking advantage of the advice.

In this paper we construct several parametric algorithmthshortest path problem. For the case
of linear function weights we present an algorithm for theg source shortest path problem. lIts
preprocessing phase runs(i}(V‘*) time, while its instantiation phase runs in oy E + V' log V')
time. The fastest standard algorithm for single sourcetekbpath runs i®(V E) time. For the case
of weight functions defined by degréeolynomials, we present an algorithm with quasi-polyndmia
preprocessing tim@(V (1 +les f(d)los V') and instantiation time only (V). In fact, for any pair
of verticesu, v, the instantiation phase computes the distance facdmv in only O(log? V) time.
Finally, for linear function weights, we present a randosdialgorithm whose preprocessing time is
O(V3*®) and so that for any pair of vertices v and any instantiation variable, the instantiation phase
computes, ir0O(1) time, a length of a path from to v that is at most (additively) larger than the
length of a shortest path. In particular, an all-pairs gsirpath solution, up to an additive constant
error, can be computed i@ (V?) time.

1998 ACM Subject Classificatiorf.2.3.
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1. Introduction

In networking or telecommunications the search for the minh-delay path (that is the short-
est path between two points) is always on. The cost on eaah dug is the time taken for a signal
to travel between two adjacent nodes of the network, is dtémnction of real time. Hence the
shortest path between any two nodes changes with time. @$eame can run a shortest path al-
gorithm every time a signal has to be sent, but usually sotioe kmowledge of the network graph
is given in advance, such as the structure of the networkhgaad the cost functions on each edge
(with time as a variable).

How can one benefit from this extra information? One plaesibhy is to preprocess the
initial information and store the preprocessed informati@very time the rest of the input is given,
using the preprocessed information, one can solve the @gatiion problem faster than solving the
problem from scratch. Even if the preprocessing step isresipe one would benefit by saving
precious time whenever the optimal solution has to be coetpuhlso, if the same preprocessed
information is used multiple times then the total amountesiources used will be less in the long
run.

Similar phenomena can be observed in various other conubiabbptimization problems that
arise in practice; that is, a part of the input does not chamgfe time and is known in advance.
However, many times it is hard to make use of this extra infdrom.

In this paper we consider only those problems where the winplat is a weighted graph.
We assume that the graph structure and some knowledge of Heweights on the edges are
generated are known in advance. We call thisftivetion-weighted grapk- it is a graph whose
edges are labeled with continuous real functions. Wherhallftinctions are univariate (and all
have the same variable), the graph is callgdiametric weighted graphn other words, the graph
isG = (V,E,W) whereW : E — F andF is the space of all real continuous functions with
the variablex. If G is a parametric weighted graph, ande R is any real number, the&'(r)
is the standard weighted graph where the weight of an edgedefined to bgW (e))(r). We
say thatG(r) is aninstantiationof G, since the variable: in each function is instantiated by the
valuer. Parametric weighted graphs are therefore, a genericirsstaf infinitely many instances
of weighted graphs.

The idea is to use the generic instad¢® precompute some general generic informafigd),
such that for any given instantiati@®(r ), we will be able to use the precomputed informatigt)
in order to speed up the time to solve the given probler&'on, faster than just solving the problem
on G(r) from scratch. Let us make this notion more precise.

A parametric weighted graph algorithrfor, for brevity, aparametric algorithm consists of
two phases. Apreprocessing phaserhose input is a parametric weighted gra@h and whose
output is a data structure (the advice) that is later usedhdinstantiation phasewhere a specific
value r for the variable is given. The instantiation phase outphes golution to the (standard)
weighted graph problem on the weighted graph). Naturally, the goal is to have the running
time of the instantiation phase significantly smaller thhe tunning time of any algorithm that
solves the weighted graph problem from scratch, by takinguataige of the advice constructed in
the preprocessing phase. Parametric algorithms are therevaluated by a pair of running times,
the preprocessing timand theinstantiation time

In this paper we show that parametric algorithms are beaéfior one of the most natural
combinatorial optimization problems: trahortest pathproblem in directed graphs. Recall that
given a directed real-weighted graghand two vertices, v of G, the distance from to v, denoted
by é(u, v), is the length of a shortest path franto v. Thesingle pairshortest path problem seeks to
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computei(u, v) and construct a shortest path franto v. Likewise, thesingle sourceshortest path
problem seeks to compute the distances and shortest pathsfgiven vertex to all other vertices,
and theall pairs version seeks to compute distances and shortest pathsdvealV@rdered pairs of
vertices. In some of our algorithms we forgo the calculatibthe path itself to achieve a shorter
instantiation time. In all those cases the algorithms caedsily modified to also output a shortest
path, in which case their instantiation time is the sum oftlime it takes to calculate the distance
and a time linear in the size of the path to be output.

Our first algorithm is a parametric algorithm for single smushortest path, in the case where
the weights ardinear functions. That is, each edgss labeled with a functiom.z + b. wherea,
andb,. are reals. Such linear parametrization has practical itapoe. Indeed, in many problems
the cost of an edge is composed from some constant term pkrsnavthich is a factor of some
commodity, whose cost varies (e.g. bank commissions, &a&sf vehicle maintenance costs, and so
on). Our parametric algorithm has preprocessing tiiie*) and instantiation timée(m +n logn)
(throughout this papet andm denote the number of vertices and edges of a graph, resglgltiv
We note that the fastest algorithm for the single sourcetssippath in real weighted directed graphs
requiresO(nm) time; the Bellman-Ford algorithm [2]. The idea of our preg@ssing stage is to
precompute some other linear functions, onvkeices so that for every instantiation, one can
quickly determine whethef (r) has a negative cycle and otherwise use these functions ¢&lyui
produce a reweighing of the graph so as to obtain only nortivegaeights similar to the weights
obtained by Johnson’s algorithm [12]. In other words,aveid the need to run the Bellman-Ford
algorithm in the instantiation phase. T@én4) time in the preprocessing phase comes from the use
of Megiddo’s[13] technique that we need in order to comphéelinear vertex functions.

Theorem 1.1. There exists a parametric algorithm for single source séstrpath in graphs weighted
by linear functions, whose preprocessing timeJig:*) and whose instantiation time @ (m +
nlogn).

Our next algorithm applies to a more general setting wheeewhights are polynomials of
degree at most. Furthermore, in this case our goal is to have the instamtigihase answering
distance queries between any two verticesublineartime. Notice first that if we allow exponential
preprocessing time, this goal can be easily achieved. $higtihard to see since the overall possible
number of shortest paths (whervaries over the reals) i©(n!), or from Fredman’s decision tree
for shortest paths whose height(%n2°) [8]. But can we settle fosub-exponentigbreprocessing
time and still be able to have sublinear instantiation tir@ef? next result achieves this goal.

Theorem 1.2. There exists a parametric algorithm for the single pair gket path problem in
graphs weighted by degrekpolynomials, whose preprocessing tim@ig:(©(1)+1og f(d)) logn) and
instantiation timeO (log?n), where f(d) is the time required to compute the intersection points

of two degreeal polynomials. The size of the advice that the preprocesdiggrithm produces is
O(n(0(1)+logd) logn).

The above result falls in the subject of sensitivity anawshere one is interested in studying
the effect on the optimal solution as the value of the parameitanges. We give a linear-time
(linear in the output size) algorithm that computes the kireppoints.

The practical and theoretical importance of shortest pathlpms lead several researchers to
consider fast algorithms that settle for an approximatatekbpath. For the general case (of real
weighted digraphs) most of the algorithms guarantee:-atretchfactor. Namely, they compute a
path whose length is at most (u, v). We mention here thél + ¢)-stretch algorithm of Zwick for
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the all-pairs shortest path problem, that runé)(m“) time when the weights are non-negative reals
[18]. Herew < 2.376 is the matrix multiplication exponent [5].

Here we consider probabilistic additive-approximatiogoaithms, orsurplusalgorithms, that
work for linear weights which may have positive and negat®eies (as long as there is no negative
weight cycle). We say that a shortest path algorithm has-surplus if it computes paths whose
lengths are at most(u, v) 4+ €. We are unaware of any truly subcubic algorithm that guaesiin
e-surplus approximation, and which outperforms the fagieseral all-pairs shortest path algorithm
[4].

In the linear-parametric setting, it is easy to obtasurplus parametric algorithms whose pre-
processing time i€ (n?) time, and whose instantiation time, for any ordered painefrigd vertices
u, v is constant. It is assumed instantiations are taken fromedatarval I whose length is inde-
pendent ofn. Indeed, we can partitiod into O(n) subintervalsly, I, . .. of sizeO(1/n) each,
and solve, in cubic time (say, using [7]), the exact allpa@olution for any instantiation that is
an endpoint of two consecutive intervals. Then, givenary!l; = (a;,b;), we simply look at the
solution forb; and notice that we are (additively) off from the right answely by O(1). Standard
scaling arguments can make the surplus smaller ¢h8ut do we really need to sper@(n?) time
for preprocessing? In other words, can we invest (signifigatess thanO(n?*) time and still be
able to answer instantiated distance querie®{n) time? The following result gives a positive
answer to this question.

Theorem 1.3. Lete > 0, let [, 3] be any fixed interval and let be a fixed constant. Suppo&e

is a linear-parametric graph that has no negative weightiegan the intervala, 5], and for which
every edge weight, + zb. satisfiega.| < ~. There is a parametric randomized algorithm for the
e-surplus shortest path problem, whose preprocessing &rog:i?°) and whose instantiation time
is O(1) for a single pair, and henc®(n?) for all pairs.

We note that this algorithm works in the restricted addimmparison model. We also note
that given an ordered pair,v andr € [«, (], the algorithm outputs, i®(1) time, a weight of an
actual path fromu to v in G(r), and points to a linked list representing that path. Nalyridlone
wants to output the vertices of this path then the time far idiinear in the length of the path.

The rest of this paper is organized as follows. The next saioseshortly surveys related
research on parametric shortest path problems. In thedbrions following it we prove Theorems
1.1, 1.2 and 1.3. Section 5 contains some concluding renaaitk®pen problems.

1.1. Related research

Several researchers have considered parametric verdi@mosnbinatorial optimization prob-
lems. In particular function-weighted graphs (under ddfé names) have been extensively studied
in the subject of sensitivity analysis (see [11]) where thidy the effect on the optimal solution
as the parameter value changes.

Murty [14] showed that for parametric linear programminglgems the optimal solution
can change exponentially many times (exponential in thebmunof variables). Subsequently,
Carstensen [3] has shown that there are constructions fiehwite number of shortest path changes
while z varies over the reals is*(°2™) In fact, in her example each linear function is of the form
ae + xbe and botha, andb, are positive, and varies in[0, oc]. Carstensen also proved that this is
tight. In other words, for any linear-parametric graph thenber of changes in the shortest paths
is n@Uegn) A simpler proof was obtained by Nikolova et al. [16], thasaksupply am©(os")
time algorithm to compute the path breakpoints. Their meithowever, does not apply to the case
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where the functions are not linear, such as in the case oéddgrolynomials. Gusfield [10] also
gave a proof for the upper bound of the number of breakpointise linear function version of the
parametric shortest path problem, in addition to studyingmber of other parametric problems.

Karp and Orlin [15], and, later, Young, Tarjan, and Orlin JEbnsidered a special case of
the linear-parametric shortest path problem. In their ceaeh edge weight is either some fixed
constanb, or is of the formb, — x. Itis not too difficult to prove that for any given vertexwhenz
varies from—oo to the largest: for which G(x() has no negative weight cycle (possibly = o),
then there are at mogk(n?) distinct shortest path trees fromto all other vertices. Namely, for
eachr € [—oo, x| one of the trees in this family is a solution for single-s@ushortest path in
G(r). The results in [15, 17] cleverly and compactly computeladise trees, and the latter does it
in O(nm + n?logn) time.

2. Proof of Theorem 1.1
The proof of Theorem 1.1 follows from the following two lemsa

Lemma 2.1. Given alinear-weighted grapfy = (V, £, W), there existy, f € RU{—oo}U{+0o0}
s~uch thatG(r) has no negative cycles if and onlyif< » < /3. Moreovera and 3 can be found in
O(n*) time.
Lemma2.2. LetG = (V, E, W) be a linear-weighted graph. Also lat 5 € RU{—oo} U {400}
be such that at least one of them is finite and forcall> » > [ the graphG(r) has no negative
cycle. Then for every vertexc V there exists a linear functioglLo"ﬁ] such that if the new weight
functionT”’ is given by

W' ((u,0)) = W ((u,0)) + gl — gl
then the new linear-weighted grajghi = (V, E, W') has the property that for any real < r» < 3
all the edges irG’(r) are non-negative. Moreover the functiqﬁg’m for all v € V can be found in
O(mn) time.

So given a linear-weighted grajgh we first use Lemma 2.1 to computeand. If at least one
[cv, 5]

of a and g is finite then using Lemma 2.2 we compute théinear functionsg, ', one for each
v e V. If a =—ooandf = 400, then using Lemma 2.2 we compute thelinear functionSgLa’O]

andgLO’m. These linear functions will be the advice that the prepsitgy algorithm produces. The

above lemmas guarantee us that the advice can be computee 'ﬂi(tn‘l), that is the preprocessing
time isO(n4).

Now when computing the single source shortest path problem ¥ertexv for the graphG(r)
our algorithm proceeds as follows:

(1) If r < aworr > (B output “—oco” as there exists a negative cycle (such instances are consid
ered invalid).

(2) If a« < r < B and at least one aof or j is finite then compute,, () for all w € V. Use
these to re-weight the edges in the graph as in Johnson’stalgd12]. If o« = —oc and
B = +oothenifr <0 computegLa’O] (r)forallu e Vandifr >0 computegLO’m (r) for
all u € V. Notice that after the reweighing we have an instancg’¢f ).

(3) Use Dijkstra’s algorithm [6] to solve the single sourt®iest path problem i’ (r). Di-
jkstra’s algorithm applies sing@’(r) has no negative weight edges. The shortest paths tree
returned by Dijkstra’s algorithms applied 8 (r) is also the shortest paths treeditr). As
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in Johnson'’s algorithm, we use the result®, v) of G'(r) to deducel(v, ) in G(r) since,
by Lemma 2.2i(v,u) = d'(v,u) — gy(r) + gu (7).
The running time of the instantiation phase is dominatechbytinning time of Dijkstra’s algorithm
which isO(m + nlogn) [9].

2.1. Proof of Lemma 2.1

Since the weight on the edges of the gra&plare linear functions, we have that the weight of
any directed cycle in the graph is also a linear function.@gtCs, . . . , Cr be the set of all directed
cycles in the graph. The linear weight function of a cyClewill be denoted by wtC;). If wt(C;)
is not the constant function, then let be the real number for which the linear equatior{@?
evaluates to).

Let o and be defined as follows:

a =max {v; | wt(C;) has a positive sloge
8 = min {~; | wt(C;) has a negative slope

Note that if w{C;) has a positive slope thep = min, {wWt(C;)(x) > 0}. Thus for allx > ~;
the value of wtC;) evaluated at is non-negative. So by definition for all > « the value of the
wt(C;) is non-negative if the slope of W) is positive, and for any: < « there exists a cycl€’;
such that w¢C;) has positive slope and \;)(x) is negative. Similarly, for alk < g the value of
the wi(C;) is non-negative if the slope of ;) is negative and for any > [ there exists a cycle
C; such that wtC;) has negative slope and ;) () is negative.

This proves the existence of and 5. There are, however, two bad cases that we wish to
exclude. Notice that itv > [ this means that for any evaluation atthe resulting graph has a
negative weight cycle. The same holds if there is some cyrevhich wiC;) is constant and
negative. Let us now show how and S can be efficiently computed whenever these bad cases
do not hold. Indeedy is the solution to the following Linear Program (LP), whicasha feasible
solution if and only if the bad cases do not hold.

Minimize z under the constraints

Vi, Wt(C;) () > 0.

Thisis an LP on one variable, but the number of constraim$beaxponential. Using Megiddo’s[13]
technique for finding the minimum ratio cycles we can solve lihear-program irO(n* log n)
steps.

2.2. Proof of Lemma 2.2

Let o and 3 be the two numbers such that for all< r» < /3 the graphG(r) has no negative
cycles and at least one afand is finite.

First let us consider the case when batland g are finite. Recall that, given any number
Johnson'’s algorithm associates a weight functibn V' — R such that, for any edge:, v) € F,

Wiuw)(r) +h"(u) — h"(v) > 0.
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(Johnson’s algorithm computes this weight function by ragrthe Bellman-Ford algorithm over
G(r)). Define the weight functiop.®” as
i) = (U o e - (Y
This is actually the equation of the line joinirig, A (v)) and (8, A (v)) in R2.
Now we need to prove that for evety< r < (3 and for every(u,v) € V,
Wi (r) + 9577 (r) = gi(r) > 0.
Sincea < r < 3, one can write- = (1 — )« + 6 wherel > § > 0. Then for allv € V,
glBl(ry = (1 = 6)n® (v) + 6P (v) .
SinceW(,,,(r) is a linear function we can write

W(u,v) (T) = (1 - 5)W(u,v) (Oé) + 6W(u,v) (ﬁ) :
So after re-weighting the weight of the edge v) is
(1 = )Wy () + 6Wiy0) (B) + (1 — 6)A* (u) + 6B (u) — (1 — §)h* (v) — 6h° (v) .
Now this is non-negative as by the definition’af andh® we know that botiV ..y (B) + hP (u) —
hP(v) and Wiuw) (@) + h%(u) — h*(v) are non-negative.

We now consider the case when onecobr § is not finite. We will prove it for the case
where3 = 4oo. The casen = —oo follows similarly. Consider the simple weighted graph
G = (V, E,W4) where the weight functio®V, is defined as: if the weight of the edgas
W(e) = acx + b. thenWo(e) = a..

We run the Johnson’s algorithm on the gragh . Let h>°(v) denote the weight that Johnson’s
algorithm associates with the vertexThen define the weight functiqyia’oo] as

g (z) = h*(v) + (2 — )h™(v) .
We need to prove that for every < r and for every(u, v) € V,
Wi (r) 45> (1) =gl (r) = Wi, (r) 42 () 4 (r—a)h™ () =h* (v) = (r—a)h™® (v) > 0.

Letr = a + ¢ whered > 0. By the linearity ofillV’ we can writeW,, ,y(r) = W, (@) + da(y ),
whereW,, ) (1) = )" + bu,v)- SO the above inequality can be restated as
Wi (@) + bag, ) + h*(u) + 0~ (u) — h*(v) — 6h>(v) > 0.

This now follows from the fact that both,, .y () + h%(u) — h*(v) anday ) + h*°(u) — h*>(v)
are non-negative.
Since the running time of the reweighing part of Johnsorgor@thm takesO(mn) time, the

overall running time of computing the functioggy’ﬁ] is O(mn), as claimed.
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3. Proof of Theorem 1.2

In this section we construct a parametric algorithm thatates the distanc&u, v) between
a given pair of vertices. If one is interested in the actudh paalizing this distance, then it can be
found with some extra book-keeping that we omit in the proof.

The processing algorithm will output the following advider any pair(u,v) € V x V the
advice consists of a set of+ 2 increasing real numbersco = by < by < -+ < by < by = 0
and an ordered set of degrégolynomialspg, p1, . . ., pt, such that for alb; < r < b;; the weight
of a shortest path it¥(r) from u to v is p;(r). Note that each, corresponds to the weight of a path
from u to v. Thus if we are interested in computing the exact path theneree to keep track of the
path corresponding to eagh

Givenr, the instantiation algorithm has to find theuch that); < » < b;;; and then output
pi(r). So the output algorithm runs in tin@(log t). To prove our result we need to show that for
any(u,v) € V x V we can find the advice in tim@( f(d)n)'°e™. In particular this will prove that
t = O(dn)"&™ and hence the result will follow.

Definition 3.1. A minBaseis a sequence of increasing real numbers = by < by < --- < by <
b.+1 = oo and an ordered set of degrégolynomialspg, p1, . . . , pt, such that for alb; < r < b;;

and allj # i, p;(r) < p;(r).

We call the sequence of real numbersltheaks We call each intervdb;, b; 1] thei-th interval
of the minBase and the polynomig] the i-th polynomial. Thesizeof the minBase ig.

The final advice that the preprocessing algorithm produsasiinBase for every paji, v) €
V x V where thei-th polynomial has the property thaf(r) is the distance from to v in G(r) for
eachb; <r <b;i1.

Definition 3.2. A minBase’(u,v) is a minBase corresponding to the ordered pair, where the
i-th polynomialp; has the property that for € [b;, b;11], p;(r) is the length of a shortest path from
wtov in G(r), that is taken among all paths that use at méstdges.

A minBase'(u,w,v) is a minBase corresponding to the ordered triplew, v) where thei-th
polynomial p; has the property that for eaehe [b;,b;+1], pi(r) is the sum of the lengths of a
shortest path fromx to w in G(r), among all paths that use at m@$tedges, and a shortest path
fromw tov in G(r), among all paths that use at mastedges.

Note that in both of the above definitions some of the polyradsntan betoco or —oo.

Definition 3.3. If B, and B, are two minBases (not necessarily of the same size), witmpatials
p} andp?, we say that another minBase with breaksind polynomialgj, is min(B; + B,) if the
following holds.

(1) For allk there exist, j such thap}, = p; + p?, and

(2) Forb, <r < bj,,, and for alli, j we havepj,(r) < p}(r) + p3(r).
Definition 3.4. If By, Bo, ..., Bs ares minBases (not necessarily of the same size), with polynomi-
alsp} ,p?,...,pi , another minBase with break§ and polynomialg), is min{Bi, By, ..., B}
if the following holds.

(1) For allk there exisy such thap) = p?q, and

(2) Forb), <r <, andforalll <g < sand alli;, we havep) (r) < p{ (r).

Note that using the above definition we can write the follaywiwo equations:

minBase™ (u,v) = mi‘r} {minBaseg(u,w,v)} . (3.1)
we
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minBase®(u, w,v) = min (minBaseg(u, w) + minBase®(w, v)) . (3.2)

The following claim will prove the result. The proof of theagh is omitted due to lack of
space.

Claim 3.5. If B; and B, are two minBases of sizeés andt, respectively, then
(@) min(B; + Bs) can be computed from¥; and B, in time O(t1 + t2).
(b) min{Bj, B2} can be computed fron8; and B; in time O(f(d)(¢t1 + t2)), wheref(d) is
the time required to compute the intersection points of tegrded polynomials. The size
of min{Bl, BQ} is O(d(tl + tg)).

In order to computenin{ By, ..., By} one recursively compute¥ = min{By, ..., B,»} and
Y = min{B,/211,- .., Bs} and then takemin{ X, Y'}.

If there are no negative cycles, then the advice that thantistion algorithm needs from
the preprocessing algorithm consistsrmefnBase'°8"1 (u, v). To deal with negative cycles, both
minBasel'°8"l (u, v) and minBase'°8"1*1 (4, v) are produced, and the instantiation algorithm
compares them. if they are not equal, then the correct oigptio.

Also note thatminBase(u, v) is the trivial minBase where the breaks arec and+oo and
the polynomial is weightV ((u, v)) associated to the edge, v) if (u,v) € F and+oc otherwise.

If the size ofminBase’(u, v) is sy, then by (3.1), (3.2), and by Claim 3.5 the time to compute
minBase ™ (u,v) is O(f(d))°¢"s, and the size ofninBase'™! (u,v) is O(d)'°8"s,. Thus one
can compute the advice farandv in time

(O(f(d))logn)logn — O(n(o(l)-i-logf(d))logn) ’
and the length of the advice string@gn(©()+logd)logn)

4. Proof of Theorem 1.3

Given the linear-weighted gragh = (V, E, W), our preprocessing phase begins by verifying
that for allr € [«, 3], G(r) has no negative weight cycles. From the proof of Lemma 2.2 wosvk
that this holds if and only if botliz(«) andG(3) have no negative weight cycles. This, in turn, can
be verified inO(mn) time using the Bellman-Ford algorithm. We may now assumedha) has
no negative cycles for anye [a, 5]. Moreover, since our preprocessing algorithm will solvargé

set of shortest path problems, each of them on a specifictietian of G, we will first compute the

reweighing function@La’ﬁ] of Lemma 2.2 which will enable us to apply, in some cases,rialgos

that assume nonnegative edge weights. Recall that by Len#ntn2 function@?’m forallv e V
are computed il© (mn) time.

The advice constructed by the preprocessing phase is cechpbdsvo distinct parts, which we
respectively call therude-shortadvice and theefined-longadvice. We now describe each of them.
For each edge € F, the weight is a linear functiom. = a. + xzb.. SetK = 8(5 —

a) max, |ae|. Let Ng = [Ky/nlnn/e| and letN; = [Kn/e|. We defineNy + 1 and N, + 1 points
in o, 8] and solve certain variants of shortest path problems itiatad in these points.

Consider first the case of splittifg, 5] into Ny intervals. Letoy = (5 — «) /Ny and consider
the pointsa + ipg for i = 0,..., No. The crude-short part of the preprocessing algorithm solve
Ny + 1 limited all-pairs shortest path problems@{(« +ipg) fori =0, ..., Ny. Sett = 4\/nlnn,
and letd; (u, v) denote the length of a shortest path fraerto v in G(« + ipg) that is chosen among
all paths containing at mostvertices (possiblyl;(u,v) = oo if no such path exists). Notice that
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d;(u,v) is not necessarily the distance framo v in G(a + ipg), since the latter may require more
thant vertices. It is straightforward to compute shortest patmitéd to at most: vertices (for
anyl < k < n) in a real-weighted directed graph withvertices in timeO(n? log k) time, by

the repeated squaring technique. In fact, they can be caupntO(n?) time (saving thdog k&
factor) using the method from [1], pp. 204—206. This aldonitalso constructs the predecessor data
structure that represents the actual paths. It followsftivatach ordered pair of vertices v and
foreachi = 0, ..., Ny, we can computé;(u, v) and a patty; (u, v) yielding d; (u, v) in G(a+ipg)

in O(n3|Np|) time which isO(n?51Inn) . We also maintain, at no additional cost, linear functions
fi(u,v) which sum the linear functions of the edgegfu, v). Note also that ifi;(u, v) = oo then
pi(u,v) and f;(u,v) are undefined.

Consider next the case of splittifig, 5] into NV} intervals. Letp; = (8 — «)/N; and consider
the pointsa + ip; fori = 0,..., N;. However, unlike the crude-short part, the refined-long par
of the preprocessing algorithm cannot afford to solve aipaills shortest path algorithm for each
G(a+1ip1), as the overall running time will be too large. Instead, wedamly select a sef C V
of (at most)/n vertices. H is constructed by performing/n independent trials, where in each
trial, one vertex of is chosen tad uniformly at random (notice that since the same vertex can be
selected tad more than oncéH| < /n). For eachh € H and for each = 0, ..., N;, we solve
the single source shortest path problenGitn 4 ip;) from h, and also (by reversing the edges)
solve the single-destination shortest pattvard . Notice that by using the reweighing functions

gz[,a’ﬁ] we can solve all of these single source problems using Dglsshlgorithm. So, for alh € H
andi = 0, ..., Ny the overall running time is

O(IN1||H|(m 4+ nlogn)) = O(n'*m 4+ n*>logn) = O(n>?).

We therefore obtain, for ea¢he H and for eachi = 0,..., N1, a shortest path trég (h), together
with distancesi} (h,v) from h to each other vertex € V, which is the distance from to v in
G(a + ip1). We also maintain the functionf"(h,v) that sum the linear equations on the path
in 77 (h) from h to v. Likewise, we obtain a “reversed” shortest path tt§€h), together with
distances!; (v, h) from eachv € V to h, which is the distance fromto . in G(a+ip;). Similarly,
we maintain the functiong;*(v, h) that sum the linear equations on the patt$jiiz) from v to h.

Finally, for each ordered pair of verticesv and for each = 0, ..., N; we compute a vertex
huv: € H which attainsming,e g df (u, h) + df (h,u) . Notice that the time to construct tltg, , ;
for all ordered pairs:, v and for alli = 0, ..., Ny is O(n3®). This concludes the description of the
preprocessing algorithm. Its overall runtime is th2g23-> In n).

We now describe the instantiation phase. Given € V andr € [«, 3] we proceed as follows.
Let be the index for which the number of the fourH ip is closest ta. As we have the advice
filu,v), we letwy = f;(u,v)(r) (recall thatf;(u, v) is a function). Likewise, lej be the index for
which the number of the formx 4 jp, is closest to-. As we have the advicé = h,, j, we let
wy = f7(u, h)(r)+ £} (h,u)(r). Finally, our answer is = min{wy, w1 }. Clearly, the instantiation
time isO(1). Notice that if we also wish to output a path of weighin G(r) we can easily do so
by using eithep;(u, v), in the case where = wy or usingS; (h) and7’; (h) (we take the path from
u to hin S7(h) and concatenate it with the path frdnto v in T7(h)) in the case where = w.

It remains to show that, with very high probability, the riésuthat we obtain from the instanti-
ation phase is at mostarger than the distance fromto v in G(r). For this purpose, we first need
to prove that the random sét possesses some “hitting set” properties, with very higtaiodity.

For every pair of vertices andv and parameter, letp,, ,, , be a shortest path () among
all simple paths fromu to v containing at least = 4,/nInn vertices (ifG is strongly connected
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then such a path always exist, and otherwise we can justpufor all u, v pairs for which no such
path exists). The following simple lemma is used in an argutrsgmilar to one used in [18].

Lemma 4.1. For fixedu, v andr, with probability at leastl — o(1/n?) the pathp,, ,, contains a
vertex fromH .

Proof. Indeed, the path from, , , by its definition has at leadt,/n Inn vertices. The probability
that all of the,/n independent selections 1@ failed to choose a vertex from this path is therefore

at most e
4y/nl " 1
(1—m> < e dln o — = o(1/n?) .
n

n
|

Let us return to the proof of Theorem 1.3. Suppose that thardie fromu to v in G(r) is 4.
We will prove that with probabilityl — o(1), H is such that for every, v andr we havez < § + ¢
(clearly z > § as it is the precise length of some pathGiir) from « to v). Assume first that
there is a pathy of lengthd in G(r) that uses less thah/n In n edges. Consider the length @fn
G(a+1ipg). When going fronr to o + ipy, each edge with weighta.z + b. changed its length by
at most|a.|po. By the definition ofK’, this is at mospy K /(8(5 — «)). Thus,p changed its weight
by at most

(4y/n1nn) 'poﬁ = (4%11171)% < %

It follows that the length op in G(a +ipg) is less tham + €/2. But p;(u, v) is a shortest path from
utowvin G(a+ipg) of all the paths that contain at mdstertices. In particulaw; (u,v) < d+¢€/2.
Consider the length of;(u,v) in G(r). The same argument shows that the length;6f, v) in
G(r) changed by at most/2. Butwy = f;(u,v)(r) is that weight, and hencey, < § + €. In
particular,z < § + .

Assume next that every path of lengtin G(r) uses at least,/n Inn edges. Lep be one such
path. When going from to ' = « + jp1, each edge with weighta.z + b. changed its length by
at most|a.|p1. By the definition ofK, this is at mosp; K /(8(5 — «)). Thus,p changed its weight

by at most
K K €

Ty B A
In particular, the length op,, , ,» is not more than the length ofin G(r'), which, in turn, is at
most§ + €/8. By Lemma 4.1, with probability — o(1/n3), some vertex of, appears o, , .
Moreover, by the union bound, with probability- o(1) all paths of the type,, ,,,» (remember that
r’ can hold one ofD(n) possible values) are thus covered by theBetLet ' be a vertex off
appearing irp, , ,». We therefore have; (u, h') + d;(h',v) < 6 + ¢/8. Sinceh = hy,, ; is taken
as the vertex which minimizes these sums, we have, in p&tjef (u, h) + dj(h,v) < § +€/8.
Consider the patl in G(a + jpi1) realizingd; (u, h) + d;(h,v). The same argument shows that
the length ofy in G(r) changed by at mos/8. Butw; = f7(u, h)(r) + f; (h,v)(r) is that weight,
and hencev; < ¢ + €¢/4. In particular,z < § + €/4.

5. Concluding remarks

We have constructed several parametric shortest pathithlgsr whose common feature is that
they preprocess the generic instance and produce an abeicertables particular instantiations to
be solved faster than running the standard weighted distalgorithm from scratch. It would be



178 S. CHAKRABORTY, E. FISCHER, O. LACHISH, AND R. YUSTER

of interest to improve upon any of these algorithms, eithethiir preprocessing time or in their
instantiation time, or both.

Perhaps the most challenging open problem is to improve riggrq@cessing time of Theorem
1.2 to a polynomial one, or, alternatively, prove an hardmesult for this task. Perhaps less ambi-
tious is the preprocessing time in Theorem 1.1.

Finally, parametric algorithms are of practical importarfior other combinatorial optimization
problems as well. It would be interesting to find applicasiovhere, indeed, a parametric algorithm
can be truly beneficial, as it is in the case of shortest paihlpms.
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