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ABSTRACT. We construct efficient data structures that are resiligairest a constant fraction of
adversarial noise. Our model requires that the decoderemsnostqueries correctly with high
probability and for the remaining queries, the decoder Witfn probability either answers correctly
or declares “don’t know.” Furthermore, if there is no noisetlee data structure, it answet queries
correctly with high probability. Our model is the common gealization of an error-correcting data
structure model proposed recently by de Wolf, and the natfdinelaxed locally decodable codes”
developed in the PCP literature.

We measure the efficiency of a data structure in terms deitgth (the number of bits in its
representation), and query-answering time, measuredéwumber ofit-probesto the (possibly
corrupted) representation. We obtain results for the fahg two data structure problems:

e (Membership) Store a subsgbf size at most from a universe of size such that membership

queries can be answered efficiently, i.e., decide if a givement from the universe is ifi.

We construct an error-correcting data structure for thablfam with length nearly linear in
slog n that answers membership queries witfil ) bit-probes. This nearly matches the asymp-
totically optimal parameters for the noiseless case: le6Xt log n) and one bit-probe, due to
Buhrman, Miltersen, Radhakrishnan, and Venkatesh.

e (Univariate polynomial evaluation) Store a univariateypamial g of degreedeg(g) < s over
the integers modul@ such that evaluation queries can be answered efficiently,viie can
evaluate the output of on a given integer modulo.

We construct an error-correcting data structure for thabfgm with length nearly linear in
slogn that answers evaluation queries withlylog s - log' 7" n, bit-probes. This nearly
matches the parameters of the best-known noiseless cctistrudue to Kedlaya and Umans.
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1. Introduction

The area of data structures is one of the oldest and mostrueratal parts of computer science,
in theory as well as in practice. The underlying question tisn@-space tradeoff: we are given a
piece of data, and we would like to store it in a short, spdfielent data structure that allows
us to quickly answer specific queries about the stored data.or@ extreme, we can store the
data as just a list of the correct answers to all possibleiggierThis is extremely time-efficient
(one can immediately look up the correct answer withoutgl@iny computation) but usually takes
significantly more space than the information-theoretinimum. At the other extreme, we can
store a maximally compressed version of the data. This rdéthextremely space-efficient but not
very time-efficient since one usually has to undo the whotemession first. A good data structure
sits somewhere in the middle: it does not use much more spacethe information-theoretic
minimum, but it also stores the data in a structured way thablkes efficient query-answering.

Itis reasonable to assume that most practical implementatf data storage are susceptible to
noise over time some of the information in the data structure meagdorupted or erased by various
accidental or malicious causes. This buildup of errors neyse the data structure to deteriorate
so that most queries are not answered correctly anymorerdicgly, it is a natural task to design
data structures that are not only efficient in space and tumalbo resilient against a certain amount
of adversarialnoise, where the noise can be placed in positions that maladohg as difficult as
possible.

Ways to protect information and computation against noése ibeen well studied in the theory
of error-correcting codes and of fault-tolerant compotatilin the data structure literature, construc-
tions under often incomparable models have been designemptwith noise. We mention a few
of these models here. First, Aumann and Bender [1] studigdgrebased data structures such as
linked lists, stacks, and binary search trees. In this maatebrs (adversarial but detectable) occur
whenever all the pointers from a node are lost. They stutdiediépendence between the number of
errors and the number of nodes that become irretrievabtedasigned a number of efficient data
structures where this dependence is reasonable.

Another model for studying data structures with noise isféudty-memory RAM model, in-
troduced by Finocchi and Italiano [10]. In a faulty-memorpRR, there areO(1) memory cells
that cannot be corrupted by noise. Elsewhere, errors (saial and undetectable) may occur at
any time, even during the decoding procedure. Many datatstel problems have been examined
in this model, such as sorting [8], searching [9], priorityeges [13] and dictionaries [4]. How-
ever, the number of errors that can be tolerated is typidalg than a linear portion of the size
of the input. Furthermore, correctness can only be guasdnfer keys that are not affected by
noise. For instance, for the problem of comparison-sorting: keys, the authors of [8] designed
a resilient sorting algorithm that toleratg8: log n keys being corrupted and ensures that the set of
uncorrupted keys remains sorted.

Recently, de Wolf [19] considered another model of resilgata structures. The representa-
tion of the data structure is viewed as a bit-string, fromakihé decoding procedure can read any
particular set of bits to answer a data query. The represemtanust be able to tolerate a constant
fraction § of adversarial noise in the bit-strihgbut not inside the decoding procedure). His model
generalizes the usual noise-free data structures (wheré) as well as the so-called “locally de-
codable codes” (LDCs) [14]. Informally, an LDC is an encaglthat is tolerant of noise and allows

Iwe only consider bit-flip-errors here, not erasures. Simaswes are easier to deal with than bit-flips, it suffices to
design a data structure dealing with bit-flip-errors.
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fast decoding so that each message symbol can be retriekredtbowith high probability. Using
LDCs as building blocks, de Wolf constructed data structdioe several problems.

Unfortunately, de Wolf’'s model has the drawback that theénogl time-space tradeoffs are
much worse than in the noise-free model. The reason is thia@lvn constructions of LDCs that
make O(1) bit-probes [21, 7] have very poor encoding length (supdyspomial in the message
length). In fact, this encoding length provably must be sdipear in the message length [14, 16,
20]. As his model is a generalization of LDCs, data structwannot have a succinct representation
that has length proportional to the information-theoréteind.

We thus ask: what is a clean model of data structures thavsakdficient representatiorend
has error-correcting capabilities? Compared with the teoibased model and the faulty-memory
RAM, de Wolf's model imposes a rather stringent requiremamtdecoding: every query must
be answered correctly with high probability from the polsitorrupted encoding. While this re-
quirement is crucial in the definition of LDCs due to their nention to complexity theory and
cryptography, for data structures it seems somewhat ctedi

In this paper we consider a broader, more relaxed notiorrof-eorrection for data structures.
In our model, for most queries, the decoder has to returndheac answer with high probability.
However, for the few remaining queries, the decoder mayrcignorance, i.e., declare the data
item unrecoverable from the (corrupted) data structurd, 8t everyquery, the answer is incorrect
only with small probability. In fact, just as de Wolf’s modsla generalization of LDCs, our model
in this paper is a generalization of the “relaxed” locallycdéable codes (RLDCs) introduced by
Ben-Sasson, Goldreich, Harsha, Sudan, and Vadhan [3]. fdlay the usual definition of an
LDC by requiring the decoder to return the correct answemostrather than all queries. For the
remaining queries it is allowed to claim ignorance, i.e.otiput a special symboll*’ interpreted
as “don’t know” or “unrecoverable.” As shown in [3], relagithe LDC-definition like this allows
for constructions of RLDCs witld (1) bit-probes oiearly linearlength.

Using RLDCs as building blocks, we construct error-coirgctdata structures that are very
efficient in terms of time as well as space. Before we des@ibaesults, let us define our model
formally. First, adata structure problens specified by a seb of data itemsa set() of queries a
setA of answersand a functiory : D x Q — A which specifies the correct answgzr, ¢) of query
g to data itemz. A data structure forf is specified by four parameters:the number bit-probes,
o the fraction of noisesz an upper bound on the error probability for each query, &roh upper
bound on the fraction of queries @ that are not answered correctly with high probability (the *
stands for “lost”).

Definition 1.1. Let f : D x Q — A be a data structure problem. ltet- 0 be an integery € [0, 1],
e €[0,1/2], andX € [0, 1]. We say thatf has a(t, ¢, ¢, A)-data structureof length NV if there exist
an encode€ : D — {0, I}N and a (randomized) decod@r with the following properties: for
everyz € D and everyw € {0,1}" at Hamming distancé (w, £(z)) < 6N,

(1) D makes at most bit-probes taw,

(2) Pr[D*(q) € {f(2,9), L}] > 1 —cforeveryq € Q,

(3) the setz = {q : Pr[D"(q) = f(z,q)] > 1 — ¢} has size at leagl — \)|@Q| (' G" stands for

“good”),
4) if w = &(x), thenG = Q.

HereD" (q) denotes the random variable which is the decoder’s outputmrisw andq. The
notation indicates that it accesses the two inputs in diffeways: while it has full access to the
queryg, it only has bit-probe access (or “oracle access”) to thegstp.
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We say that &, 6, £, \)-data structure isrror-correcting or anerror-correcting data structure
if & > 0. Setting\ = 0 recovers the original notion of error-correction in de Vi&thodel [19].
A (t,0,e,))-relaxed locally decodable code (RLDGJefined in [3], is an error-correcting data
structure for the membership functigh: {0,1}" x[n] — {0,1}, wheref(z,i) = z;. A (t,0,¢)-
locally decodable code (LDCllefined by Katz and Trevisan [14], is an RLDC with= 0.

Remark 1.2. For the data structure problems considered in this paperdecoding procedures
make onlynon-adaptiveprobes, i.e., the positions of the probes are determinedtalhce and
sent simultaneously to the oracle. For other data strugitoblems it may be natural for decod-
ing procedures to be adaptive. Thus, we do not regir® be non-adaptive in Condition 1 of
Definition 1.1.

1.1. Our results

We obtain efficient error-correcting data structures far fibllowing two data structure prob-
lems.

MEMBERSHIP: Consider a universg] = {1,...,n} and some nonnegative integex n. Given

a setS C [n] with at mosts elements, one would like to stofein a compact representation that
can answer “membership queries” efficiently, i.e., giveniratexi € [n], determine whether or
noti € S. FormallyD = {S : S C [n],|S] < s}, @ = [n], andA = {0,1}. The function
MEM,, 4(S,%) is 1 if i € S and0 otherwise.

Since there are at leagf) subsets of the universe of size at meseach subset requiring a
different instantiation of the data structure, the infotimtheoretic lower bound on the space of
any data structure is at ledsi (Z) ~ slogn bits? An easy way to achieve this is to stafein
sorted order. If each number is stored in its ogn-bit “cell,” this data structure takes cells,
which is slogn bits. To answer a membership query, one can do a binary searthe list to
determine whethei € S using aboutog s “cell-probes,” orlog s - logn bit-probes. The length
of this data structure is essentially optimal, but its numdfeprobes is not. Fredman, Komlos,
and Szemerédi [11] developed a famous hashing-based tattuge that has lengtt(s) cells
(which isO(slog n) bits) and only needs eonstantnumber of cell-probes (which i©(log n) bit-
probes). Buhrman, Miltersen, Radhakrishnan, and Venkdtsmproved upon this by designing
a data structure of lengtf(slog n) bits that answers queries witinly one bit-probeand a small
error probability. This is simultaneously optimal in terwfstime (clearly one bit-probe cannot be
improved upon) and space (up to a constant factor).

None of the aforementioned data structures can toleratastant fraction of noise. To protect
against noise for this problem, de Wolf [19] constructed emorecorrecting data structure with
A = 0 using a locally decodable code (LDC). That constructionnans membership queries in
t bit-probes and has length roughiy(s, t) log n, where L(s,t) is the shortest length of an LDC
encodings bits with bit-probe complexityt. Currently, all known LDCs withk = O(1) have
L(s,t) super-polynomial irs [2, 21, 7]. In fact,L(s,t) must be super-linear for all constantsee
e.g. [14, 16, 20].

Under our present model of error-correction, we can coostmuch more efficient data struc-
tures with error-correcting capability. First, it is notrddo show that by composing the BMRYV data
structure [5] with the error-correcting data structure Xbem,, ,, (equivalently, an RLDC) [3], one

20ur logs are always to bage
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can already obtain an error-correcting data structureraftleO( (s log n)'*"), wheren is an arbi-
trarily small constant. However, following an approachetakn [19], we obtain a data structure of
lengthO(s'*" log n), which is much shorter than the aforementioned constmidtie = o(log n).

Theorem 1.3. For everye,n € (0, 1), there exist an integer > 0 and realr > 0, such that for all
s andn, and everyy < 7, MEM,, ; has a(t, §, ¢, == )-data structure of lengtld (s logn).

T
We will prove Theorem 1.3 in Section 2. Note that the size efgbod set is at least — 3.
Hence corrupting a-fraction of the bits of the data structure may cause a degofdiilure for at
most half of the queries € S but not all. One may replace this fact@reasily by another constant

(though the parametetsandr will then change).

POLYNOMIAL EVALUATION : Let Z, denote the set of integers moduloands < n be some
nonnegative integer. Given a univariate polynomjaE Z,[X] of degree at mos¢, we would
like to storeg in a compact representation so that for each evaluatioryquer Z,, g(a) can be
computed efficiently. Formallyp = {g : g € Z,[X], deg(g) < s}, Q = Z,,, andA = Z,,, and the
function is FOLYEVAL ,, 5(g,a) = g(a).

Since there are**! polynomials of degree at most with each polynomial requiring a dif-
ferent instantiation of the data structure, the inforntatiioeoretic lower bound on the space of any
data structure for this problem is at least(n°*!) ~ slogn bits. Since each answer is an element
of Z,, and must be represented pyg n| + 1 bits, [logn| + 1 is the information-theoretic lower
bound on the bit-probe complexity.

Consider the following two naive solutions. On one hand,@aresimply record the evaluations
of ¢g in a table withn entries, each withlogn| + 1 bits. The length of this data structure is
O(nlogn) and each query requires reading oflyg n | + 1 bits. On the other hang,can be stored
as a table of its + 1 coefficients. This gives a data structure of length and tibe complexity
(s+1)([logn]| + 1).

A natural question is whether one can construct a data steuttiat is optimal both in terms of
space and time, i.e., has lendilis log n) and answers queries with(log n) bit-probes. No such
constructions are known to exist. However, some lower bsamd known in the weaker cell-probe
model, where each cell is a sequencelof n| + 1 bits. For instance, as noted in [18], any data
structure forPOLYNOMIAL EVALUATION that stores)(s?) cells (O(s? log n) bits) requires reading
atleast(s) cells. Moreover, by [17], ifog n > slog s and the data structure is constrained to store
s9() cells, then its query complexity i3(s) cells. This implies that the second trivial construction
described above is essentially optimal in the cell-probéeho

Recently, Kedlaya and Umans [15] obtained a data strucfusngth s+ log1+0(1) n (Wwhere
7 is an arbitrarily small constant) that answers evaluatioerigs withO(polylog s - Jog!te) n)
bit-probes. These parameters exhibit the best tradeoffdmets andn so far. Whens = n" for
some0 < n < 1, the data structure of Kedlaya and Umans [15] is much supgithe trivial
solution: its length is nearly optimal, and the query comijedrops frompoly n to only polylog n
bit-probes.

Here we construct an error-correcting data structure ®ptilynomial evaluation problem that
works even in the presence of adversarial noise, with lengtrly linear inslogn and bit-probe
complexityO(polylog s - log'*°(!) ). Formally:

Theorem 1.4.For everys, A, € (0,1), there exists € (0, 1) such that for all positive integers <
n, forall § < 7, the data structure problefoLY EVAL ,, ; has a(O(polylog s-log!™°™M) n), 6, e, \)-
data structure of lengti®((s log n)!+7).
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Remark 1.5. We note that Theorem 1.4 easily holds when= (logn)°™). As we discussed
previously, one can just store a table of the 1 coefficients ofg. To make this error-correcting,
encode the entire table by a standard error-correcting. cdue has length and bit-probe complexity
O(slogn) = O(log'+°M) p).

1.2. Ourtechniques

At a high level, for both data structure problems we build oanstructions by composing
a relaxed locally decodable code with an appropriate rnessetlata structure. If the underlying
probe-accessing scheme in a noiseless data structureesdmsndom,” then the noiseless data
structure can be made error-correcting by appropriate ositipns with other data structures. By
pseudorandom, we mean that if a query is chosen uniformbratam fromQ), then the positions of
the probes selected also “behave” as if they are chosenromyf@t random. Such property allows
us to analyze the error-tolerance of our constructions.

More specifically, for themEMBERSHIP problem we build upon the noiseless data structure
of Buhrman et al. [5]. While de Wolf [19] combined this with IO3 to get a rather long data
structure withA = 0, we will combine it here with RLDCs to get nearly optimal lémgvith
small (but non-zero\. In order to bound\ in our new construction, we make use of the fact
that the [5]-construction is a bipartiesxpander graphas explained below after Theorem 2.2. This
property wasn't needed in [19]. The left side of the expardpresents the set of queries, and a
neighborhood of a query (a left node) represents the setssilple bit-probes that can be chosen to
answer this query. The expansion property of the graph galgimplies that for a random query,
the distribution of a bit-probe chosen to answer this quentdse to unifornt. This property allows
us to construct an efficient, error-correcting data stmecfar this problem.

For the polynomial evaluation problem, we rely upon the @leiss data structure of Kedlaya
and Umans [15], which has a decoding procedure that usegtbeastruction algorithm from the
Chinese Remainder Theorem. The property that we need isinipesfact that ifa is chosen
uniformly at random fron%,,, then for anym < n, a modulom is uniformly distributed inZ,,.
This implies that for a random evaluation pointthe distribution of certain tuples of cell-probes
used to answer this evaluation point is close to uniform.sTdtiservation allows us to construct
an efficient, error-correcting data structure for polynaineivaluation. Our construction follows the
non-error-correcting one of [15] fairly closely; the maiewingredient is to add redundancy to their
Chinese Remainder-based reconstruction by using moregriwhich gives us the error-correcting
features we need.

Time-complexity of decoding and encodingSo far we have used the number of bit-probes as a
proxy for the actual time the decoder needs for query-ariageT his is fairly standard, and usually
justified by the fact that the actual time complexity of ddogds not much worse than its number
of bit-probes. This is also the case for our constructiors. MEMBERSHIP, it can be shown that
the decoder use®(1) probes andolylog(n) time (as do the RLDCs of [3]). FarOLYNOMIAL
EVALUATION, the decoder usgsolylog(s) log' () (n) probes angbolylog(sn) time.

The efficiency ofencoding i.e., the “pre-processing” of the data into the form of aadsttuc-
ture, for both our error-correcting data structuresMBERSHIP and POLYNOMIAL EVALUATION

SWe remark that this is different from the notion of smoothaling in the LDC literature, which requires that for
everyfixedquery, each bit-probe by itself is chosen with probabilise to uniform (though not independent of the other
bit-probes).
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depends on the efficiency of encoding of the RLDC construostim [3]. This is not addressed
explicitly there, and needs further study.

2. The MEMBERSHIP problem

In this section we construct a data structure for the merhieggroblem Mewm,, ;. First we
describe some of the building blocks that we need to proveoigme 1.3. Our first basic building
block is the relaxed locally decodable code of Ben-Sassah E] with nearly linear length. Using
our terminology, we can restate their result as follows:

Theorem 2.1(BGHSV [3]). For everye € (0,1/2) andn > 0, there exist an integet > 0 and
realsc > 0 andr > 0, such that for every. and everyd < 7, the membership probleMEwm,, ,,
has a(t, 6, €, cd)-data structure foMEM,, ,, of lengthO (n'*7).

Note that by picking the error-rat& a sufficiently small constant, one can set= ¢j (the
fraction of unrecoverable queries) to be very close.to

The other building block that we need is the following onek data structure of Buhrman et
al. [5].

Theorem 2.2(BMRV [5]). For everye € (0,1/2) and for every positive integers < n, there is

an(1,0,¢,0)-data structure foMEM,, ; of lengthm = %s log n bits.

Properties of the BMRYV encodindhe encoding can be represented as a bipartite gyaph
(L, R, E) with |L| = n left vertices andR| = m right vertices, and regular left degrde= °5".
This G is anexpander graphfor each setS C L with |S| < 2s, its neighborhood’(S) satisfies
IT(S)| > (1—5)|S|d. For each assignment of bits to the left vertices with at nsoses, the
encoding specifies an assignment of bits to the right vexti¢e other words, each € {0,1}"
of weight |z| < s corresponds to an assignment to the left vertices, anditié encoding ofz
corresponds to an assignment to the right vertices.

For eachi € [n] we writeI'; := I'({i}) to denote the set af neighbors ofi. A crucial
property of the encoding functio,..., is that for everyxr of weight|z| < s, for eachi € [n], if
Y = Epmro(z) € {0,1}™ thenPrjcr,[z; = y;] > 1 — €. Hence the decoder for this data structure
can just probe a random indgxe I'; and return the resulting bit;. Note that this construction is
not error-correcting at all, sind€;| errors in the data structure suffice to erase all informadioout
thei-th bit of the encoded. m

As we mentioned in the Section 1.1, by combining the BMRYV elireg with the data structure
for MEM,, ,, from Theorem 2.1, one easily obtains @»(1), d,, O(9))-data structure for Mm,,
of length O((slogn)**"). However, we can give an even more efficient, error-comgctiata
structure of lengthO(s!'*"logn). Our improvement follows an approach taken in de Wolf [19],
which we now describe. For a vecter € {0,1}" with |x| < s, consider a BMRV structure
encoding20n bits intom bits. The following “balls and bins estimate” is known:

Proposition 2.3(From Section 2.3 of [19])For every positive integers < n, the BMRV bipartite
graphG = ([20n], [m], E) for MEMag, , with error parameter;ss andm = 10*slog(20n) has the
following property: there exists a partition ¢f:] into b = 10log(20n) disjoint setsBy, ..., By of
10%s vertices each, such that for eacle [n], there are at least setsB, satisfying|T'; N By| = 1.

Proposition 2.3 suggests the following encoding and depgrocedures. To encode we
rearrange then bits of &,,,,,(x) into ©(log n) disjoint blocks ofO(s) bits each, according to the
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partition guaranteed by Proposition 2.3. Then for eachllencode these bits with the error-
correcting data structure (RLDC) from Theorem 2.1. Giveraeived wordw, to decode € [n],
pick a block By, at random. With probability at Iea%i; I'; N By = {j} for somej. Run the RLDC
decoder to decode theth bit of the k-th block of w. Since most blocks don't have much higher
error-rate than the average (which is at mjstvith high probability we recovefy,,,,,,(z);, which
equalsz; with high probability. Finally, we can argue that most qesrido not receive a blank
symbol 1. as an answer, using the expansion property of the BMRV engastructure. Due to
space limitation, we give only a proof sketch of Theorem k&h

Proof of Theorem 1.3We only construct an error-correcting data structure witloreprobability
0.49. By a standard amplification technigque we can reduce the grobability to any other positive
constant (i.e., repeat the decodeflog(1/<)) times).

By Theorem 2.2, there exists an encodgy,., for an (1,0, 1—10, 0)-data structure for the mem-
bership problem MMy, s of lengthm = 10*s1og(20n). Lets’ = 10%s. By Theorem 2.1, for
everyn > 0, for somet = O(1), and sufficiently smal§, MEMy o has a(t, 10°4, ﬁ, 0(0))-data
structure of lengths” = O(s"'™). Let Eygnsy aNdDyyns,, be its encoder and decoder, respectively.

Encoding.Let By, ..., B, be a partition offm| as guaranteed by Proposition 2.3. For a string
w € {0,1}"™, we abuse notation and write = wp, - - - wp, to denote the string obtained from
by applying the permutation omr] according to the partitiod3,, . .., By. In other wordswp, is
the concatenation af; wherei € B;. We now describe the encoding process.
Encoder€: on inputz € {0,1}", |z| < s,
(1) Lety = Epmro (20™™) and writey = yp, ... yp,.
(2) Output the concatenatid(z) = Eyghsy (UB,) - - - Evghsv (UB,)-
The length of€(z) is N = b - O(s"'*) = O(s' ™ logn).

Decoding.Given a stringw € {0,1}", we writew = w® ... w®, where fork € [b], w*) denotes
the s”-bit string Wt (k—1)+1 - - - We -
DecoderD: on inputi and with oracle access to a stringe {0,1}",
(1) Pick arandonk € [b].
(2) If |T; N Bg| # 1, then output a random bit.
Else, letl’; N B, = {j}. Run and output the answer given by the decddgy,s,(j), with
oracle access to th&-bit stringw*) .
Analysis. We defer the analysis to the full version [6]. [

3. The POLYNOMIAL EVALUATION problem

In this section we prove Theorem 1.4. Given a polynomiaf degrees overZ,, our goal is
to write down a data structure of length roughly lineasiog n so that for eacla € Z,,, g(a) can
be computed with roughlpolylog s - log n bit-probes. Our data structure is built on the work of
Kedlaya and Umans [15]. Since we cannot quite use their naigin as a black-box, we first give
a high-level overview of our proof, motivating each of thegfringredients that we need.
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Encoding based on reduced polynomialsThe most naive construction, by recordign@) for each
a € Z,, has lengthm logn and answers an evaluation query widlg n bit-probes. As explained
in [15], one can reduce the length by using the Chinese Releainheorem (CRT): IfP; is a
collection of distinct primes, then a nonnegative integer< Hpeplp is uniquely specified by
(and can be reconstructed efficiently from) the vale§, for eachp € Py, where[m], denotesn
mod p.

Consider the valug/(a) over Z, which can be bounded above by*2, for a € Z,. Let
Py, consist of the firsiog(n®*?) primes. For eachp € P;, compute the reduced polynomial
gp = g mod p and write downg,(b) for eachb € Z,. Consider the data structure that sim-
ply concatenates the evaluation table of every reducechpodjal. This data structure has length
| Py |(maxpep, p)t M), which is s2+°() log2t°(M) 1, by the Prime Number Theorem. Note that
g9(a) < [l,ep, p- So to computeg(a)l,, it suffices to apply CRT to reconstrugta) overZ from
the valuegg(a)], = g,([a],) for eachp € P;. The number of bit-probes is | log(max,cp, p),
which is s o) Joglto() .

Error-correction with reduced polynomials: The above CRT-based construction has terrible pa-
rameters, but it serves as an important building block frohnictv we can obtain a data structure
with better parameters. For now, we explain how the above-G48Ed encoding can be made
error-correcting. One can protect the bits of the evaluatidles of each reduced polynomial by an
RLDC as provided by Theorem 2.1. However, the evaluatiolesatan have non-binary alphabets,
and a bit-flip in just one “entry” of an evaluation table castiey the decoding process. To remedy
this, one can first encode each entry by a standard erragatorg code and then encode the con-
catenation of all the tables by an RLDC. This is encapsulatésgemma 3.1, which can be viewed
as a version of Theorem 2.1 over non-binary alphabet. We tlefeproof to the full version of this

paper [6].

Lemma3.1l. Letf : D x @ — {0, 1}5 be a data structure problem. For everyn, A € (0,1),
there exists- € (0, 1) such that for every < 7, f has an(O(¥), d, e, \)-data structure of length

o(EeN™m).

To apply Lemma 3.1, leD be the set of degreepolynomials overZ,,, QQ be the set of all
evaluation points of all the reduced polynomialsgafeachq € @ specified by a paifa, p) of an
evaluation point: and a prime modulug), and the data structure problefroutputs evaluations of
some reduced polynomial gf

By itself, Lemma 3.1 cannot guarantee resilience againsendn order to apply the CRT to
reconstructy(a), all the values{[g(a)], : p € P} must be correct, which is not guaranteed by
Lemma 3.1. To fix this, we add redundancy, taking a larger fsgtimes than necessary so that the
reconstruction via CRT can be made error-correcting. $ipally, we apply a Chinese Remainder
Code, or CRT code for short, to the encoding process.

K

Definition 3.2 (CRT code) Letp; < ps < ... < py be distinct primesK < N, andT = [] p;.
=1

The Chinese Remainder Code (CRT cod#éth basisp,,...,py and rate% over message space

Z7 encodesn € Zg as([mlp,, [m]py, .., [Mpy)-

Remark 3.3. By CRT, for distinctm, ms € Z7, their encodings agree on at mdst— 1 coor-
dinates. Hence the Chinese Remainder Code with hasis ... < py and rate% has distance
N—-K+1.
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It is known that good families of CRT code exist and that ueigecoding algorithms for CRT
codes can correct up to almost half of the distance of the ¢sele e.g., [12]). The following
statement can be easily derived from known facts, and we defproof to the full version [6].

Theorem 3.4. For every positive integer’, there exists a sét consisting of distinct primes, with (1)
|P| = O(logT), and (2)Vp € P, logT < p < 500log T, such that a CRT code with basisand
message spacgr has ratel, relative distance,, and can correct up to & — O(m))-fraction
of errors.

We apply Theorem 3.4 to a message space ofisizé to obtain a set of prime#®; with the
properties described above. Note that these primes arathihva constant factor of one another,
and in particular, the evaluation table of each reducednumotyal has the same length, up to a con-
stant factor. This fact and Lemma 3.1 will ensure that our ®R3ed encoding is error-correcting.

Reducing the bit-probe complexity:We now explain how to reduce the bit-probe complexity of
the CRT-based encoding, using an idea from [15]. Wite d™, whered = log€ s, m = 1982

Cloglogs’
andC > 1 is a sufficiently large constant. Consider the following titinkear extension mag, ,,, :
Zn| X] — Zpn|Xo, ..., Xm—1] that sends a univariate polynomial of degree at nméstanm-variate

m—1 -

polynomial of degree less thahin each variable. For everyc [s], write i = ijo i;d’ in base

d. Defineqy,,,, which sendsX* to X{° - - - X;;»~* and extends multilinearly t@,,[X].

To simplify our notation, we writg to denote the multivariate polynomiai; ,,,(g). For every
a € Zy, definea € Z™ to be ([a],, [a,, [a¥]n,...,[a®" '],). Note that for everys € Z,,
g(a) = g(a) (modn). Now the trick is to observe that the total degree of the itmgiar polynomial
g is less than the degree of the univariate polynomiaind hence its maximal value over the integers
is much reduced. In particular, for evary= 7", the valuey ,,,(¢)(a) over the integers is bounded
above byd™ndm+t1,

We now work with the reduced polynomials g§ffor our encoding. LetP; be the collection
of primes guaranteed by Theorem 3.4 whgn= d™n%"t!. Forp € Py, let gp denoteg mod p

anda, denote the point[al,, [a%),,...,[a?" '],). Consider the data structure that concatenates
the evaluation table of, for eachp € P;. For eacha € Z,, to computeg(a), it suffices to
computeg(a) over Z, which by Theorem 3.4 can be reconstructed (even with ndies) the set
{Gp(ap) 1 p € P1}.

Since the maximum value df is at most7; = d™n®*! (whereas the maximum value of
g is at mostd™n?"+1), the number of primes we now use is significantly less. THisctvely
reduces the bit-probe complexity. In particular, eachwatidn query can be answered wjth | -
max,e p, logp = (dmlogn)'T°M) bit-probes, which by our choice dfandm is equal tapolylog s-
log' (M) n. However, thelength of this encoding is still far from the information-theoxtlly
optimal s log n bits. We shall explain how to reduce the length, but sinceding with multilinear
reduced polynomials introduces potential complicationerior-correction, we first explain how to
circumvent these complications.

Error-correction with reduced multivariate polynomials: There are two complications that arise
from encoding with reduced multivariate polynomials. Thstfis that not all the points in the
evaluation tables are used in the reconstructive CRT dlgori Lemma 3.1 only guarantees that
most of the entries of the table are decoded correctly wigh probability, but not all of them (even
if the fraction of errors in the table is low,afraction of queries may be answered by. So if the
entries that are used in the reconstruction via CRT are ramdil by Lemma 3.1, then the whole
decoding procedure fails.
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More specifically, to reconstrugia) overZ,, it suffices to query the poirt, in the evaluation
table ofg, for eachp € Py. Typically the set{a,, : a € Z, } will be much smaller thaZ;’, so not
all the points inZ;" are used. To circumvent this issue, we only store the quentthat are used
in the CRT reconstruction. L€s? = {a, : a € Z,}. For eactp € P;, the encoding only stores the
evaluation ofg, at the pointsB” instead of the entire domaify*. The disadvantage of computing
the evaluation at the points iB? is that the encoding stage takes time proportional.téVe thus
give up on encoding efficiency (which was one of the main goalsedlaya and Umans) in order
to guarantee error-correction.

The second complication is that the sizes of the evaluatibtes may no longer be within a
constant factor of each other. (This is true even if the etada points come from all &£;".) If one
of the tables has length significantly longer than the othtéien a constant fraction of noise may
completely corrupt the entries of all the other small tablesdering decoding via CRT impossible.
This potential problem is easy to fix; we apply a repetitiodecto each evaluation table so that all
the tables have equal length.

Reducing the length:Now we explain how to reduce the length of the data structareearly
slogn, along the lines of Kedlaya and Umans [15]. To reduce thetlenge need to reduce
the magnitude of the primes used by the CRT reconstructioa.céi effectively achieve that by
applying the CRT twice. Instead of storing the evaluatidndgaf g,, we apply CRT again and store
evaluation tables of the reduced polynomialg;pfnstead. Whenever an entry gf is needed, we
can apply the CRT reconstruction to the reduced polynonoiads.

Note that forp; € P;, the maximum value of,, (over the integers rather than maglis at
mostT, = d™pi™ 1. Now apply Theorem 3.4 witfi, the size of the message space to obtain a
collection of primesP,. Recall that eacly; € P; is at mostO(dmlogn). So eactp, € P, is at
mostO((dm)*+°(M) log log n), which also bounds the cardinality &5 from above.

For each query, the number of bit-probes made is at fiQ$tP,| max,,c p, log p2, Which is

at most(dm)2+°() Jog'+t°(M) 5, Recall that by our choice of andm, dm = %. Thus, the
bit-probe complexity igolylog s - log““’(l) n. Now, by Lemma 3.1, the length of the encoding is
nearly linear in P, || Po| max,, e p, p* log p2, which is at mospolylog s-log'+°() n-max,, c p, pi.

So it suffices to bounthax,,cp, py' from above. To this end, recall that by the remark following
Theorem 1.4, we may assume without loss of generality ¢hatQ(log® n) for some0 < ¢ < 1.
This implies thatog log logn < loglog s — log ¢. Then for eachy, € P,

py < (O ((dm)”o(l)loglogn))m

(dm)(1+0(1))m . geto(l)

IN

It is easy to see thaidm)(+°1)™ can be bounded above B! toM)(+c M) Thus, p =

slté+ol) Putting everything together, the length of the encodingeiarly linear inslogn. As
mentioned, we defer the formal proof to the full version a$ thaper [6].
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