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Global solutions
to rough differential equations
with unbounded vector fields*

Antoine Lejay!
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Abstract

We give a sufficient condition to ensure the global existence of a
solution to a rough differential equation whose vector field has a linear
growth. This condition is weaker than the ones already given and may
be used for geometric as well as non-geometric rough paths with values
in any suitable (finite or infinite dimensional) space. For this, we study
the properties the Euler scheme as done in the work of A.M. Davie.

Keywords: controlled differential equations, rough paths, Euler scheme,
global solution to differential equation, rough differential equation.
AMS Classification: 60H10, 65C30

1 Introduction

Initiated a decade ago, the theory of rough paths imposed itself as a con-
venient tool to define stochastic calculus with respect to a large class of
stochastic processes out of the range of semi-martingales (fractional Brown-
ian motion, ...) and also allows one to define pathwise stochastic differential
equations [6,8,10,11,15,17,18|.
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The idea to define integrals of differential forms along irregular paths
or solutions of differential equations driven by irregular paths is to extend
properly such paths in a suitable non-commutative space. These extensions
encode in some sense the “iterated integrals” of the paths. Let us denote
by x the driving path which lives in a tensor space and Lie group T(R?) :=
R @ R? @ (RY ® R?) and that projects onto some continuous path of finite
p-variations on R? with p € [2,3). Such a path z is called a p-rough path.

The goal of this article is to study global existence of solutions to the
rough differential equation (RDE)

w=w+ [ ' Flye) e, W

when f is not bounded. What is called a solution to (1) needs to be properly
defined. Indeed, there exist two notions of solutions we will deal with (See
Definitions 1 and 2 below).

Let us recall here the already existing results. The end of the introduction
contains a short discussion about the differences between our result and the
ones presented here.

Linear case: The special case of a linear vector field f was studied for
example in the articles [1,6,9,12,16].

The original approach of T. Lyons: In the original approach, uniqueness
and continuity of the Itd6 map x — y, where y is a solution to (1), is proved for
a bounded function f which is twice differentiable with bounded derivatives
and such that V2f is y-Hélder continuous with 24~ > p [6,10,11,15,17,18|.
One knows from [2| that these conditions on f are essentially sharp. As
pointed out soon after by A.M. Davie [2], existence of a solution to (1) is
granted when f is bounded with a bounded derivative which is y-Holder
continuous, 2 + v > p (See also [6, 14| for example). However, in this case,
one has to restrict to finite-dimensional spaces and several solutions may
exist [2].

The approach of A.M. Davie: Providing an alternative approach to the
one of T. Lyons based on a fixed point theorem, A.M. Davie studied in [2]
the Euler scheme defined by

y’ﬁkl - y’Ln + f(y?)xii,ti+1 + f : Vf(y?>xi7tl+1

where z,; = ;! ® 7, and 2! (resp. 2?) is the projection of x onto R? (resp.
R? @ R?). With conditions only on the regularity of the vector field, local
existence is shown. Global existence is granted if there exist two positive
increasing functions A and D on [1,+00) with D(R) < R"™A(R),2<p <



v+ 2 < 3 such that
fW < DR), |Vf(y) = V() < ARy — 2",Vy, z s.t. |y, [2] <R,

and

/joo (A(R)P—li)(R)Hm) " dit = +oo. (2)

Besides, if (2) is not satisfied for some functions A and D as above, it is
possible to construct a vector field f and a driver x such that the solution to
(1) explodes in a finite time.

Applied to functions f with a y-Holder continuous derivative V f with
2 4+ v > p, one may take A(R) equal to a constant. Then global existence is
granted for example if D(R) = R° with § < (1+7)/(1+~p), but an explosion
may occur for a function f is in class of functions if 6 > (1 +v)/(1 + vp),
which is the case for § = 1.

The approach by P. Friz and N. Victoir: In [5,6], P. Friz and N. Victoir
provide an alternative construction of the solutions of RDE that relies on
sub-Riemannian geodesics and hence of geometric rough paths. The case of
geometric rough paths shall be considered using (p, p/2)-rough paths [14]. In
[6, Exercise 10.61], they show that it is not necessary that the vector field is
bounded, provided that f is Lipschitz continuous, V f is y-Hdélder continuous
and f -V f is also y-Holder continuous.

Using a fixed point approach: In [12]|, we have also studied the existence
of a global solution, by using the approach on fixed point theorem.

With this approach, the RDE (1) is solved up to a finite “short time”
horizon. Global existence follows from the convergence of a series related to
the sum of the horizons. The complete conditions are cumbersome to write,
but if h(R) = supy,<g |f(y)], then global existence is granted provided that
f has a bounded derivative V f which is v-Hoélder continuous with 24~y > p
and h(R) ~gr oo R, 0 <6 < 1/por h(R) ~p_.s log(R).

The case of a “regular enough” driver (also called Young case): If
1 < p < 2, then global existence is granted if the vector field f is y-Holder
continuous with 1 4~ > p [13].

The one-dimensional approach of H. Doss and H. Sussmann: If
d = 1, H. Doss [4] and H. Sussmann [20] have shown that a solution to an
equation of type (1) may be defined by considering the solution to the ODE
dz; = f(z)dt and setting y; = z,,. Local existence to dz; = f(z)dt is
granted provided that f is continuous. Global existence holds under a linear
growth condition on f as it follows easily from an application of the Gronwall
inequality [19] which provides a global bound on z: If | f(z)| < A+ B|z|, then



|z¢] < (|z0] + At) exp(Bt) for any t > 0. This approach may be generalized
for a multi-dimensional driver x when f has vanishing Lie brackets.

The situation is more intricate when x lives in a space of dimension bigger
than 2. In particular, the asymptotic behavior of Vf plays a fundamental
role.

If x is a p-rough path (a rough path of finite p-variation) with p € [2, 3),
then for any function ¢ of finite p/2-variations with values in R? ® R?, z =
x + ¢ is also a p-rough path. In addition, as shown in [14] for the general
case, the solution to y; = yo + fot f(ys) dz is also solution to

Y =Y +/0 f(ys) dxs +/0 f ' vf(ys) dgps. (3)

Consider any rough path z living above the path 0 on R? with ¢(t) = ct
for a matrix ¢ (if ¢ is anti-symmetric, then such a rough path is the limit
of a sequence of smooth paths lifted in the tensor space by their iterated
integrals). Then y is solution to

t
Yt = Yo + /0 [V f(ys)cds.

Thus, explosion may occurs according to the behavior of f-V f. In particular,
f may grow linearly, but f-V f may grow faster that linearly, and an explosion
may occur. Of course, if Vf is bounded and f grows linearly, then f -V f
also grows linearly.

Ezample 1 (M. Gubinelli). Consider the solution y of the RDE vy, = a +
[ f(ys) da, living in R? and driven by the rough path z, = (1,0, (1 ® 1)t)
with values in 1 @R @ (R®R). This rough path lies above the constant path
at 0 € R and has only a pure area part which proportional to ¢. Note that
this rough path can only be seen as a p-rough path with p > 2 [11]. Then
y is also a solution to y; = a + fot(f -V )(ys) ds (See [14]). The vector field
f € R? — L(R,R?) given by

f(&) = (sin(&)&1, &), €= (£1,6) € R?

has a linear growth but

(f - V(&) = (sin(&)& + & cos(&), sin(&2)&)

has a quadratic growth. Take the initial point a = (a1,0) with a; > 0. Then
(y¢)2 = 0 and (y)1 = a1 + fg(ys)% ds so that (y;); — o0 in finite time equal
to 1/ay. This proves that explosion may occur in a finite time.
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It proves that in the context of RDE, the growth of fV f is important.
The previous example involves a pure non-geometric rough path. Yet a slight
modification of this example show that this may happen also for geometric
rough paths.

Example 2. Let us consider

ytn:aJr/ot [(y”)i si(r)l((y”)i)] dﬁg+/0t [(y%l} o )

S

with
(K", ), = n~Y%[cos(2mnt), sin(27nt)].

The smooth rough path " living above (k™, A\") converges in p-variation with
p > 2 to the rough path in 1 & R* ® (R* ® R?) defined by

Ty = (1,0, [_gﬂ Q(ﬂ (t— 5)> .

This is the standard example which show the discontinuity of the Lévy
area [15]. Let us assume that the solutions y" to (4) is uniformly bounded on
[0,T] for some T > 0. By the continuity theorem (one may assume that f,
Vf and V2f are bounded), the solution y™ to (4) converges to the solution

to
t 1\2 2
_ _(ys) COS(ys>
Y =a+ 27r/0 { y; sin(yg) ds.

Hence, we are in the same situation as Example 1 if > = 0 and then y? = 0.
If £(€) = (£i(6), (&) with £1(€) = (€' sin(€2),0) and fo(€) = (0,€Y), then
V f is not bounded although f grows linearly. Since y™ converges to y which
explodes in a finite time 1/a!, y™ cannot be uniformly bounded on any time
interval [0, T for T bigger than 1/a'. Note however that the p-variation norm
of the rough path (z") remains bounded. Unlike the situations where the
Doss-Sussmann approach may be used, bounds on the solution to RDE driven
by a p-rough path with p > 2 cannot be derived from the sole information
on the linear growth of f.

Although we use some general ideas already used in the context of rough
paths theory (See for example [2,5,6,8,12,13|, ...), we should note that:

e Our conditions on the vector field are weaker than the ones already
given in the literature. In particular, we show that for existence, f and
V f need to be continuous and V f needs to be bounded. Yet the Holder
regularity of V f plays no role here, while fV f shall be Hélder continuous.
Even if the computations are very close to the one of |2,5], we then give a



simple natural condition on the vector field as well as a simple bound on the
solution.

The class of functions f with a bounded derivative V f which is y-Holder
continuous is different from the class of functions f with a bounded derivative
V f and such that fV f is v-Hoélder continuous.

Example 3. Let us consider f(z) = sin(z?)/x for |x| > 1. The first and
second order derivatives of f are

sin(z)?

Vf(z) = 2cos(z®) —

2 cos(x) sin(r) N Sin(ﬁ)‘

2 — 4 : AN
and V= f(x) x sin(z”) . 3

Hence, Vf is not uniformly y-Holder continuous on {z;|z| > 1} whatever
(0, 1]. Yet

2cos(2?)sin(z?)  sin®(a?)

F@)V () = =2 ~

and it is easily checked that fV f has a bounded derivative on {z;|z| > 1}
and is then uniformly Lipschitz continuous (and thus v-Hélder continuous)
on {x;|z| > 1}.

The class of vector fields f with a bounded derivatives V f and such that
fVf is yv-Holder continuous enjoys the property to be stable under some
change of variables. This is not necessarily the case for vector fields f with
bounded first and second-order derivatives V f and V2f.

For a toy example, let us consider the simple case of a function f: R — R
such that V f is bounded and L = fV f has a bounded derivative. Assume
that for a smooth path =, y, = a+ fo (ys) dzs has a solution y which remains

in (1,400). Set z; = log(y;). Then z is solution to z; = log(a +f0 2,) da,
With g(z) = e *f(e*). The vector field g has the interesting property to
remain bounded on (0, +00) and one may then hope to deduce some bounds
on the solution y from some bound on the solution z.
Since L = fVf has a bounded derivative, g has a bounded derivative on
(0,+00) and gVg has also a bounded derivative, which means that gVg is
globally Lipschitz. Yet

9" (2) = e f(e) = f1(eF) + e (7).

This means that ¢’ is uniformly Lipschitz on (0,+0c0) — a condition re-
quired to deal with RDE with a regularity index v = 1 — only if yf”(y)
remains bounded, which is a stronger condition than assuming that f” re-
mains bounded.



This kind of computations may be carried to the multi-dimensional case
using polar coordinates and an exponential change of variable of the radial
component.

This explains the failure of the attempt carried by some persons, including
the author of the present article, to get a global bound by such a change
of variable under the sole assumption that Vf is uniformly y-Holder and
bounded.

e The condition on the vector field appears naturally when one uses the
approach by the Euler scheme proposed by A.M. Davie in [2]. This is not
the case when one uses the notion of solution proposed by T. Lyons because
the term fV f is somewhat hidden in the cross iterated integral between the
solution y and the driver . The idea used in this article to get a global
bound in closely related to the one in [12| where a fixed point approach was
used. Yet in this article [12], we did not succeed article to obtain a global
bound in a general. In addition, the superfluous assumption on the Holder
regularity of V f was used and necessary.

e The use of sub-Riemaniann geodesics and the reduction to smooth
drivers was the core ideas of [5,6]. Here, there is no need to restrict to ge-
ometric rough paths and the results may be used for any finite-dimensional
Banach spaces and even infinite-dimensional in some cases. Hence, the struc-
ture of the underlying spaces plays no role here.

Example 4. The most natural example of a non-geometric rough path is
the one B living above a d-dimensional Brownian path W with B! = W
and Bit” = f;(Wf — W!)dBJ. Here the integral has to be understood in
the Itd6 sense. A geometric rough path B may be constructed above the
Brownian path W with B' = W and B2? = [(W!—W!)o dWJ, where the

S
stochastic integral is the Stratonovich one. Hence, B and B are linked by

Bgt” = Ef;g + %(t — 5)6; ;. RDE driven by B correspond to It6 SDE while
the ones driven by B corresponds to Stratonovich SDE.
When one use the Brownian rough path B, the Euler scheme presented
here corresponds indeed to the Milstein scheme. In the very beginning of
rough paths theory, the rate of convergence in this case has been studied
by J. Gaines and T. Lyons [7] with aim at developing simulation algorithms
with adaptative stepsize.
In view of (3), the regularity condition on fV f is also the one which is neces-
sary to deal with a non-geometric p-rough path seen as a (p, p/2)-geometric
rough path using the decomposition of the space introduced in [14].

e The notion of solution to a RDE introduced by T. Lyons [15] cannot be
used here (See Definition 1), so that we use the notion of solution introduced
by A.M. Davie in [2| (see Definition 2) which is similar to the one proposed



by M. Gubinelli [8]. We show in Section 10 that the two notions of solutions
coincide when V f is v-Holder continuous.

e A general conclusion to draw from the cited works on global existence
for non bounded vector fields f is that a variety of results could be given
according to the behaviour at infinity of f and its derivatives. Hence, the
growth of f is not the only factor to look at.

2 Notations and hypotheses

Let w be a control. By this, we mean a function defined from A? := {0 < s <
t < T} to Ry which is continuous close to its diagonal and super-additive

w(s,r) +w(rt) Sw(s,t), 0<s<r<t<T.

For the sake of simplicity, we assume here that w is continuous and that
w(s,t) > 0 as soon as t > s.

Let # be a path with values in T(R?) = R @ R? @ (R? @ R?). We set
zsy = 2~ ®x4. The part of x in R? is denoted by z' and the part in R? @ R?
is denoted by z2. Then z is a rough path of finite p-variation controlled by w
when the quantity

lz|| := sup max{ [z, ] }
0<s<t<T w(s, t)1/P" w(s, )P

is finite for a fixed p.

If w(s,t) =t — s, then we work indeed with paths that are 1/p-Holder
continuous.

Throughout all this article, we consider only the case where p € [2,3).
The case p < 2 is covered for example by [13].

For a path y with values in R, we set

Hy” = sup &
© ogs<t<r w(s, 0P
A vector field is an application f which is linear from R™ to L(RY,R™),
the space of linear applications from R to R™. With indices, we set f(x) =
eif;(a:)/ej, where {€;}i=1,..m is the canonical basis of R™, and {€}};=1 . a4 is
the dual of the canonical basis of R%. We set

m d
fVi Zelz

i=1 k=1

which means that f -V f is an application from R™ to L(R? ® R, R™).

\::.

K
€®€j7

Q

xk
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Hypothesis 1. The function f is continuously differentiable from R™ to
L(RY R™) and is such that Vf is bounded and F(z) = f(z) - Vf(z) is
v-Hélder continuous with norm H,(F) from R™ to L(R™ @ R? R™).

Note that this hypothesis is slightly different from the one given usually to
prove existence to solutions of RDE where it is assumed that V f is y-Holder
continuous.

Hypothesis 2. We assume that p € [2,3) and that 6 := (24 ) /p is greater
than 1.

Definition 1 (Solution in the sense of Lyons). We call by a solution to (1)
in the sense of Lyons the projection onto R™ of a rough path z of finite
p-variations controlled by w with values in T(R™ @ R?) which solves the
following equation

t
P / o(z5) dz., (5)
0

where z projects onto T(R?) as x, onto R™ as y, and ¢ is the differential form
g(y,z) = de+ f(y) dz. The integral in (5) shall be understood as the “rough
integral”, that is as an integral in the sense of rough path.

Note that the definitions of z involves the “cross-iterated integrals” be-
tween x and y, and requires that the derivative of f is v-Hdolder continuous.

Under Hypothesis 1, it is not compulsory that V f is y-Holder continuous,
so that we shall use another notion of solution, since we cannot use a fixed
point theorem that relies on the definition of a rough integral.

3 Solution in the sense of Davie

The notion of solution of (1) we use is the notion of solution in the sense of
Davie, introduced in [2].

Definition 2 (Solution in the sense of Davie). A solution of (1) in the sense of
Davie is a continuous path y from [0, 7] to R™ of finite p-variation controlled
by w such that for some constant L,

e — ys — D(s,1)] < Lw(s, t)’, V(s,t) € A? (6)

with
D(s,t) = f(%)xi,t + F(yS)Ig,t‘

The next propositions, which assume the existence of a solution in the
sense of Davie, will be proved below in Section 4

9



Proposition 1. Let y be a solution of (1) in the sense of Davie under
Hypotheses 1 and 2. Then D(s,t) is an almost rough path whose associated

rough path is y and for a family of partitions {{t?}i—o,.., "}neN* of [0, t] whose
meshes decrease to 0,
Y+ = Yo +nh_{gozg(t?at?+1)- (7)

=0

Proposition 2 (Boundedness of the solution). Let y be a solution to (1)
in the sense of Davie under Hypotheses 1 and 2. Then |ly|| and ||yl are
bounded by some constants that depend only on ||V flloo, Ho(F), | f(yo)l, [yol,
lz||, w(0,T), v and p. More precisely, there exist some constants Cy depend-
ing only on ||V fl|leo, Hy(F), |||, p and v and Cy depending only on |f(0)],
IV Flloos Hy(F), M2, p, v such that

s lye] < R(T)|yo| + Co(R(T) — 1)

tel0,T

with
R(T) < exp(C) max{w(0,T)"?,w(0,T)}).

4 Proofs of Propositions 1 and 2

Letusset for 0 < s<r<t<T,
D(s,rt) :=D(s,t) —D(s,7) —D(r,1).

Then the main idea of the proofs (as well as the proofs of the other
theorems) are the following: First, we find a function C(||y||, L, T') such that
1D(s,r,t)] < C(|lyll, L, T)w(s,t)? for all (s,t) € A2 From the sewing Lemma
(See for example [11, Theorem 5, p. 89|), after having shown that y is the
rough path corresponding to the almost rough path (D(s,t))(seaz, we get
that for some universal constant M,

(e = ys = D(s,)] < MC(|lyll, L, T)w(s, 1)".

Then, after having estimated |D(s,t)|| < C'(||yll, L, T)w(s,t)*/?, we get an
inequality of type

lyll < MC(llyll, L, T)w (0, )7 + C'(|ly]l, L, T).

A careful examination of the functions C'(||y||, L,T) and C'(||y||, L, T') shows
that indeed L itself depends on yo, ||y|| and T and that

lyll < Ay, T) + B(T)ly]|

10



with B(T') decreasing to 0 as T decreases to 0. Then, choosing 7' small
enough implies that |ly|| is bounded in small time and then for any time T
using the arguments presented in Appendix. This idea is the central one used
for example in [12,13].

Let us set

By := sup |[F(y)], Ba(s,t) =y — ys — fys)al,,
te[0,7)

Bs(a,b) := f(b) — f(a), Bu(a,b) := F(b) — F(a),
and Bs(s,t) := f(ye) — f(ys) — F(ys)zs,

as well as
= w(0, 7).

Remark 1. The quantity p will be used to denote the “short time” horizon
and is the central quantity for getting our estimates.

Since F' is v-Holder continuous,
By < |F(yo)l + Hy(F)lyl" w0
If y is a solution in the sense of Davie with a constant L,
|By(s,1)| < Lw(s,t)? + By|jx|w(s, t)*?.
Since f is Lipschitz continuous,
| Bs(a,b)| < ||V fllsolb — al.

In addition,
|By(a,b)| < Hy(F)|b—al.

11



Finally,

) = S = | VPt 7 s 7
01 V(s + TYse) [ (ys) s, AT + /01 VI(ys + Tysi) Ba(s, t) dr
= [V ) et 7o)~ e
¥ /01 F(ys + Tys )zl d7 + /01 V(s + Tyse) Ba(s, t) dr
= /0 F (ys+7yse)my, dT+ /0 1 V f (yst7Ys1) (Ba(s,8) = Bs(ys, Ys+7Ys 1)t ) AT
= F(ys)zy, + /01 By(Ys, Ys + Tysp) s, AT

1
n / V£ (s + 75s)(Bo(5, ) — Bs(ye, s + Tyer)al,) dr. (8)
0
This proves that

|Bs(s,1)] < Hy(F)|lyl"[lz]lw(s, ) 0% + [V FIZ Nzl lyllw(s, t)*7
+ [V flloe L (s, )" + 1|V flloo | F (o) [l (s, )7
+ Hy (F) |yl w(0, T) 7|z ||w(s, t)*/?.
Lemma 1. For any 0 < s<r<t<T,
D (s, 7, 8)] < (Ca(u) [yl + Ca(w)llyll + Cs (1) L + Co (1, yo) ) (s, 1)°

with

Ca() := Hy(F) (=] (1 4 ') + ||=])),

Ca(p) = IV A2 )P,

Cs (1) = IV F ool
and Cg (i, yo) = [V f oo F (wo)lllz[I*n" " < 1f (o) IV £ IS NP

2 _
Proof. With z%, = acS,T + Ir,t +z;, @),

D(s,r,t) = (f(ys) — f(yr))x}ﬂ,t + F(QS)xi,r ® xvlﬂ,t + (F(ys) — F(yr))xg,t-
Hence
D (s, )| < |Bs(s, )l [lxlw(s, )7 + [ Ba(ys, yo )l zllw(s, 1) 7.

This proves the result. 0

12



Lemma 2. For any (s,t) € A?,

D(s, )] < (Cr(p 90) + Cs()llyll” + Co(w)llylDw (s, t)'/?
with
Cr(1y0) = ([f (o) + [F (wo) ) lz[] < [ (o) [(1 + [V )],

Cy(p) = H\(F)||z||n",
and Co(p) := ||V f|loo || o

Proof. This follows from
D, )] < | (ol llellw(s, ) + [y 21V fllocww (s, £)*7
+ [F(yo)lllellw(s, )% + lyll” ]| Hy (F)w(s, )77,
This proves the Lemma. O]
We have now all the required estimates to prove Propositions 1 and 2.

Proof of Proposition 1. It follows from Lemma 1 that {D(s,?)}ea2 is an
almost rough path. From the sewing lemma (See for example [11, Theorem 5,
p. 89]), there exists a path {2;}.c,m) as well as a constant M depending only
on 6 such that

|2t — zs — D(s,1)| < Mw(s, t)?, V(s,t) € A (9)

This function is unique in the class of functions satisfying (9) and with (6),
z is equal to y. Equality (7) follows from the very construction of z. O

Proof of Proposition 2. We assume first that y is a solution in the sense of
Davie with constant L. Let us note that

e = vsl < lyr — v =D (s, 1) + [D(5,8)] < Lew(s,1)” + D (s, )]
With Lemma 2, if u = w(0,T)? is small enough such that

1 1
Cs(p) < 1 and Co () < 1 (10)

then 1 1
lyll < Lp'™* + C7(p, yo) + 2wl + Zlyl™

Since v < 1, if |ly]| > 1, then ||y||” < |ly|| and then for p small enough (note
that the choice of p does not depend on ),

lyl] < 2max{1, Lp'™" + C7(p, yo) }- (11)
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Since C7(u,yo) decreases with u, the boundedness of |ly|| and ||y|l. also
hold, with a different constant, for any time 7" by applying Proposition 6 in
Appendix.

Now, if y is a solution in the sense of Davie with a constant L, it is also
a solution in the sense of Davie with the constant

—ys — D(s,t
= sup BTV 9(5 )|
(s,t)EAZ, s#t W<S,t)

From the sewing Lemma, there exists a universal constant M depending only
on # such that

D t
vy osp  PEnil
(s,t)EA2] s#t, TE(s,t) CU(S, t)

From Lemma 1 and the inequalities a” < 1+ a for a > 0 and v € [0, 1] as
well as | f(yo)| < [F(O)] + [V llolyol,

L' <M (Cs()|lyll” + Ca(p)lyll + Cs (i) L + Co(p1, 90))
<Cho(p) + Crs(p) |yl + MCs(p) L' 4 Cra(p)|yol

with

Cro(p) := MC3(p) + | £(0)[Cri(p),

Cui(p) == M|V fII5 ||« pt 7,

Cra(p) := ||V fllocChr1 (1),

and Ci3(p) = M(Cs(p) + Ca(p))-
If
MCs(p) < 1/2, (12)

then

L' < 2C10(p) + 2C13(1)lly| + 2C12 (1) |90 -
With (11), under conditions (10) and (12) on u,

lyll < 2+ 4C10(p)p'™ 4+ 4C13(1) " |yl 4+ 4C2 (1) lyol 7 + Co (1, wo),

Under the additional condition that

AC ('™ < 5, (13)

DN | —

we get that
[yl < Cra(p) + Crs(1)]yol
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with

Cha(p) =4+ 8Co ()™ + 2| F(O)[ (1 + |V flocte) ]z,
Cis(p) := 8Cha ()™ + 2l V flloo (1 4 IV flloott) [ ]

Due to the dependence of the constants with respect to p, conditions (10),
(12) and (13) hold true if i < K for a constant K depending only on ||V f|| o,
H,(F), ||lz||, p and 7.

Indeed, (11) also holds for y(g,¢1 on any time interval w(S,S’) provided
that w(S,S")!/? is small enough. The result follows from Proposition 7 in
Appendix. n

5 Existence of a solution

The existence of a solution is proved thanks to the Euler scheme, which allows
one to study to define a family of paths that is uniformly bounded with the
uniform norm.

and Wij = w(ti, t])
Let us consider the Euler scheme

Yi+1 = Yi + f(yi)le,iJrl + F(Z/i)xzz,ﬂrl? L= 07 ce, = 1

as well as the family {v; ;}o<i<j<n defined by

Yij = f(yi)xij + F(yl)xfj

We set
||y||*,07n = Sup |y~7 :/yl‘ . (14)
0<i<j<n wi’j”
Lemma 3. If u:= w(l/f 15 small enough so that
C5 (1) = IV fllocllz |t € —— with K :=2""% <1 (15)
and y
L 4ol o) + Callyllgn + Cal) gl
' 1-K
then
Wik — Yk — Yil < szk (16)

forall0 <i< k< n.
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Proof. The proof of this Lemma follows along the lines the one of Lemma 2.4
in 2] and relies on an induction on k — i.
Clearly, (16) is true for k =i+ 1. Fix m > 1 and let us assume that (16)

holds for any ¢ < k such that &k — 7 < m.

Let us choose © < k such that k —i =m, m > 2. Let 5 be the index such
that w;; < wix/2 and w; 41 > w; /2. Since w is super-additive, wjyq ) <
wi /2 and then

0 0 1-0 0 _ o 0
Wij T Wi S 27w = Kwgy. (17)

We set
Yigk = Yik —Yij — Yjk-

For j as above, since y; j11 — y; — yj+1 = 0, and using (17),

ik — i + Uil < |yijl + Vij — vj + il + Wik — ye + Y5
<NYijkl F 1Yig010k] + Vi1 — Yk + yjea| + lvi; — vi + 5]
+ Y501 — i1 + Uil < Wigwl + Y41k + LEW).

Since x7), = a7 ; + a3, + 2 @ Ty,
Yigre = (F5) = fya))aj + (F(y) — Fya)wg, + Fys)wi; ® wj
Using the same computations as (8),
i = (F) — Fp))aly — Fu)ely @ty + (Flu) — F(y)e

1
- / (Flyi +(y; — ) — F(y)al, @ oty dr
0
1
+ / Y F (st (05— 90))yy — v — vy + Fly)a?,)al, dr
0

- / / VS i+ (5 — 0V L i+ or(; — 1))y — ve) dpdrat @ 2,
©(F(y) - Flyy)a2e. (18)

We then face the same estimates as the one in the proof of Lemma 1,
where we replace the fact that y is a solution in the sense of Davie with a
constant L by our induction hypothesis on |y; ; — y; + v;|. Then

Wil < (Cs()lyll om + Cal)lylleon + Cs(i)L + Colh, yo))wis.

The results follows from our choice of p and L. ]

The next lemma is the equivalent of Proposition 2 for the Euler scheme.
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Lemma 4. For n such that t, =T, ||y|lxon is bounded by a constant that
depends only on w(0,T), [lz]l, IV fllee, Hy(F), 7, p and | f(0)].
Proof. Using Lemma 2,

yii| < (Cr(p, y0) + Ce()lIyll] on + 09(“)”9“*707”)%1’;’10

and then with Lemma 3,

1Yl 0 < (C7(p, 90) + Cs() 1yl 0., + Coli) lyllw0.n)

o Cos(t90) + Ca(w)llyll5.0.0 + Ca()llylls.0m
1-K '

In addition to (15), we choose p small enough so that

1
Cs(p) +4(1 = K)~'u'Cy(p) < 1 (19)
and .
Co(p) +4(1 = K) "' Cy(p) < 1 (20)
Since 5 < 1, [9llZ0 < [0 when y]l.on < 1. Hence,

Y10 < max{1,2C7 (1, yo) + 81" Co (1, 0))}-

This proves that for a choice of u (or equivalently 7" or n) small enough
depending only on ||z||, ||V f|l«, Hy(F), v and p, then ||y|.0, is bounded
by a constant that depends only on ||z, ||V flle, Hy(F), 7, p, |f(v0)| and
|F(yo)|. However, |F(yo)| and |f(yo)| are bounded by some constants that
depends only on |f(0)| and ||V f]|co-

The result is proved by finding a sequence ng =0 < n; < --- < ny such
that wy, n,,, < pP with t,, =T and p satisfying (15), (19) and (20). Since
w is continuous close to its diagonal, there exists such a finite number N of
intervals, and this number depends only on the choice of i, and then on ||z||,
IV flloo, Hy(F), v and p (and not on y nor f(0)). Finally, it is easily shown
that

N-1
[9l0mx <N 1Y llmimier
1=1

which proves the result by applying the result on the successive time inter-
vals [t,,,t and replacing yo by v, . O]

nz‘+1]

Finally, is order to interpolate the Euler scheme and to get a good control,
we shall add an hypothesis on w, which is trivially satisfied in the case of
w(s,t) =t — s, that is for Holder continuous rough paths.
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Hypothesis 3. We assume that there exists a continuous, increasing func-
tion ¢ such that
t t) —
wis,t) 3 et) —els)
p(t) — o(s) w(s, t)
are bounded for 0 < s <t < T.

Proposition 3. Under Hypotheses 1, 2 and 3, there exists a least a solution
in the sense of Davie to (1).

Proof. From the family {y;}, we construct a path from [0, 7] to R™ by

o(t) — p(t)
o(tiv1) — p(t;

Y =y + )yi,i—l-la t € [ti ti]. (21)
From standard computations, there exists a constant Cg which depends only
on p and the lower and upper bounds of w(s,t)/(p(t) — ¢(s)) such that

Iyl < Cul|yllx0,n-

With Lemma 4, we have a uniform bound in ||y, 0., and then on the con-
stant L when p (or n) is small enough. Hence, for any partition satisfying
Hypothesis 3, the path y has a p-variation which is bounded by a constant
that does not depend on the choice of the partition.

Now, let y™ be a family of paths constructed along an increasing family
of partitions II"™ whose meshes decrease to 0.

Then there exists a subsequence {y™ }r>1 of {y" }en+ which converges in
g-variation for ¢ > p to some path y of finite p-variation.

For any (s,t) in N,>oll",

lye — ys — f(ys)wh, — Flys)al,| < Lw(s, t)’.

Since Ny,»oII™ is dense in [0, 7] and y is continuous, this proves that y is the
solution to (16) in the sense of Davie, at least when T is small enough.

The passage from a solution on [0,7] with 7" small enough to a global
solution is done by using the arguments of Lemma 7, Lemma 8 and Propo-
sition 6. [

6 Distance between two solutions and unique-
ness

We now consider a more stringent assumption than Hypothesis 1.
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Hypothesis 4. The function f is twice continuously differentiable from R™
to L(RY, R™) and is such that V f, V2 f are bounded and F(z) := f(x)-V f(x)
is such that VF' is y-Hélder continuous with constant H.,(VF') from R™ to
L(R™ @ RY R™).

We consider two rough paths u and v of finite p-variation controlled by w,
p € [2,3), as well as two vector fields f and g satisfying Hypothesis 4. Let
y and z be respectively some solutions to y; = yo + fot f(ys)dus and 2z, =
2o + fg g(zs) dvs.

We have seen that y and z remain is a ball of radius R that depends only
on ||V flleos IVlloos [[VE oo, IVG]|eo (since F and G = g - Vg are Lipschitz
CODtinuOllS)? Hu”? ||U||7 Yo, o, |f(0)|a |g(0)|v w(OaT)7 g and p.

Definition 3. We say that a constant C' satisfies Condition (S) if it depends
only on the above quantities, as well as H,(VF), H,(VG), ||[V*f|lsx and
V24l oo

We then set for some functions h, A/,

Or(h, 1) = sup |h(z) = N(2)].

2€B(0,R)

We also set

|yst_zst|
O(u,v) = ||lu—ol|| and d(y, z) = sup ——1.
(1,0) = lu = o and 8y, 2) = sup et =

Theorem 1. Under Hypotheses 2 and /, there exists some constant Ciy
satisfying Condition (S) such that for all (s,t) € A?,

Vst — 24| < Crrw(s, )P (Jyo — 2o
+0(u,v) +0r(f, 9) + 0r(F,G) + 6r(Vf,Vg) + dr(VF,VG)). (22)

The proof of the following corollary is then immediate from the previous
estimate.

Corollary 1. Under Hypotheses 2 and 4, there exists a unique solution in
the sense of Davie to (1).

Theorem 1 proves that the It6 map which sends x to the unique solution
to (1) is locally Lipschitz continuous in yo, f and z.

The next lemma is the main estimate of the proof and show why extra
regularity shall be assumed on F. This lemma is already well-known (See
Lemma 3.5 in [2]) but we recall its proof which is straightforward.
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Lemma 5. Let h be a function of class C' from R™ to R such that Vh is
~v-Holder and bounded. Then for all a,b,c,d in R™,

(@) = h(b) + h(c) — h(d)]
<la—b—c+d||Vh|e + Hy(Vh)(Ja — b + |c — d|")|b - d].

Proof. The result follows from
(@) = h(b) + h(c) — h(d)]

/OVh(c—i-T(a—c))(a—c)dT—/o Vh(d+71(b—d))(b—d)dr

/1Vh(c+T(&—c))(a—c—b—i—d)dT

+ /1 (Vh(c+7(a—c)) = Vh(d+7(b—d)))(b—d)dr

1
< |a—b—c+d|HVhHoo+H,y(Vh)/ |(1=7)(c—d)+7(a—b)||b—d|dr,
0

since (z +y)” < 27+ for z,y > 0 and v € [0, 1]. O

Let us denote by ? the operator which, applied to an expression involv-
ing y, f and u, takes the difference between this expression and the similar
expression with y replaced by z, f replaced by g and u replaced by v. For
example,

D(f(ys)x;t) = f(ys)u;t - g(ZS)U;,t-
If a(y, f,u) and B(y, f,u) are two expressions, then

o(aly, f,u)Bly, fru) = (aly, f,u)B(y, f,u) + alz,g,0)0(B(y, f,u)). (23)

Proof of Theorem 1. In the proof, we assume without loss of generalities that
v <1
Let us choose a constant A such that

P(D(s,7,1))] < Aw(s,t)’ (24)

and

P(D(s,1))| < Aw(s, t)YP. (25)

From the sewing lemma on the difference of two almost rough paths (See
for example |11, Theorem 6, p. 95|), there exists some universal constant M
(depending only on #) such that

’a(ys,t - Q(Svt))’ < MAW(Sat)g' (26)
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Our aim is to obtain some estimate on A.
Let us note first that

OF (ys)uZ | < (1F(ys) = F(26)] +F(25) = G(z)l|ullw(s, 1)
+ (IG(z0)] + IVGlsoll2ll12)8 (, v)w (s, )7

Since |ys — zs| < 6(y, 2)p + |yo — 20|, with Lemma 5,
[F(ys) = F(2:)] < IVFloo(0(y, 2)p + |90 — 20),
then for some constant Cg satisfying Condition (S),
0F (ys)ul,l < Cis(0r(F.G) + [yo — 2ol + pd(y, 2) + 8(u,v))w(s, )*".
With (26),

[0Ba2(s, )] = [0(yse — f(ys)uz )| = P(yss — D(s, 1) + Flys)us,)|
< MAw(s, t)? + [0F (ys)uZ,|
< MAw(s, 1)’ + Cis(0r(F,G) + |yo — zo| + 1 (y, 2) + 6(u, v))w(s, t)*P.

Since f is differentiable, for 7 € [0, 1],

flrye+ (1 = 1)ys) — f(ys) = /0 V£(ys + p(tye + (1 = 7)ys))Tys e dp. (27)
Hence

|f(rye + (1= 7)ys) — fys) — g(Tye + (1 = 7)ys) + 9(ys)|
< Or(V S, Vo) llyllw(s,t)/7. (28)

With (28) and (27) for 7 € [0, 1],

O(f(rye+ (L= 7)ys) — fys)) < 0r(V V) lyllw(s, )"/
+ 20V flloo (6 (y, 2) 1t + 5o — 20]) |yllew(s, )P + 6(y, 2) IV fllocw (s, )7

With Lemma 5 and (27)-(28) applied to F' and G, for 7 € [0, 1],

0Ba(ys, Ys + Tysa)| = 0(F Ty + (1 = 7)ys) — Fys))
< SR(VE,VG)[lyllw(s, )7 + 2| VF[lod(y, 2)w(s, 1)/
+ 2H, (VE)(lyll” + [[2]")w(s, 172 (b (y, 2) + lyo — zol).
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Besides,

V(s + 7ys)) < Or(V S, V) + IV flloo(0(y, 2)1e + [yo — 20).

In addition,
(F (y0))| < Or(F, G) + [|[VFlo|yo — 20

Combining all these estimates using (23) with the ones given in Section 4
in some lengthy computations,

DD (s, 7, H)] < Crow(s, ) (MAw + ad(y, =) + 0y, 2)u'™
+ |20 — yo| + 0(u,v) + 6r(F,G) + 6r(VF,VG) + 6r(Vf,Vg)), (29)

where Cg satisfies Condition (S) (Note that Cig decreases with T').
We have also

0(D(s, ) < 5r(f, 9) [yl + lyol)[[uflw(s, )7
+ (IVflloo + IV Flloo) ((y, 2) + lyo — 2] )[ull(1 + p)w(s, )7
+ (9o + 1Glloo)d(w, v)w (5, 8)*P + SR (F, G) |ullw(s, t)*/
< Coo(0r(F, G) + 6r(f, 9) + 0(u, v) + lyo — 20| + pd(y, 2))w(s, )"/?,

where Cyq satisfies Condition (S) and decreases when T decreases. With (26),
[0l < [0(yse = D(s, )] + [0D(s,1)| < MAw(s, 1)’
+ Coo(0r(F, G) + 0r(f, 9) +8(u, v) + |yo — 20| + pd(y, 2))w(s, 1)/ (30)

Let us choose A such that an equality holds in either (24) or (25). If
0(yst)| = A, then from (30),

A< MAR™ + Coo(0r(F, G) + 0r(f, 9) + 0(u,v) + |yo — 20| + 1 (y, 2))-
If Pp(®(s,r,t))| = A, then from (29),
A< Crg(MAp A+ pd(y, z) + 6(y, 2)p' ™
+ |20 — Yol + 6(u,v) + 0r(F, G) + 6r(VF,VG) + 0r(V [, Vyg)).

In any case, we may choose p small enough in function of C1g or of M (which
depends only on #) such that

A < 2C9(pb(y, z) + 0(y, z)p'
+ |ZO - y0| + 5(“7 U) + 5R(F7 G) + 5R(VF7 VG) + 5R(Vf7 Vg>)
+ 205 (0r(F, G) + 0r( [, g) + 0(u,v) + |yo — 20| + pd(y, 2)).
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Injecting this inequality in (30), we get that
0(y,2) < Con(B+ (n+ 1”7 + 2 )8(y, 2) + lyo — 20)
with
B :=0r(F,G) + 0r(f,g) + 0(u,v) + 0r(Vf,Vg) + 0r(VF,VQ)

and Cy; depends only on Cig, Cyg, M and w(0,T).

Again, choosing p small enough in function of Chg, Cq9, M and w(0,T)
gives the required bound in §(y, 2z) in short time. As the choice of p does
not depend on |yg — zo| and p satisfies Condition (S), Proposition 7 may be
applied to y — z. O

7 Distance between two Euler schemes

Let us give two rough paths v and v of finite p-variations, as well as a partition
{ti}izo of [0, T7].

We use the same notations and conventions as in Section 5. Again, we
set 1 = we'?

= Wy, -

For 0 <7 < j < n, we set

Zit1 = % + g(zi)vz‘l,i+1 + G(Zi)viiﬂa Zj =2+ g('zi)vil,j + G(Zi)vg,ja

.....

Yirr = Vi + FW)uii + Fy)uiig + €, —1 (31)

1=0,...,n
Yi=yi+ f(yi)uil,j + F(%)“?; +eiy, 0se<g<n
In addition, define

L \é?m'+1|
Q= sup 7 .

Here, there are three cases of interest: (a) Both z and y are given by some
Euler schemes and then ¢;; = 0 for all 0 < ¢ < j < n. (b) The path y is a
solution to y; = y0+f(f f(ys) dus and then ¢; ; = y; —y; —f(yi)uz{j —F(yi)uij,
while v =u and g = f. (c) While v = v and g = f, the family {y;}i—o... i
given by the Euler scheme with respect to a partition {¢;}i—o. . C {ti}izo....n-

We assume that z and y belong to the ball of radius R and that ||z, 0.n
and ||y|lx0.. (defined by (14)) are bounded by R'. In any cases, R and R’
depend only on [V floe, [V Flloo, [IV3lloer IVGleer 1l 0], 1£O)], l9(0)],
’y0|7 ’ZO|7 W(O,T), Y and p.
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Definition 4. We say that a constant C' satisfies condition (S.) if it depends
only on the quantities listed above as well as H,(VF), H,(VG), [|[V?f]lco0

[V?g||oo and SUPogi<i<n |5i,j|/%’0,j-

Theorem 2. If f and g satisfies Hypothesis 4, then for some constant Ca
satisfying Condition (S.),

HZ - y”*,O,n g 022(a + ’ZO - yO‘ + 5R(f7 g) + 5R(vf> VQ)
F OR(VE,VG) + 6x(F,G) + 6(u, v)).

Proof. We set

y. —_— y. —_— y.’A —_— Z —_— Z —_— Z.7A
A= max 193 ‘ o 5 J : AN (32)
0<i<j<n Wy

We have

[F(yi) = F(z) < IVFllso(lyo — 20 + |2 = yllcomp)

and

V(i +7(y; —yi) = Vf(zi +7(2 — 2))]
<2V flloo (w0 — 20l + |12 = yllwomi)-

Besides, with Lemma 5,

IF(ys) = F(yi) = F(25) + F(z)] < [VFlellz = ylleomwi”
+ H,(VE) Iyl + 1217 (190 = 20l + #ll2 = yllaon)ls"
With (18) and considering the difference between y; ;, and z; j;, for i < j <k,
Wik — Zigoel < Coawiy(lyo — 20l + Ap+ (e + 1) |2 = ylluon + Ba).
with Cys satisfying Condition (S.) and
By :=6(u,v) + 0r(F,G) + 6r(Vf,Vg) + 6r(VF,VG).

On the other hand, fori =0,...,n —1, 2,41 — % — z;;41 = 0 and

)
|Yir1 — yi — yz-,i+1\ < Wi

24



For j given as in the proof of Lemma 3, we have for K := 2!~

|yk —Yi —Yik — Rk — 2 — sz|

0
Wik

Yijk — Zijk Yjj+1k — Zjj+1k
<KA+&+|]0J|+’]J 9]] |
Wi k Wik

< KA+ a+ Coullyo — 20| + Ap+ (1 + 1)1z = yllon + Bi)

with Cyy = 2C53. From the definition of A (see (32)),
A <20+ KA+ Coy(lyo — 2ol + Ap+ (e + 1)z = ylleom + Br)- (33)

On the other hand, since both f and F' are Lipschitz continuous, for some
constant Cy; satisfying Condition (S,),

12 = Ylleon < sup Y = Yi = Yij = 2 + 2 + 2] N Yij — %l
T ogi<ign wilép Wz-lép

< Ap'™ + Caos(Jyo — 20| + pllz — yllwo,) + Be

with
BZ = 026(5R(F7 G) + 5R(f7 g) + 5(u7 U))a

for some constant Cyg satisfying Condition (S.). If 4 is small enough so that
CQ5,M < 1/2, then

12 = Yllwom < 2Cas|y0 — 20| + 247 + 2Bs. (34)
Injecting this in (33),
A < 2a0 + KA + 027(|y0 - Zo| + AOQg(M)) + B3

with a Cog (1) satisfying Condition (S,) for fixed p and that decreases to 0 as p
decreases to 0, Cyy satisfying Condition (S, ), and By = Cyy(B1+ Bs) for some
constant Cyg satisfying Condition (S.). For K + Ca;Cos(p) < (1+ K)/2 < 1,
then

2
A < m(2@ + CQ?‘yO — Z[)’ + Bg)

Using the inequality on (34), this leads to the required inequality for a value

of 1 small enough. Thus usual arguments proves now that this is true for
any time horizon 7" up to changing the constants. O]
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8 Rate of convergence of the Euler scheme

Let us consider now the solution to y, = yo + fot f(ys)dzs as well as the
associated Euler scheme

Cit1 = € + f(ei)le,i-&-l + F(ei)xiz‘+1a €0 = Yo

when f satisfies Hypothesis 4.
We are willing to estimate the difference between y and e. Our key
argument is provided by Theorem 2 above.

Proposition 4. Assume Hypothesis 4 on f. For § := supgg;, wiiy1 and
pE[2,3),
sup |e; — yi| < Cyod® PP, (35)
1=0,...,n

where Csg depends only onyo, | f(0)], [|]l, |V flleos |V2f lcos |VE||oos Hy(VE),
w(0,7), p and ~.

It follows that the rate of convergence is smaller than (3 — p)/p and
belongs to (0,1/2). In addition, when p increases to 3, the rate of convergence
decreases to 0. This rate is similar to the one given by A.M. Davie [2]|. (See
also [3] for the convergence of the Milstein scheme for the fractional Brownian
motion).

Proof. Let us note first that since y and e remains bounded, if VF' is -
Holder continuous, then it is locally ~/-Holder continuous for any v/ < 7.
Since the constraint 2 4+« > p is in force, we set v/ = p — 2 + np for some
0<n<@B-—p)/p<l/2and ¥ :=(2+4+7)/p=1+n.

Since F'is Lipschitz continuous, then y is a solution in the sense of Davie
with @ = 3/p. This way,

1Ye — Ys — f(?JS)x;,t - F<y8)x§,t| < Lw(s, t)g/p'
It follows that {y;}!, is solution to (31) with

€iitl = Yiv1 — Yi — f(?/i)iUzl,iH - F(yi)x?,i+1'
Then

= sup 11l < L&/ — [5G-»)/p—n

!

0<i<n Wy
Applying Theorem 2 with our choice of 8’ leads to
le —y| < Clyy §B3—P)/P=11
where C3; depends only on yo, |f(yo)l, [[zll, IV fllees IV flloer IVF oo,
H,(VF), w(0,T), p and 7. Then (35) is immediate. O
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Let {{t!'}io...n}tnen+ be an increasing family of partitions such that the
mesh sup,_, _, w(t},t};) converges to 0. Let {{e] }i=o,..n}nen+ be the cor-
responding Euler schemes for a rough path x and a vector field f satisfies
Hypothesis 4. With Lemmas 3, 4 and 8§,

lef — e? - f(e?)x%?,tj - F(‘f?)i’f?y,tﬂ

sup sup < +00

. n 4n 0
neN* 0<i<j<n w(ti ) tj+1)

and with Proposition 3 under Hypothesis 3, the interpolation of the Eu-
ler scheme e" constructed as in (21) has a p-variation norm |[[e"|| which is
bounded. Using the same proof as above, we get the following corollary.

Corollary 2. Under Hypotheses 2, 3 and 4, the family of interpolated Euler
schemes {€"}nen+ for a Cauchy sequence of the uniform norm and the q-
variation norm for any q > p.

Remark 2. Here the dimension d of the space plays no role so that this
argument may be used for an infinite dimensional rough path. This Corollary
allows one to define the solution to (1) as the limit of the sequence {€"}, .

9 Case of geometric rough paths

We now consider the case where x is a geometric rough path of finite p-
variation controlled by w and the vector field f satisfies Hypothesis 4. This
means that there exists a sequence of rough paths z™ converging to x in
p-variation such that z™ lives above a piecewise smooth path 2" in R? and
xp =142+ fg(zg — 2) ® 22 ds. Such a path z™ is called a smooth rough
path.

In order to simplify the analysis, we assume that w(s,t) =t — s and then
we are dealing with a-Hoélder continuous paths with o = 1/p.

The core idea of P. Friz and N. Victoir was to consider a family of smooth
rough paths (Z"),,>1 such that, given a family of partitions {{t}}i—o.__n}nen+,
z" converges to z in the S-Holder norm for any 8 < « and zj = x4n for i =
0,...,n. '

For this, they used sub-Riemannian geodesics. In [11], we have provided
an alternative construction using some segments and some loops.

Let z" be the projection of " onto R?, and let y” be the solution of
the ODE 4 = yo + f(f f(yy)dzr. As Z" is piecewise smooth, one knows
that this solution corresponds to the one of the solution of the RDE y;' =
Yo+ fot f(y?) dz? in the sense of Davie or in the sense of Lyons (See Section 10
below).
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Let €” be the Euler scheme associated to y” with the partition {t}'},—o__n:
er, =e + f(er )’a?in"tn + F(e} )xtntn s i=0,....n,
and e™ the Euler scheme
ey = e + f(€ )xinnt” + F(e; )xt"t" i=0,...,m,

The key observation from P. Friz and N. Victoir is that from the very
construction of ", z}. ;» = T}, ;»  and then e = e”.
7 i +1 197141
With Proposition 4, for some 1 € (0,3 — 1),
e} —ep —yi +yi| I

e" —y"||,:= su
|| Yy “* O<i<§)<n wlép

_ yn” < 0325311—1—77

where Cs; depends only on ||z[|, f, T, aand n, and 0 := sup;_q 11 W(t}, 1)
On the other hand with Theorem 1,

19" =™l < lly" = y™ [ < Cosfl™ = 2],

where C33 depends only on ||z||, f, T, @ and n (when z" is such that ||2"| <
Al|z|| which is the case with the constructions mentioned above).

Since (Z™)pen+ is a Cauchy sequence in the space of -Holder continuous
functions, [ < «, it follows that (™) is a Cauchy sequence and converges to
some element v.

We then obtain the convergence of €™ to y in the sense that |le” — y||«
decreases to 0 as n tends to infinity.

10 Solution in the sense of Davie and solution
in the sense of Lyons

The notion of solution in the sense of Davie (Definition 2) is different of the
solution in the sense of Lyons (Definition 1), as the iterated integrals of y
and the cross-iterated integrals between y and x are not constructed, while
they are part of the solution in the sense of Lyons.

However, once a solution in the sense of Davie is constructed, it is easy
to construct a rough paths with values in T} (R¢ @ R™).

Lemma 6. A solution y in the sense of Davie — which is a path with values
in R™ — may be lifted to a rough path with values in T;(R? @& R™), as the
rough path vy associated to the almost rough path

Py =1+ @g +Ysi 4 f(ys) @ f(ys) -2+ fys) @122, + 1@ f(ys) - 22,. (36)

Besides, the map y v vy is locally Lipschitz continuous.
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Proof. 1t is easily checked that
|h87’f,t - hs,'r ® hr,t| < 034(,()(8, t)0

with @ > 1 and then that it is an almost rough path. With Proposition 1, the
associated rough path 7 projects onto (z,y) in RY @ R™. The local Lipschitz
continuity of y — ¥ follows from the same kind of computation as the one of
the proof of Theorem 1. O

Proposition 5. Let us assume that f is a vector field with a bounded deriva-
tive which is y-Holder continuous, such that a solution to (1) exists in the
sense of Lyons. Let us assume also that f -V f is v-Holder continuous, so
that a solution to (1) exists in the sense of Davie, lifted as a rough path with
values in Ty (R @ R™) as above. Then the two solutions coincide.

Proof. Let y be a solution in the sense of Davie of (1), which is lifted as a
rough path y using Lemma 6. Let us consider

Ug,t = f(ys>37;,t + Vf(ys)ﬂ;t,

where 7, is the projection onto R™ ® R? of g, (or roughly speaking, it is
the cross-iterated integral between y and ).
Since g;t = Ys,r @ a:}ﬂ’t,

st — sy — e < |(f(yr) — f(yS))quﬂ,t — VI (Ys)Ysr @ x}«,t)|
+ V) = Vsl

1
[ 01+ 70) =V 0Dwer © k| + (7Dl
0

< H (VAU Nl + lyl = w(s, ).

<

Then {us:}(speaz is an almost rough path in R™ whose associated rough
path v satisfies
vy — Vs — g y| < Cssw(s, t)e.

From the very construction, v is the rough integral v, = vy + fot g(zs) dzs with
z is a rough path lying above (z,y,y*) € (R ® R? ® RY R™ R™ @ RY) and
g(y,z) = dox + f(y)de. Thus y = v when vy = yo. With Lemma 6, this
is also true for the iterated integrals. This proves that the a solution in the
sense of Davie is also a solution in the sense of Lyons.

If z is a solution in the sense of Lyons, by construction, for a constant L

and all (s,t) € A?,

|2t — 25 — f(ZS)x;,t - Vf(ZS)ZsX,tl < Lw(s, t)e
and |2, <1® f(z)a2,] < Lw(s,t)?,
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where z* lives in R™ ® R%. Hence, it is immediate the a solution in the sense
of Lyons is also a solution in the sense of Davie. O]

A From local to global theorems

We present here some results which allows one to pass from local estimates
to global estimates and then show the existence for any horizon T" provided
some uniform estimates.

Lemma 7. Let p > 0 be fizred. Then there exists a finite number of times
0=Ty<Ti << TN_|_1 with Ty < T < TN+1 and W(T%;T;—f—l) =U.

Proof. Let us extend w on D, := {(s,t) |0 < s < t} by

t,
L.

w(s, T)+T—-s ifs
wis,t) = {t—s it T

<T
<s

NN

Let us note that w is continuous on D, , and that w(s,t) —— +oo. Then for

t—00
any p > 0, for any s > 0, there exists a value 7(s) such that w(s, 7(s)) = py,
since w(s, s) = 0.
For T > 0 fixed, let us set Ty = 0 and T;y; = 7(7;). Then there ex-
ists a finite number N such that w(0,7n-1) < w(0,7) < w(Tp, Tv41) and
w(T;, Ti11) = p. This follows from the fact that

N-1
Np=Y w(T; Tiur) < w(0, T)
i=0
and then w(0,Ty) ~ oo This proves the lemma. O

For a path y and times 0 < S < S' < T, let us set

g g = sup ‘yt - ys’
15,51 s<s<t<s w(s, t)/P

lly|

Lemma 8. Let us assume that a continuous path y on [S,S"] is a solution
in the sense of Davie on time interval [S,S'] and [S',S"] respectively with
constants Ly and Ly. Then y is a solution in the sense of Davie on [S,S”|
with a new constant L that depends only on Ly, Ly, H\(F), ||V flle, |2,

lyllis.s1, w(0,T), v and p.
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Proof. First, it is classical that

yllis,sm < 2P max{||yllis,sn, lyllsr,sm}

so that y is of finite p-variation over [S,S”]. For s € [S,S'] and t € [S’, S"],
[ye — ys = D (s, )| <y —ysr = DS, )+ lysr —ys =D (s, )| +[D(s, 5, )]
Let us note that

1D(s,5,t)| < Caew(s, )’
where Ciy depends only on Ly, [yl s 2y (F). 9 oor [E(ws)]. 2], (0, 7),
v and p. Hence, since w(s, S")? +w(S',t) < w(s,t),

Iy — ys — D(s,1)| < (max{Ly, Ly} + Cy6)w(s, t)’.

This proves the result. ]

Proposition 6. Let us assume that a solution to (1) exists on any time
interval [S, S’] with a condition that w(S, S") < Csr where Cs; does not depend
on S. Then a solution exists for any time T

Proof. Using the sequence {7} n of times given by Lemma 7, it is suf-
ficient to solve (1) successively on [T}, T;41] with initial condition yr, and to

invoke Lemma 8 to prove the existence of a solution in the sense of Davie
in [0, 7. O

Proposition 7. Let y be a path of finite p-variations such that for some
constants A, B and K,

when w(S,S") < K, |lyls.s1 < Blys| + A.

Then A
sup [ye| < B(T)lyol + (B(T) = 1) 5 (37)
te[0,T
with
R(T) = exp(B(1 + K~ H)'""YP max{w(0,7T),w(0,T)"?}),
and the p-variation norm of ||y||p1 depends only on A, B, w(0,T), K and p.

Proof. Remark first that

sup [y:| < [ys|(1 4+ Bw(S, S)7) + Aw(S, S')V7.
te[S,9"]
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Let us choose an integer N such that p := w(0,7)/N < K and construct
recursively T; with Ty = 0 and w(T}, T;11) = p. Then

(14 p?B) + Ap'/®.

|yTi+1| < |yTi

From a classical result easily proved by an induction,

A
lyr| < exp(Np'/?B)|yo| + E(exp(Nu”pB) —1).

As this is true for any 7', surely (37) holds.

Choosing N such that w(0,7)/N < K and w(0,7)/(N —1) > K,

w(0,7)
N ———+1
e +

This way

0,T =
Npt/P < (M + 1) w(0,7)

N

L,
Kw(0,T) if w(0,T) > 1.

3=

- {i&u(o, T)Y? i w(0,T)
K ~

with K = (1 + K—1)1-1/»,

Finally,
1-1
HyH[O,T] SN p z‘:()r,r.l.ilﬁ—l HyH[Tz‘7Ti+l]7
which proves the last statement ]
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