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Abstract

We present a Riemann solver derived by a relaxation tecknfqu classical single-phase
shallow flow equations and for a two-phase shallow flow modsicdbing a mixture of solid
granular material and fluid. Our primary interest is the nrioa approximation of this two-
phase solidluid model, whose complexity poses numericdlidulties that cannot befléciently
addressed by existing solvers. In particular, we are coreckwith ensuring a robust treatment of
dry bed states. The relaxation system used by the proposest soformulated by introducing
auxiliary variables that replace the momenta in the spafiallients of the original model
systems. The resulting relaxation solver is related to Riees in that its Riemann solution
for the flow height and relaxation variables is formally carrggl as Roe’s Riemann solution.
The relaxation solver has the advantage of a certain dedfesedom in the specification of the
wave structure through the choice of the relaxation parareef his flexibility can be exploited
to handle robustly vacuum states, which is a well knowffialilty of standard Roe’s method,
while maintaining Roe’s low diusivity. For the single-phase model positivity of flow hetigh
rigorously preserved. For the two-phase model positivityaume fractions in general is not
ensured, and a suitable restriction on the CFL number migingeded. Nonetheless, numerical
experiments suggest that the proposed two-phase flow seffigently models wedry fronts
and vacuum formation for a large range of flow conditions.

As a corollary of our study, we show that for single-phasellsiaflow equations the
relaxation solver is formally equivalent to the VFRoe solwdth conservative variables of
Gallowet and Masella [C. R. Acad. Sc. Parisere |, 323, 77-84, 1996]. The relaxation
interpretation allows to establish positivity conditidios this VFRoe method.

Keywords: Shallow flow models, two-phase granular flows, Riemann ss)velaxation,
positivity, wefdry fronts
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1. Introduction

This paper illustrates a wave propagation finite volume sehéor single-phase and two-
phase shallow flow models obtained by a relaxation strate@r primary interest is the
numerical approximation of a two-phase depth-averagecdehdmbcribing the flow of a shallow
layer of a mixture of solid granular material and fluid. Thedebsystem is a variant of
the Pitman-Le two-fluid model [1], and it consists of mass amaimentum equations for the
solid and fluid phases, coupled together by both conseevatial non-conservative momentum
exchange terms. The main application of interest of thislvase model is the simulation of
geophysical gravitational flows such as avalanches andsdfiws, which typically contain
both solid granular components and an interstitial fluidgghdndeed, most of the models used
to simulate real avalanches do not take into account theepecesof a fluid component (e.g.
[2, 3, 4]). The fluid however is expected to play a key role ia thobility of natural flows
and in the structure of their deposits [5, 6, 7]. Furthermaneerpretation of the deposits of
gravitational flows on Mars in terms of fluid content is a keyuis in planetary sciences because
of its connection to life [8, 7].

The considered two-phase granular flow model was first dduidid9, 10], where it was
shown to be hyperbolic under the condition of phase veldtifferences dticiently small. The
hyperbolicity assumption is then reasonable for the faesgplications to geophysical flows,
where usually inter-phase forces rapidly drive solid andifltonstituents towards kinematic
equilibrium [5]. In [9, 10] the two-phase granular flow systevas numerically approximated by
a Godunov-type finite volume scheme based on a Roe-type Riesmdver. One disadvantage of
this Roe-type method is that it may produce unphysical megydiscrete values of the flow depth
and of phase volume fractions. Positivity preservation @i fheight is a fundamental property
for numerical models for free surface flows to handle colyaget/dry transition zones where
the flow height vanishes (welry fronts). Here in particular we are interested in the cotapon
of these flows by finite volume schemes based on Riemann sdlver12, 13, 14]. We refer for
instance to [15] for a survey of other approaches.

For classical single-phase shallow water equations numsgrositivity preserving Riemann
solvers are available. First, there are classical robugtiode such as the exact Riemann solver
(Godunov method [16]) and the HLL, HLLC solvers [17, 14]. ©tlapproximate solvers able
to treat dficiently vacuum states have been developed by means of tielasirategies, such
as Suliciu’s solver [18, 19, 20], and the recent method ott@er—Marche [21]. Among other
methods, let us mention the augmented four-wave Riemanmersof George [22], which is
related to the class of relaxation solvers of [23], and thdlifiel Roe method (MRoe) of
Castro, Pa&s and co-workers [24, 25]. This MRoe method however is gmirously positivity
preserving, and it may need a restriction on the CFL numbavaad negative water depths.

Unfortunately, it is dificult to extend the existing positivity preserving techragufor
single-phase shallow flow equations to the considered twas@ granular flow model, due to
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its non-conservative character and the complexity of itsnRinn solution structure. Major
difficulties for the two-phase system are the lack of explicitresgions of the eigenvalues, the
limited information about the structure of the charactariields (Riemann invariants are not
available), and hence the lack of knowledge of the exact Rmensolution. The presence of
non-conservative terms prevents resorting to methodsedfiti. family [17].

In an dfort to build a robust method for the two-phase model suitedflfiv regimes
involving dry bed regions, we have studied a new Riemanresalerived through a relaxation
technique. Our work has been particularly inspired by tHexadion approach of Berthon
and Marche [21] for shallow water equations, although heeedevelop a new idea, and our
relaxation system does not enter in the class of relaxatiotiets proposed in [21]. In [21] the
authors establish positivity of the VFRoe scheme with nonservative variables (VFRoe-ncv)
of [26, 27, 28] by identifying the VFRoe-ncv solver with a pewlar relaxation solver. The
positivity preserving approach of Berthon—Marche relir@ahoice of relaxation variables that
is motivated by the form of the Riemann invariants of the Efghase shallow flow system.
The technique then is not directly applicable to our twogghaystem, for which the Riemann
invariants are not known, and there is no analogous formeafetaxation model useful to enforce
positivity in the two-phase case by the same arguments a2l [The relaxation method
that we introduce here has originated after initial attesrgdtextending the Berthon—Marche
approach to the two-phase system. Both our relaxation mamuglthe one in [21] are based
on the pioneering idea of Jin and Xin [29] of approximating tiriginal model equations via
a new system that is easier to solve (see also e.g. [30, 3], PB¢ particular feature that we
have borrowed from [21] is the formulation of a relaxatiorsteyn with linear degeneracy in
all the characteristic fields, a property obtained by a spet@coupling of the linear equations
governing the relaxation variables from the remaining fioear equations of the relaxation
model. The innovative idea of our model is to introduce aamjl variables that replace the
momenta in the spatial gradients of the original singlesghend two-phase systems. These new
variables are governed by linear equations withflicients that determine the eigenstructure
of the relaxation model, similarly to [21]. This procedueadis to a Riemann solver that is
related to Roe solver in that its Riemann solution for the flagight and relaxation variables
is formally computed as Roe’s Riemann solution. The relarasolver has the advantage of
a certain degree of freedom in the specification of the wawettre through the choice of the
relaxation parameters. This flexibility can be exploitechémdle robustly dry bed states and
vacuum appearance, while maintaining Roe’s method Idkuslvity ans sharp shock resolution.
For the single-phase system positivity of flow height is r@gsly preserved. For the two-phase
model positivity in general is not ensured, and a suitabdéricgion on the CFL number might
be needed. Nonetheless, numerical experiments suggetigtoposed two-phase flow solver
efficiently models wetlry fronts and vacuum formation for a large range of flow ctods,
often with no need of a CFL reduction.

As a corollary of our study, in analogy with the results of Ben—Marche [21] for the
VFRoe-ncv method, we find formal equivalence of our relaatsolver for single-phase
shallow flows with the first original version of the VFRoe saivthe method with conservative
variables of [32, 33]. Similarly to [21], the relaxation @mpretation allows to establish positivity
conditions for this version of the VFRoe scheme.

The paper is structured as follows. First, in Sections 2 ameé Present the shallow flow
models under study. We then give a brief presentation of vpagpagation algorithms based
on Riemann solvers in Section 4, recalling Roe [34] and Rpe-solvers and the ficulties in
handling vacuum states encountered by these methods. tlars&owve present our relaxation
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solver for the single-phase case, and in Section 6 we distassjuivalence with the VFRoe
solver of [32, 33]. The relaxation solver for the two-phasanglar flow model is illustrated in
Section 7. Numerical results for both the single-phase hadwo-phase model are presented
in Section 8, and some concluding remarks are finally writteSection 9. The Appendix is
not directly related to the relaxation approach, but it ididated to a positivity preserving Roe
method for the single-phase shallow flow system.

2. Single-phase shallow flow equations
The classical one-dimensional single-phase shallow vegttem has the conservative form
oth+0oym=0, (1a)
" g,
atm‘l' BX(F+§h )—0, (1b)
whereh is the flow heightm = huthe momentum, and the flow velocity in thex direction. In

compact form:
aq+ oxf(g) =0, (2a)

where
h m
q:( m) and f(q) = ﬁ+9h2 (2b)
h 2
denote the vector of the conserved variables and the fluewBatction, respectively. The quasi-
linear form of the equations is

0+ A(@)dxq = 0, (3a)

Ag) = f'(g) = [ (3b)

1
~w¥+gh 2u )

and the system is defined over the convex set of admissilissta
Q={geR%h>0ucR}. (4)
The system has eigenvalugsand corresponding right eigenvectogsk = 1, 2, given by
lp=use, o= L ). c=yoh (5)
U+c
and it is strictly hyperbolic foh > 0. The left eigenvectors can be taken as
l12 = 1(+u+c—1) (6)
1,2 - 2C - ] + )

with the normalization;ry = 6 (Kronecker's delta).



3. Atwo-phase shallow granular flow model

We consider a shallow layer of a mixture of solid granularamat and fluid over a horizontal
surface. Solid and fluid components are assumed incomplessith constant specific densities
ps andps < ps, respectively. We denote with the flow height and withy the solid volume
fraction, and we define the variables

he=¢h and  h; = (1-g)h. @)

We consider the one-dimensional case, and we indicateaudiluid velocities in the direction
with us, U, respectively. Phase momenta are givenmry= hsus andm; = h;us. The dynamics
of this granular mixture can be modeled by the following temteraged system, consisting of
mass and momentum equations for the two constituents:

aths + axms = O, (8a)
m2 _
Ofms + ax(_s + ghg + gl yhshf) + yghsdxhs = yF D, (8b)
hs 2 2
6thf + 6me = 0, (80)
m g
My + x h—+§h% +ghs dxhs = —FP. (8d)
f
Above, g is the gravity constant and
Y= p—f <1. (9)
Ps

Source terms on the right-hand side of the momentum equatdel inter-phase drag forces
F P, which we express &P = D(hs+h;)(us —us), whereD = D(g, |us —ug|; o) is a drag function
depending in general ap, |u; — Ug|, and a set of physical parameterge.g. specific densities,
particle diameter). Dragfiects in the model are important for maintaining flow conditién the
hyperbolic regime, as it will be clearer in the following seection 3.1). However, in this paper
we will only be concerned with the numerical approximatidthe homogeneous system.

In compact form the homogeneous system reads

09+ dxf(q) + w(g, 0xq) = 0, (10a)
where
ms
m2 1-
Mg h_§+gh§+g ZYhShf Vghsath
a=| | f@= m . and w(g.4x0) =
f
m; ﬁ " th g hy oxhs
he 2°F
(10b)

Above, we have put into evidence the conservative portiothefsystenmd, f(qg), and the non-
conservative ternw(g, 9xq). Note that the mass equations floy and hy are conservative,
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whereas the momentum equations fi;eyandm; exhibit non-conservative products that couple
the dynamics of the solid and fluid phases. The momentum ofnflkure my, = mg + yms is
nonetheless conserved:

O -+ Ox (@) = 0. (11a)
where
mg m; 1+
(@ = 1O +7 9@ + yghhy = 15 +ypt+ 5 (M4 1) + o= hehy. (110)
S

Let us also write the homogeneous system in quasi-linear for future reference. We have:

aq+ A(Q)dxq = 0, (12a)
where
0 1 0 0
~WB+ghs+glhs 2u Ly 0
A(Q)z s ghs 9= hy s g Ns . (12b)
0 0 0 1
ghy 0 -u+ghy 2us
The set of admissible states for this model is:
Q={qeR*hs,h; >0,us,us € R}, (13a)
or, equivalently, in terms di = hs + h; andy = % ,
Q={geR%h>0¢e[0,1],us,us € R}. (13b)

The two-phase model (8) is a variant of the two-phase delmig fhodel of Pitman and Le
[1]. It was previously studied in [9, 10] in an extended fornatt included topography terms
accounting for a variable bottom surface. The model systemueadifers from the original work
of Pitman and Le [1] in the description of the fluid and mixtunementum balance, and, in
contrast with [1], has the property of recovering a cong&r@aquation for the momentum of
the mixturemy,, as shown in (11). We recently learned that Le presentedsithbisis work [35] a
version of his earlier two-phase model [1] that results t@efeivalent to our formulation. Le in
his thesis analyzes the model system in normalized form araddims hyperbolicity assuming
“reasonable parameters” in the equations. In the nextwseste illustrate the results of the more
precise eigenvalue analysis of the system that we presamfed10].

3.1. Eigenvalues and hyperbolicity

In general, simple explicit expressions of the eigenvalyuek = 1,...,4, of the matrixA
of the system cannot be derived. In the particular case ddlggwf solid and fluid velocities,
Us = Us = U, the eigenvalues are real and distirttt«(0, ¢ # 1), and given by

/11,4 =UuUF¥a and /12,3 =u¥ag, (14)
where we have introduced the quantities

a=+gh and ﬁ:w/(1—¢)1;7<1. (15)
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Other particular cases are: @)= 0, for which the eigenvalues ang+a, us¥ag, withg = 4/ L.
(i) ¢ = 1, for which we find the two distinct eigenvaluas=+ a and the double eigenvalug.
For the general case, in [10] we proved the following :

Proposition 3.1 Matrix A (12b) has always at least two real eigenvalugs, and moreover, the
eigenvaluegly of A, k=1,...,4, satisfy:

Unin—a< A1 £ R(12) < R(13) < A4 € Umax + A, (16)
where y,in = min(us, Us), Umax = maxUs, Us), and R (-) denotes the real part. Furthermore:

() If Jus—uf] < 288 or |us— uf] > 2a then all the eigenvalues are real. If one of these
inequalities is strictly satisfied, and if & 0 and¢ # 1, then the eigenvalues are also
distinct, and system (12) is strictly hyperbolic.

(i) If 288 < |us— uf| < 2a then the internal eigenvaluds ; may be complex.

Proposition 3.1 shows that our model system is hyperboliadffierences of solid and fluid
velocities either sficiently small or sfficiently large, compared to the characteristic speeds
of flow in kinematic equilibrium, and that there exists a rargj values of the phase velocity
difference for which the system eigenvalues may be complex apertglicity is lost. The
relevant hyperbolic regime for applications is the one egponding to smalus — uz|. It is
understood that inter-phase drag forces act in favor of igde flow conditions, since they
tend to drive phase velocities closer.

Let us also recall the bounding intervals that we found ferdlgenvalues in [10], in addition
to the bounds (16). For the external eigenvaligswe have

A1 € (Umin — @ MiN(Umax — &, Umin — 88)) and (17a)
Ag € (MaxXUmin + & Umax + 88), Unax + &), (17b)
and for the internal eigenvalugdss, if they are real, we have

Ay € (min(umax_ a, Umin — QB), min(umax_ aB, Umin + a)) and (170)
A3 € (MaXUmax — &, Umin + 8B), MaXUmin + &, Umax + 35)). (17d)

3.1.1. Implicit analytical expressions of the eigenvalues

We write here implicit analytical expressions of the sysseeigenvalues (not presented in
[10]), since the formulas give some insight into the dependeon the flow variables, and they
will be useful in the following (sub-section 7.3). In genlethe eigenvalues have the form:

A14=VeFCe and A23=ViFGC, CeC 20, (18)
with
Ve=u+d and V,=u-d, (19)
whereu = ”Sguf , and thed represents the deviation of the velocit\ésandV; of the external and

internal eigenvalues, respectively, from the mean velacitLet us definedU = us — us. The
guantitiesc, andc; can be expressed as

Ce= T+ VZ* and ¢ =+T-VZ, (20a)
7



where
T = (42)" - 302 + Ja2(1+ B2 (20b)

Z* = 3a%(1 - 4?)? + a2|d|4U|

2242 1] + 8= (AU? + 2621+ ) + (1 + ) (200)

The solution ford can be found by solving the following cubic equation for tlagiabley = d?:

V> +boy? + by + by =0, (21)

where
by = - (&) - 1a?(1+ D), (22a)
b = Aa(l-p2% + 3a2 (L) (1+ 872, (22b)

b - et (4 (32 @20
Among the three roots of the equation above, we take the pobitfve) real root if there are two
complex conjugate roots. If all the roots are real, the rbat e need is the one with minimum
(positive) value. (Note that the solution fgmmust give a value ofl such thatZ* is positive.)
Once we have the solution fgr we takeld| = /y, and the sign ofl depends on the sign of the
following quantity:

Y=4U(32 -¢). (23)

We haved = 0 for Y = 0. In particular, note that ifis = u or ¢ = % thend=0,Ve =V, = G,
and we obtain explicit expressions for the eigenvaluesdipeessions in (14) for the casg =
us = u). Based on the inequalities (17), we have the following ktsupnd, Ve;, andcg; :

. (14U
dl < min(22 2 gyl (24a)
2°2
|[AU|
Umin < Vej < Umax a.nd OS Ci < Ce <a+ T . (24b)
Introducing now the number
AU
N=— 2
— (25)
we observe that the ratio q
5 = ANA) (26)

depends only on N and sinceb,/a?, b;/a*, by/a® and sgn¥) depend only on Ng, and the
guantitiesce, ¢ can be expressed as

Ce,i = aFQ|(N,ﬂ) s (27a)
where

Fe,i(NuB)

(NTZ -32+3(1+p9)

(2a-p2 = NZIZZ - 1)+ 82 — (N> + 2(1+ 7)) + S (1 +,82))%)%.(27b)

H

From (24), we obtain the boundis < min(%|N|, %(1—,8)) <1, rei <@+ 1), and note that in
the first hyperbolic region we hayi| < 28.
8



3.1.2. Eigenvectors

The right and left eigenvectors of the mati¥q) (12b) can be written in terms of the
eigenvaluesty, k = 1,...,4. Let us consider here for simplicity > 0, ¢ # 1, andy # 0,
that ishg, hs > 0. Then the right eigenvectorg, k= 1,..., 4, can be expressed as

1
A
= , 28

Mk & (28a)

ik

with )
(A — us)? — g (hs + 5h) ghy
- = = : : (28b)
g5t hs (A — ug)* — ghy

Assuming that the matrix of the right eigenvect®s= (ri,r,rs,r4) is non-singular, which in
particular is true ifus — u¢| < 2a8 or |us — u¢| > 2a (Prop. 3.1), the left eigenvectoksof A(q),
k=1,...,4, can be then taken as

Nk

=5 k= sk (A= 2Us), Fsk, 1 (A — 2U5), 1), (29a)
P’ ()

Ik
whereP(1) = det@l — A) is the characteristic polynomial éfand

h
Fsk = (A — Ur)? — ghy = gf—; and ¥ =gZhs. (29b)

Here we have normalized the left eigenvectors soltnat= 6.

4. Wave-propagation finite volume methods and Riemann solve

The class of numerical schemes that we consider for the ajppation of the single-phase
and the two-phase shallow flow models are the wave propagateihods of [36]. These are a
class of finite volume schemes for the solution of hyperb®jigtems based on Riemann solvers
(Godunov-type schemes), cf. [37, 11, 12, 13, 20]. In factyasnentioned in the Introduction,
the relaxation approach that we propose results in the defirof a particular Riemann solver
for the shallow flow systems. See Sections 5 and 7. For the meehsolution of the two-
phase model (8) we assume that solid and fluid velocifigdinces are small enough so that the
system is hyperbolic. Potentialficulties related to the appearance of complex eigenvalues wi
be mentioned in sub-section 7.5. Note also that here we Nuditiate a method only for the
solution of the homogeneous two-phase system. Inter-glragesource terms will be taken into
account in some of the numerical experiments, and they am@zgimated by the fractional step
algorithm described in [10].

Let us consider a general hyperbolic system of the form

g+ A@oxq=0, geR', AeR¥H, (30)

A Riemann solver for this system of equations defines a fanctis(x/t; g, o) that approximates

the true similarity solution to a Riemann problem for thetegs with left and right data, and

dr . For many solvers (e.g. HLL, Roe, Suliciu,...) this funatps(Xx/t; q¢, ;) consists of a set of
9



K ; > _ _
'M wavesW* and corresponding speess M Z p(e.9.-M = u for Roe,M = 2 for HLL). That
IS, qu|x/t<31 =0, QRslx/t>s’V‘ =0, and

k M-k
Ohe(X/t Qs Ol segteser = G+ - Wi=gp = S WML k=1, M-1.  (31)
j=1 j=1

The sum of the waves must be equal to the initial jump in théesyvariables:

M
9= -q = ) W~ (32)
k=1

Moreover, for conservative systems endowed with a flux fonct(q), f'(q) = A(Q), i.e. systems
of the forma,q + dxf(q) = 0, the initial flux jump must be recovered by the sum of the wave
multiplied by the corresponding speeds:

M
Af = f(o) - f(ar) = ) W™, (33)
k=1

The quantitiesZ* = s*“W* have the dimension of a flux, and we will call théswavesfollowing
the nomenclature introduced in [38] (the nomenclature $1édd both the conservative and the
non-conservative case).

The updating formula of the corresponding Godunov-typedinolume scheme can be
written in the following LeVeque’'svave-propagation forni36, 13] in terms of the f-waves
Z:(+1/2 and speedsﬂl‘w2 arising from local Riemann problems with d&@d, Q. , (i € Z andn e N
are the indexes of the discretization in space and timeentisply):

At _ At
M= QP - E((ﬂMQH/Z + A AQi+1/2) — E((Fiil/Z -Fi), (34a)
14 At
K
Fitie = > ; 59”(#11/2) (1 " X |511<+1/2|)Zic+1/2’ (34b)
whereA*4Q are thefluctuationsat cell interfaces,
A AQiv1/2 = Z Zy, and  ATAQuyp = Z ZEaya (34c)
k:§|<+1/2<0 k:§|‘+1/2>0
andF, , are correction fluxes for second order resoluti(ﬂiic.;rkl/2 are a modified version of

Z:(+1/2’ obtained by applying tiikﬂ/z a limiter function, cf. [13].

4.1. Roe and Roe-type Riemann solvers

Classical Roe’s Riemann solver [34] for systems of consienvdaws, and Roe-type solvers
for more general systems of the form (30), are based on ainati@n of the system’s equations.
These solvers approximate the solution to a Riemann profadethe original system with initial
datagy, gr by the exact solution of a Riemann problem for a linearizexdtesy

3G+ AQr, a)9xq = 0. (35)
10



The constant cdicient matrix A(q, q) (Roe matrix) must guarantee conservation for the
variables of the model system that are governed by consesvequations. That is, if thkth
componentg® of the vectorq is a conserved quantity, antf¥ denotes the associated flux
function, then we need .

Agcy(ar — o) = T9(a) - 1¥(q), (36)

whereA is thekth row of the matrixA. We refer the reader to [11, 37] for a rigorous definition
of Roe matrix and to [39, 40, 41] for a generalized definitiéiRoe linearization based on the
use of a family of paths.

For the conservative shallow flow system (1) the Roe matriglassically defined as the
original matrixA(q) (3b) evaluated in an average stgte §(h, 0), where

pohethe o o Vheurt Vheuo (37)
2 VR + Vi

In [9, 10] a Roe-type Riemann solver was presented for thatisal of the non-conservative
two-phase flow model (12). Here the constantfiioent matrix A(q.,g;) must guarantee
conservation for the mass of each phase and for the momerituhe anixture, that is (36)
for k=1 andk = 3, and

(A +7A4) (@ = A) = () = fn(c) - (38)

Thjs can be obtained by takin@] as the matrixA(q) in (12b) evaluated in an average stgte ~
d(hs, h¢, Os, O5), where

oo eerhy o Vet VR U
! 2 o Fors VR

Resulting waves and speeds for Roe and Roe-type solvergfimediby M = u)

g=s1f. (39)

WK=& f and K=, k=1...,u, (40)

where{fy, flk}lgkg,, are the eigenpairs of the Roe matfof the conside[ed system,Aasz are
the codficients of the eigen-decompositiaig = Z“zl axfk. Hencey = lk4q, wherely are the
left eigenvectors oA, with the normalizatiot;f = 5. The f-waves to be used in (34c) are then

Z = AWK = A dy P (41)

4.2. The problem of positivity preservation

A well-known drawback of numerical schemes based on Roe adtype solvers is that
they may generate negative discrete values of physicalynegative variables, the flow height
and phase volume fractions in the models under study. Thieulties related to positivify
preservation of Godunov-type schemes were analyzed iil bgainfeldt—-Munz—Roe—Sjgreen
[42] in the context of the Euler equations of gas dynamics[4#] the authors introduced the
notion ofpositivelyconservative scheme, which here we state in a general form:

3The termpositivityis classically used in this context in the literature indtefithe more precise termon-negativity
We will use indtferently the two terms.
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Definition 4.1 A numerical scheme for the approximation of a given systereqoftions
endowed with a se® of physically admissible states is positivity preserviiiddr any choice
of the initial data inQ, the computed values of the solution belongtat any discrete spatial
location and at any time level.

For the models (1) and (8) physical consistency requirashieadiscrete solution values belong
to the set of admissible states (4) and (13), respectivednce we need

h' >0, YieZ,¥yneN, 42)
for the single-phase model , and

h'>0, ¢'€[0,1] & h§.hi;>0, VieZ,VneN, (43)
for the two-phase model.

Let us consider the particular class of Godunov-type sclemthe sense of Harten—Lax—van
Leer [17]. For an approximatiogks(X/t; gs, ¢r) to local Riemann problems, and under suitable
consistency conditions, such schemes are defined by [1or&ime3.1]

1 AX/2 1 0
o=t f G/t Q1 1, QD)X+ — f JRNCTS oD

~AX Jo AX J_ax

that is the discrete solution is computed (at first order) by t2-averaging of the local
approximate Riemann solutions. Roe an Roe-type solverk, ddlvers, and relaxation solvers
in the sense of Bouchut [20] enter in this class of methodis[20] for a rigorous and detailed
presentation.

For these Godunov-type schemes fisient condition for positivity is non-negativity of the
approximate Riemann solution for the physically non-niegatariables, as we enunciate below.

Lemma 4.2 A Godunov-type scheme in the sense of Harten—Lax—van Ldgrfdda given
system of equations endowed with a convexsef physically admissible states is positivity
preserving if the Riemann solution states generated by dbhedated Riemann solver belong to
Q for any choice of the initial Riemann data and under the conditio@FL < 1/2, where

At
CFL = o mia>(|§k+1/2|, k=1,...,M). (45)

Proof. The proof was given in [42]. Assunts(X/t; ., 0) € Q, for any pairg,, g € Q and
CFL < 1/2. Then the computed solution vaIL©$+1 belong toQ, Vi € Z andV¥n € N, since they
are obtained by convex averaging of Riemann solution statgé$elong to the convex sét O

The Roe Riemann solution structure for the single-phaskoshiow model (1) consists of
three constant stateg, oy, O, separated by two linear waves propagating at speeds

di,=0F¢&, where ¢= \/% (46)
with the definitions (37) oh, 0. By using the Roe waves (40), and the identity

Am = Wh + ynehe Au, (47)
12



where4(:) = (-)r — ()¢, the flow height corresponding to the intermediate stgfgcan be easily

found as
. h, +h,  vhh 4u
MRoe= "3 "2 -

For fixed initial datah,, h;, we see thaby,  becomes negative for positive values of the initial

velocity jumpAu suficiently large Au > C(h;—\/%:) This typically happens for Riemann problems
consisting of two rarefactions moving in opposite directidhat form a region of very low flow
depth or a vacuum zone (dry bed) in between (cf. [14], and p1B27]). If for a Riemann

problem at some grid cell interfadg, . < 0, then the numerical scheme will likely produce

negative discrete values bf and the numerical code will fail when computing quantiti@m

Let us also recall that failure of the standard Roe solver maeuum states for shallow water
equations as well as for Euler equations can be imputed tondarastimation of the physical
signal velocities by the numerical signal velocities (theeRspeeds (46)). See the discussion
of Einfeldt-Munz—Roe-$jgreen in [42, p. 285] for the Euler equations. Unfortunatéie
conservation constraints on the definition of the Roe marix A(G) prevent from using a
choice of the average statethiat could allow enlarging suitably the Roe velocities teue
positivity of the numerical scheme.

Clearly, similar numerical diiiculties for positivity preservation are encountered byRloe-
type method for the two-phase model. In this case negatiieeseof hs andor hy may be
produced.

In the following we present a Riemann solver based on a rétaxeodel that has additional
degrees of freedom with respect to Roe and Roe-type solVEhés new solver guarantees
conservation for any choice of the relaxation parametetsctwcan be freely set to obtain
numerical speeds that ensure robustness of the methodmyestatks.

Let us mention that for the single-phase shallow flow systepositivity preserving Roe
method can be obtained by defining a Roe matrix in a new formndifizrs from the classical
choice of the average Jacobilr= A(§). This approach is described in the Appendix, where we
also discuss why such strategy unfortunately does not spplitable to the two-phase shallow
flow system.

(48)

5. Relaxation method for the single-phase shallow flow model

We derive in this Section an approximate Riemann solvertfersingle-phase shallow flow
equations (1) by introducing a relaxation model for the esyst Our approach was in particular
suggested by the recent relaxation solver of Berthon anaihég21], but the main ideas follow
primarily the work of Jin and Xin [29] and Suliciu [18, 19]. kr related works are for instance
[30, 31, 23]. We refer in particular to the monograph [20] dne bibliography therein. We
introduce an auxiliary variable that is meant to be an approximation of the momentam
and approaches as a relaxation time — 0*. This relaxation variabley is used to replace
the momentum variablm in the spatial gradients of the original system. We propbséd is
governed by a linearized form of the momentum equation:

- W

B + (—T2 + gh) Aeh + 20y = 2= (49)
T

where the linearization has been considered at an averagaigt, ti), and the source term on
the right-hand side drives the relaxation process to duilin. Then the relaxation system has
13



the form:

oth+ 0xw =0, (50a)
2
am+ o= + 3| = o, (50b)
h 2
~2 ~ . m-w
ow + (=0 + gh) oyh + 2005w = ——. (50c)
T

Formally, the system above recovers the original systetnddimit - — 0* (equilibrium limit).
Here we define a solution method for the shallow flow systenth@t)is based on threlaxed
scheme of Jin—Xin [29]. The algorithm consists of two alégimg steps:

1. Set the relaxation variabte equal to its equilibrium valuen in the initialization of the
data at time" (equilibrium step);

2. Solve exactly over a time step local Riemann problemslbinterfaces for the relaxation
system with no relaxation source term to updétenf)” to (h, m)™?! (propagation step).

Since we reset" = m" at each time level, note that the solution forcoming from the
propagation step is ignored.

When the algorithm above is used, the Riemann solution of éfexation system results
in the definition of an approximate Riemann solut@l(x/t; q., g;) for the original system, see
[23, 20]. The resulting numerical approximation method(fgris a Godunov-type scheme in the
sense of Harten—Lax-van Leer (44) associated to a fungff{m/t; o, g) [20]. Because we will
not be concerned with the relaxation source term, hereagewill intend as relaxation model
simply the homogeneous relaxation system, which, dengfirg(h, m )T, has the quasi-linear
form:

" + A(d)oxa" = 0, (51a)
with
0 0 1
Ef~E wZ
A(Q) = -4 +oh 0 2% | (51b)
—?+gh 0 2

5.1. Riemann structure of the relaxation model
Let us note that the relaxation model (51) presents a deedwgpib-system for the variables

qu( h). (52)

w
This sub-system corresponds to a linearized form of ther@igystem (3),
wf+Ad R =0, (53)

with a matrixA = A(G), whereA(q) € R?2 is the matrix (3b), and| = §(h, &i). The eigenvalues

of the relaxation model are the two eigenvalues of this subesn, that is the eigenvalues Af

plus a zero eigenvalue:

dip,=0F& wherec= @ and 1°=0. (54)
14



The eigenvectors correspondinglg, are

1
o= | 22 <Aooh |, 5)
UxcC
T

and the eigenvector associatedifo= 0 isr¥ = (0,1,0)". Note that all the characteristic fields
are linearly degenerate. The Riemann solution of the rétaxxaystem consists then of constant
states separated by linear waves (contact discontinyitiesationary wave corresponding it
and two waves propagating at speé@g.

5.1.1. Riemann Invariants
The variableg® = (h, w)" are Riemann invariants across the stationary disconyiniflit

4Ah=0 and Aw=0, (56)

where4°(-) denotes increments acroks Therefore, only the momentum variabtéhas possibly
a jump across this stationary wave. Across the two propagataves associated ig, = T+ C,
the following invariance relations hold:

Ah-w=const. and (57a)

2
dm—F(hw) =const,  where  F(hw) = % + ghz. (57b)

Denoting with4,(-) increments across the wavas, k = 1,2, we have therefore the following
jump relations for these waves:

:lkAkh = Aw, (5861)
AAm = AF (h,w), (58b)

which can be also written as B
A = A (), (59)

wheref(q) is the flux vector of the shallow flow system (2). Note thatitslations (59) have the
form of Rankine—Hugoniot jump conditions.

5.2. Relaxation Riemann Solver

The exact solutiom(x/t; of, of) € RS to a Riemann problem for the relaxation system (51)
with left and right dategy, oF defines an approximate Riemann solutmgi(x/t; s, o) € R?
for the original system (3) with data, ¢, i.e. @E)® = (€)Y, k = 1,2. Notice that the
equilibrium step of the relaxed scheme introduced at thénbégy of this Section amounts to
setting the right and left data of the relaxation variabkes a

we =M and wr =M. (60)
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The Riemann solution for the variable8 of the relaxation system is the Riemann solution of
the linear sub-system (53). The incrememtg®, k = 1, 2, across the (linear) wavas, = 0 ¥ &
are:

Aqu = (Akh,Akw)T Z&kfk, k= 1,2, (61)

wherery are the right eigenvectors & fi2 = (L0 F &', anday are the cofiicients of the
projectionaqgR = Zﬁzl & (hered() = () = ()¢, as in Section 4.2). We havg = [i4qR, where
[ are the left eigenvectors & INLZ = 2%(1& + & ¥1). The intermediate statg)* = (h*, w*)

between the waveg, andA, can be then found as

@) = of + aaf1 = of - @af. (62)

Clearly, @¥)* andy R can be equivalently obtained through the Riemann invasisita). In
particular, note that we have the equaltiyl, h = Ay w = A .

The increments for the momentumacross the two propagating waves are then given by the
jump relations (58b), which correspond to the Riemann iavés (57b). Finally, the jump of the
momentum acros#’ is 4°m = 4Am- Y2_, Axm, and the Riemann solution intermediate states for
m can be found by distinguishing between th&eafient cases corresponding to &elient order
of A1, 1, with respect ta1°, however this information is not needed in the solver (sdevije
The resulting approximate Riemann solver for the origiyatem consists of three waves

W=aq, k=12 and W3=(0,4°m)", (63)
moving at speeds® given by

s?=J1,=0F¢ and s=1°=0. (64)

et}

The wave structure can be written in terms of the f-waig&s= “WX. We have
ZK=2Aq, k=12, and Z°=0, (65)

wherei,4q are obtained as explained above. We rewrite here for cldmityesulting formulas:

;lkAkh = ik&k , (66&)

2

Hidym = Ak(% + th), k=12 (66b)
Note that in the wave propagation algorithm (34) we only neespecify f-waves and speeds,
and not the wavedd’* themselves. This avoids computing the jump of the momentciosa
the eigenvalua® = 0. It is easy to see that the solver is conservative for anicehaf g, since,
based on (59) and (60),

3
> Z¢=4t(q). (67)
k=1

Let us observe that the relaxation procedure has led to ad®ieisolver that uses a Riemann
solutiong® formally computed as the Roe Riemann solution, tiiedénce possibly being in the
definition of the average§), (-) of h, u. This is obvious by looking at the linearized problems
(53) and (35), and it has motivated our choice of the supi@isRrof g, which stands for “Roe”.
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Then, the f-waves of the relaxation solver are defined asukéguimps corresponding to this Roe
Riemann solution, see (65) and (59), whereas the standarddteer uses the eigencomponents
of the linearized system. Furthermore, as a consequenbe bhearity of the first component of
the flux functionf(g) of the model system, the flow height wave components anddieheight
Riemann solution are formally computed in the same way byedlaxation and Roe solvers (cf.
(66a) and (41)). Then the two methodsfeli only in the expression of the momentum wave
components. Based on this observations, the relaxatimersoan be seen as a modified Roe
solver that allows conservation for arbitrary choices ef plarameters by a new definition of the
momentum waves. Indeed such a solver for the shallow watetieqs is not entirely a novelty,
as its wave structure results to be equivalent to that of tR&®d& solver with conservative
variables of Galloat and co-workers of [32, 33], as we explain in Section 6.

Let us also finally mention that, like Roe and VFRoe solvets,relaxation solver may fail
when the linearized problem’s eigenvalues are close tcgmints, and aentropy fixis needed.
In particular, we use the Harten and Hyman entropy-fix céiwad43], in the LeVeque form
described in [37] (see also [14]).

5.3. Relaxation parameters and positivity
We now exploit the freedom in the choice of the parameliefsto ensure positivity of the
Riemann solution of the relaxation system, which is fiisignt condition for positivity of the
numerical scheme, by Lemma 4.2. We have seen that thereyioooalintermediate Riemann
stateh* for the flow height, as a result of the invariance property5@)( Then, for positivity, it
sufices to satisfy
h* > 0. (68)

Motivated by the interpretation of the relaxation solveaa®rrection of the Roe solver, here we
use in general the Roe speeds (46) as relaxation speedsif@d)e possibly modify them only
when locally needed to enforce (68). In fact, far from vacuegions, the Roe’s speeds prove
to be an éicient, stable, and low-fusivity choice. Note that with this choice the relaxation
solver possesses the Roe’s solver property of exactlyviegosingle shocks, based on (59) and
the equalityAdgR = Af(qR) (and let us recall, following Toro [14, p. 110], thatshock wave
cannot be adjacent to a region of dry Bed

Making a step further, we propose to keep the average réaxatlocity U equal to the Roe
velocity for any Riemann problem:

Vheue + Vhe
Vhe + Vi

Then, we look for a definition df that fulfills (68), and such that
6= o> oh, (70)

h>h. (71)

This stability constraint means that the propagation speédhe relaxation solver are at least
as large as the propagation speeds of the Roe solver. By (&0@nd the identity (47), the
positivity condition (68) reads

=0= (69)

or, equivalently,

h'=—— - 5 20 (72)
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and this gives the condition dn

> W ()+ = positive part (73)
r

We can satisfy (73) and (71) by simply defining

= ~ h, hr(Au)i)
h=max|h, ———= | . 74

( g(he + hr)? (74)
This choice implies thah > h only when the Roe averadegives a negative value of the
intermediate statb*. Based on Lemma 4.2, and by constructionrpfive can finally state the
result below.

Theorem 5.1 The first-order wave-propagation scheme for the singlesphahallow flow
system (1) that uses the relaxation Riemann solver define@4ly (65), (66) is positivity
preserving with the definitiolh = A(§(h, @), h, @ as in (74), (69), and under the condition
CFL<1/2

To guarantee positivity of the second-order wave propagacheme (34) we follow the
simple approach proposed in [44], which consists in retiingithe correction fluxe§i‘il/2 if
they drive h negative in one cell. This means that the method is accurdiean first order
near wetdry transitions (and shocks). Let us finally remark thataltyh positivity is rigorously
demonstrated only for CFk 1/2, practically the method proves to preserve positivity@éil

close to 1 (see numerical experiments in Section 8).

5.4. Roe-relaxation method
A more dficient implementation of the numerical scheme consists imgua hybridRoe-
relaxationmethod that uses the momentum waves given by the Roe solf/&t)ifjivesh = h,
~ 2
and the momentum waves given by the relaxation solver ofkerwThat is, ifth > he b (du),

(he+he)?
instead of (66b) we simply employ the momentum f-wave coreptggiven by Roegs [rﬁethod
(eq. (41)):

;lkzlkm = ;lk(jlk&/k) , k=1,2. (75)

In fact, if the relaxation parameters are equal to the Roeages, the incrementgqR in
(61) sufice for updating the solution through Roe’s formulas. Thenaweid computing the
momentum increments (66b) given by the relaxation solvéicvrequire the computation of
the intermediate state)* = (h*,w*). Let us remark that, although the Roe method and the
relaxation method give analogous results far from vacuwatest the entropy fix technique [37]
proves to be morefiective for the Roe’s solver, which then handles mdfeiently transonic
rarefactions. This is related to the discontinuity of thenmemtum variable in the relaxation
Riemann solution acros® = 0. Therefore the adaptive use of the relaxation solver peéd

by the hybrid method appears ultimately as the méstient solution technique.

6. Equivalence with the VFRoe solver

In analogy with the work of Berthon and Marche [21], the refgon method that we have
introduced results to be equivalent to a variant of the VF&at®me. In [21] the authors identify
18



the VFRoe-ncv solver with non-conservative variables2[26, 27, 28] with a relaxation solver
that is obtained by introducing two auxiliary variables apgimatingc andu. The choice of this
pair of variables is related to the Riemann invariants ofsihgle-phase systern+ 2\/g_h.

In the present work we find equivalence with the first origvesion of the VFRoe method
[32, 33], which uses conservative variablésnf). This VFRoe scheme is an approximate
Godunov-type scheme applicable to conservative systems dxf(q) = 0. It uses the exact
Riemann solutiora” (x/t; g, g;) of a Roe-type linearized system

0q + AVFR(qf7 Qr)axq =0. (76)

Then it defines the numerical flux at interfades:(q,, gr) as the physical flux (g) computed at
interface solutions of the linearized Riemann problemitzilar idea was also mentioned earlier
by LeVeque in [37, p. 146]):

Fuea (0, &) = f(ha(0; 0, &) (77)

The first order updating formula of the scheme has the stdrfdem

QirPrl = Q|n - j_)t((FVFR(Qin’ Qin+1 - FVFR(Qin—l’ Q'n)) (78)

Note that the definition (77) ensures conservation for angdrization matrixﬁw(qg, ar), in
contrast with the classical Roe solver.

The equivalence of our method with the VFRoe method appt€@), provided that we use
the same linearization matri,. = A in (76) and (53), follows from the remarks at the end of
the previous sub-section. To show this equivalence moreigaly, let us note that the VFRoe
scheme can be written in the wave propagation form (34) (Fviﬁ@/z = 0) by writing

Fuer(Q, Q1) = Fu(Ql 1, Q1) = ATAQT ) + A AQ]TT 5, (79)
with the fluctuationsA* 4Q"® defined as
A4 ?Ti/z = FVFR(Qi» Qi+l) - f(QI) and ﬂ+AQ¥:i/2 = f(Qi+1) - FVFR(Qi’ Qi+1) . (80)

Under the assumptiof,, = A, it is easy to verify the equivalence of these expressiofis thi

fluctuations defined by the relaxation scheme. Let us confdénstanceA 4 i1/ We have

f(Qu1) - f(Q)  if Azu12<0,
AAQT =1 F(der) — F(Q) if g2 <0< Aojsas2, (81)
0 it Agj12>0,

whereg;, is the intermediate state between the two propagating Wh\gegz and;lz,p,l/z, as
given by the Riemann solution of (76). For the relaxatiovenl

Z?-+1/2 + Zi2+l/2 = f(Qi+1) - f(QI) if ;12,i+l/2 < 0,
A AQia2 =3 Zhajp = i, MF) 5 = F(@)) - F(Q) if Ativ12 <0< Agjsaszs
0 if Agj 12> 0,

(82)
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which is clearly equivalent to (81) since, K. = A, systems (76) and (53) have identical
Riemann solution, and hencg®}* = ¢... An analogous proof can be written fgt* 4 2

More generally, the VFRoe method for a conservative sysigm+ dxf(g) = O can be
interpreted as a relaxation method that uses a vector ofiayxivariables¥ approximating
g, and the following relaxation system

og+ oxf(¥) =0, (83a)
WY + Ao =0, (83b)

whereA is an average of the matri&(g) = f’(q). For systems such as (1) that include a linear
mass conservation equation, we do not need an auxiliary wasle, which would give a
redundant equation in the relaxation system. Thereforthfoshallow flow system it sfices to
introduce one relaxation variablefor the momentum.

One advantage of the relaxation technique is that it defingsnaral strategy that can be
employed also for systems with non-conservative terms hiciwthe original VFRoe method is
not applicable. Although some extensions of the VFRoe nmiktbanon-conservative systems
have been proposed for some specific models [45, 46, 33, B&ie tis no general VFRoe
framework for non-conservative systems. In this paper wayapur relaxation technique to the
non-conservative two-phase model (8). The same idea ceutshdlogously used for other non-
conservative systems, such as the two-layer shallow flonetjdd, 48, 49, 40, 50]. Nonetheless,
we have to remind the potentialfficulties of the method related to the computation of non-
conservative products, see Remark 7.1.

6.1. Positivity of the VFRoe solver

As in [21], an important result of the identification of the RlBe solver with the relaxation
solver is the ability to establish positivity conditionsr fthe VFRoe method. In fact, the
relaxation interpretation allows to place the VFRoe schantiee class of Godunov-type scheme
of Harten—Lax—van Leer (44) via the approximate Riemanatmi g€ (x/t; g, ) defined by
the relaxation solver. This enables to use the argument miegativity of Riemann solution
intermediate states asfluient condition for positivity of the scheme, by Lemma 4.2. &lth
the VFRoe method was first introduced in [32, 33], it was naognized to belong to the
class of the Harten—Lax—van Leer Godunov-type schemesoginglanL? projection step, and
the intermediate states positivity condition didn't segoplecable. Note that appealing to this
condition does not mean that positivity can be achieved, ltking subject to the existence of
an average matriA that ensures positivity of the Riemann solution states. ‘e tseen that
for the single-phase shallow flow equations such a matristexand we can enunciate the result
below, which directly follows the equivalence of the VFRoéver with the relaxation solver and
Theorem 5.1.

Corollary 6.1 The VFRoe scheme (77), (78) applied to the single-phastshtdw system (1)
is positivity preserving with the choiok. = A®G(h, @), h, @ as in (74), (69), and under the
conditionCFL < 1/2.

An analogous positivity result can be obtained for the is®it gas dynamics equations,
which generalize system (1) to the case of a pressure funp, p’(h) > 0, in the momentum
flux (p(h) = ghz in (1)). Refer to system (A.1) in the Appendix. In this cag) has the form
(3b) but with the entry (2L) in the general forndy, 1) = —u? + p’(h). Positivity of the relaxation
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method generalized to this system and of the equivalent éFsebeme is ensured if we take
A = A= A@G(p, 0i)), with @ = 0, and

e (02 Ap/4h if 4h =0,
- Ak u+ -

= \,———=|,  where p = 84
¥ (p (hwhr)Z) P p(@) it Jh=0. (84)

We recall that in the standard VFRoe method a simple meanageeis chosen for the
linearization matrixA, , which does not guarantee positivity. The authors in [33]lyzred
the solver for the isentropic gas dynamics system and shehagdhe method could compute
interfaces with negative masses and fail. Th@dlilty was imprecisely admitted as a drawback
of the VFRoe scheme, whereas it should have been imputeditmppropriate choice o .
The development of the version of the VFRoe scheme with ruoservative variables (VFRoe-
ncv) [26, 51, 27, 28] was also motivated bfjagts to build a robust method for flows involving
dry states.

7. Relaxation method for the two-phase granular flow model

We now apply the relaxation method illustrated above for shmgyle-phase shallow flow
system to the two-phase granular flow model in (10). We hdrednce two auxiliary variables
ws andw; that are meant to be approximations of the momemtandm; and approacims and
m; as the relaxation time — 0*. Similarly to the single-phase case, these relaxatioralobes
ws andws replace the momentum variableg andm; in the spatial gradients of the original
system and are governed by linearized forms of the momentuatiens:

*, (85a)

(9‘{(1)3 ( LI + ghs + g hf)axhs + ZUS (9)(0)3 + g yhs (9th

~ ~ ms —
dhws + gy dxhs + (~ T2 + gy Ay + 20 s = ——— (85b)
T

where the linearization has been considered at an averatedhs, by, Us, ). Omitting
hereafter the relaxation source term, the relaxation sysis the form:

dths + dxws = 0, (86a)
Bms + ax(‘{ + 924 gt yhshf) + yghdshr = (86b)
iht + dywr = 0, (86¢)
amy + ax( s ghz] +ghy dehs =0, (86d)
Syws + (—ag +ghs + g1 hf) Behs + 20is Dtws + g 7hsath (86€)
drws + ghr dxhs + (=% + ghr) dyhy + 205 dywr = 0. (86f)
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7.1. Riemann structure of the two-phase relaxation model
The two-phase relaxation model (86) presents a decoupledysiem for the variables
hs
w
= 2 (87)

hy
wi

which corresponds to a linearized form of the original twage system (12),
aR+AdR =0, (88)

with a matrix A = A(G), whereA(q) € R is the matrix (12b), andj = ¢(hs, hy, Ts, 0)T.
The eigenvalues of the relaxation model are the four eigeasaof this sub-system, that is the
eigenvaluesl, = A(@), k = 1,...,4, of A = A(d), plus a zero eigenvalue with double algebraic
multiplicity 2° = 29 = 29 = 0. The eigenvectors associatedifbarers® = (0,1,0,0,0,0)" and

r;o =(0,0,0,1,0,0)", while the eigenvectors correspondinglfocan be written as

1
2 1 w 1+vy, &
S S
( h§+gh5+g 5 hf);lk+2hS 5 hs;l
e = L , (89)
K h 1 Wi h &k zwf~
= + |-+ — + L—
g f/lk e ght ’ hfé:
A
&y

whereéy is the quantity, defined in (28b) evaluated ip As for the single-phase case, all the
characteristic fields are linearly degenerate, and the &iansolution of the relaxation system
consists of constant states separated by linear wavesjanatg discontinuity corresponding to
2° =29 = 29 = 0, and four waves propagating at spegds = 1,...,4.

7.1.1. Riemann Invariants
The variables® = (hs, ws, hs, w)" are Riemann invariants acros$

AR =0, (90)

where4°(-) denotes increments acragsas for the single-phase case. Then, only the momenta
ms and m; can possibly have jumps across the stationary disconfinutee the schematic
representation of the Riemann solution wave structuregnrei 1.

Across the waves propagating at spegdee have the invariance relations:

&hs — hy = const, (91a)

Ahs — ws = const,  Ahs — ws = const, (91b)
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Ams — Fs(ws, hs, ht) = const,  Am; — F(ws, hy) = const,
w2 1 h?
S+ Z gh2+g Yhehs + gy«f;‘kh2 and Fr=—+= ghz+ gE )
N "~ (91c)
Let us denote with-J.* the states to the left and to the right of tta wavelx, k= 1,...4, and

with 4y(-) the corresponding increment(-) = ()§ — (-)x - As before, letd(-) = (-)s = (-)c. By
using the Riemann invariants above, we can express theniecits ofq across the considered

waves by the following relations:

2

where Fg=— he

;lkAkhS = Akws, (92&)
;lkAkhf = Aka)f , (92b)
hgy + hg
/lkAkmS —Ak(h— + gh2+g yhshf)+ gyTS’kAkhf , (920)
S
2 L R
~ wi g hi g + 0
Aedimy = Ak(h—f . Eh%) + g A, (92d)
Note that we can write N
Q= A () + W((hr s)) s (93)
wheref(q) is the conservative portion of the two-phase system in &b@d)the term
hy, + ht ht t
W(che") = (0. oy —=*—aeh. 0, g any)’ (94)

is a contribution arising from the non-conservative tev(g, xd). The increments of the mixture
momentum are

MM =AM + y LAy

) W
Ak(w—+ gh2+g yhshf)+)’l1k( gh?)“LgVAk(hShf)

~ T\ hs he 2
2 a)2
_ ‘Us 9 2 g, +7y )
_Ak(h Vi * iyt sgit? ~Zhshy (95)

and they correspond to the jump of the mixture momentum fiju¢d 1b) evaluated iR:

DAk = A Fn(F) . (96)

7.2. Two-phase Relaxation Riemann Solver
Let us denote witlof the variables of the relaxation systegh = (hs, ms, hs ,my, ws, ws)'.
The exact solution of a Riemann problem for the relaxaticstesy with left and right dateg,
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Figure 1: Riemann solution wave structure of the two-phalsxation model, consisting of linear waves propagating at
speedsl, k=1,..., 4, and a stationary discontinuifi’. The variableg® = (hs, ws, h, ws)T are Riemann invariants
acrosst®, whereas the momenias, m; may have jumps across this wave.

g~ defines an approximate Riemann solution for the originaiesyswith datag,, o.. The initial
data of the relaxation variables correspond to the equilibvalues:

war = Moy and  wgr =my,, 6=sf. (97)

The Riemann solution for the variablg® = (hs, ws, ht, w)" is the solution of the linear sub-
system (88). The increments qf across the four waves, are 4R = afi, k = 1,...,4,
wherery are the four right eigenvectors &f anday are the cofiicients of the projectiodgR =
Siw_; axfk. Introducing the two-component vectors

es_ (1 2
rk:(/lk)ER’ (98)
we can write e
af
Aquz[ NI:k~ J€R4, (99)
(Ea)fe
and, by using the left eigenvectdiof A (see (29)),
. 1 -~ - I S U
= ldd = Pl )(ﬁs,k (A — 20s), Dsk, D1 (A — 20r), Fr)4q¥,  (100a)
k
.. . 1 o~ o« o~ o -
(i) = Edadt = m(é’s (A — 20s), Zs, Zrk (A — 20r), Zr)AqF . (100b)
k

Heredsy , 91 are the quantities (29b) evaluatedtiraid/s, Z1x correspond to
Ls=&Psk=0h  and = &dr = (k- u)® - g(hs + Ehy),  (101)

based on (29b) and (28b). In case one phase is alfsert,0 or hy = 0, we simply use the
single-phase solver for the only constituent of the flowiragse This avoids the problem of the
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singularity of the matrix of the eigenvectors for the caseuofe solid fi; = 0), which gives
P’(1) = 0 for A, = A3 = Uis. Nonetheless, note that the relations above allow to redbescase
hs = 0 in which only the fluid phase is present, whereas in writirgigenvectors in sub-section
3.1.2 we assumeld; > 0.

The increments for the momenta, m¢ are given by the relations (92c), (92d). The resulting
approximate Riemann solver for the original system (1018 of six wavesd’®

WE=aq, k=1,...,4 W°>=(0,4%s0,0)", WSE=(0,0,0,4%:)", (102)
moving at speeds given by
S=A, k=1,...,4 £=5=2°=0. (103)
In terms of the f-wavegk = s“Wk we have
ZK=Adaq, k=1,....4, Z°=2Z°=0, (104)

wherei,4,q are obtained as explained above. We summarize here thésresul

;lkAkhS = /le&k , (1058.)
- 2 _ h-, +h?

Aetems = A [ <5 + Inz 4 02 hehe )+ gy— = g (105b)

he | 2 2 2

Adkhe = &) , (105c)
- w? h: +h?

Akdims = Ay (h—f + gh?) + g%dkhs. (105d)

f

Since we only need to specify f-waves and speeds, and notakies#’* themselves, we can
avoid computing the jumps of the momenta across the zerogie®, 4% and4%w¢, which
would require knowledge of the orderaf with respect tol°, and therefore a distinction between
possible wave configurations. Note finally that conservatid phase masses and mixture
momentum is ensured, by (92a), (92b), (96), and (97).

Remark 7.1 Although this paper does not focus on the treatment of nos@wative terms,
it is important to recall the associatedftiulties and potential failures of numerical methods
such as the one presented here or Roe’s method [10]. It iskwelln that a first dficulty of
non-conservative hyperbolic systems is the lack of a naifameak solution in the distributional
framework. The theory of Dal Maso—LeFloch—Murat [52] hagked an important advance by
giving a rigorous definition of weak solution, based on theaapt of non-conservative products
as a Borel measure associated to a choice of a family of pathemerical scheme applied to a
non-conservative system in general makes a choice, eithécigly or implicitly, of the meaning
of the non-conservative products. The path-conservatiethaoas introduced by Fes [41] are
consistent by construction with the definition of non-camatve products of [52], once a family
of paths has been selected. The implicit choice of the mgarfinon-conservative terms of our
relaxation solver is reflected in the relations (105), whiepresent the generalized Rankine—
Hugoniot conditions assumed by the method, and which imipé¢ the scheme is formally
consistent with the family of straight segments. Unforteha consistence of a numerical
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scheme with a family of paths does not guarantee converdertbe weak solution associated to
the selected family, as shown and discussed in [53]. Heraulieors also demonstrate that the
error measure is usually “small”.

In view of these considerations, one must be aware of thenpateonvergence diculties
of our relaxation scheme (and of Roe’s scheme as well) whamising numerical results for
the two-phase model involving shocks. See experimentshirssation 8.2.1.

Let us finally mention the very recent work [54] about shomaags of numerical methods
for non-conservative systems.

7.3. Relaxation parameters and positivity

For the two-phase model we must guarantee non-negativityeofariableds andh;, which
is equivalent to require physical admissibility of the floapth and of the phase volume fractions.
The positivity conditions are (43). Similarly to the singlbase case, we wish to define the
parameters = &(hs, hr, Us, Tir) S0 as to ensure positivity of the Riemann solution of thaxation
system. However, the two-phase case is much mdfeuli. The relaxation Riemann solution
structure is more complex, since it involves more variabies more intermediate states, and, in
addition, it is not available in explicit form in terms gf The first problem to consider is the
existence of an average statéhat could ensure positivity. Indeed here the flexibilitjeoed
by the relaxation parametegsddes not seem enough to satisfy positivity conditions fbthal
physically non-negative variables and for all the Riemariarimediate states. Nonetheless, we
can fulfill part of them, and at least satisfy positivity fbletRiemann solution values of the flow
heighth = hg + hs. Numerical experimentation suggests that the resultifges@an robustly
model a wide range of flow conditions involving vacuum states

Motivated by our results for the single-phase case, and byanalysis of the two-phase
system’s eigenvalues, we propose the following strateggldéining the relaxation averages. We
begin by defining these averages as the Roe averages (39):

as = as, []f = af . (1063.)

hs=hs,  h;=hs, (106b)

and we keep this choice if no negative intermediate statedfohs appear in the Riemann
solution of the relaxation system. Far from vacuum, Roeérages prove to be a veryfieient
and stable choice in the whole hyperbolic domain, whichudebk the two regionglU| < 2a8
and|4U| > 2a. Note that it may seem appealing to set="T; in the relaxation solver, since this
would always give explicit expressions of the eigenvaluas iawould simplify noticeably the
positivity analysis of the Riemann solution. However thimice might lead to instabilities for
certain regimes, namely wh¢U| is too large.

If a negative Riemann intermediate statetigandor h; is detected:

(i) We keep the definition of the relaxation average velesitis the Roe velocities, relations
(106a).

(i) We fix the ratio

_ = (107)



(iii) Let & = @ h = hs + by, andd = \/& h = hs + h¢ . We look for a sdiciently large
value of the relaxation parametewith

a>a (108)

that allows to satisfy (achievable) positivity conditioifien we define

. - . . =2

he=@h and Py =(1-@)h, where ﬁ:%. (109)

Let us now study positivity conditions for the intermediatites of the relaxation solver.
Recalling thahs, hy are invariant across the stationary wafe= 0, we have three intermediate
statek = 1,2, 3 to examine (see Figure 1). The intermediate statessfandh; can be written
as

(1’1—6’4_6’2+5’3

hs13 = hs + T (110a)
ey = by 00, B2 (110b)
hy1s = i + (€a) ; (50)4 (@), 42- (GE ’ (110¢)
hep = b+ (£a): ; a)s | (Ea), ; (£a)s 7 (110d)

where we have used the notatiph= 25 and where, by using the velocities (106a) and the
identity (47),

- 1

= e (ﬁsk(/lk — 0)4hs + F¢(ly — Or)ahy + Pex Vharher AUs + ¢ Jhrcher Auf) (111a)
k

(&xax) = P’(/l ) ({s(/lk G)4hs + Zt k(A = Ur)Ahy + Zs yhghse Aus + Ziic y[hechee AUf) (111b)

The quantitieg’) above are functions af ~
Isk = (h— 0> - (1-9)&, b= P&, (111c)
Is=(1-9)&, Cix= (k-0 - (@+F(1-9)&, (111d)

CasedU = (s — 05 = 0.
If Us = O = 0, the eigenvalues, are explicitly given:
lLia=0F2a and dpz=07F33, (112)
where
B=A-d%. (113)



Therefore, we have explicit expressions for the intermedsiates above, and we can easily
derive optimal bounds faa. "Let us introduce

n=¢(l-y)+1+y, (114a)
Vhsé srAUs \/hff hfr Auf 5 (114b)
C= (1 - ‘2’) Vhsé’hsrAUs - 927 htchsr Aus (1140)
Ks=¢B+ 35S, Ki=(1-9)B-§, (114d)
K2=KS+Kf=B—1;27%, (114e)
_ ~ ~ _ 2h[hr
= (1 - @)dhs — pahs = bt hrzlcp. (114f)
The intermediate states fhg andhs can then be written:
hera=he— 2851772 (115a)
’ na 2 7
hipa=h - -92. % (115b)
noa g
— K
ho=hy— =, 6=sT, (115c)
na
and the intermediate states for the flow heiglare
- ¢B 1-yo

hig=h-Z—-+—>— 116

13 7 + 2 7 (116a)
— K
hp=h- —=2. (116b)
i

Let us observe that the expressions for the intermediatessdthove have the forigy = b;+by/a.
It is then clear that the condition for the existence of a lsmehvalue ofsuch that) > 0 for
arbitrary b, is thatb; > 0. By inspecting the relations above, we deduce that thistenxce
condition does not hold for the lateral states s and hf]_g Indeed, if for instance the initial
velocity jumps are zero, the = 0, andhs1 3 = hs F —; hiy13 = hf + f might be negative
whendg # 0 (hg or hz for 4¢ > 0, h¢; or hg for 4¢ < 0). Nonetheless, there exists a finite
value ofd’that ensures non-negativity of the flow height hg + h; in all the Riemann solution
states, and non-negativity of the middle state quantitigesh; .. This means that only the phase
volume fractions of the lateral states 1 or 3 could possikelybphysical. In the particular case
Ap = 0, which implieshy; = hgs = hyp, 8 = s, f, positivity is fully achieved.
We obtain the following positivity conditions fdw, hs:
B, - . = l-y

B> — " =#&,, with Dis=ph+
min(Dy,Dy) _ -3 3= =

@, (117a)
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and the following conditions for positivity dfis,, ht 2, which also imply positivity for all the
intermediate statdsy, 6 = s, f, k= 1,2, 3, in the particular casdy = 0:

j| max((1- ¢)B,;, K
3> maX@OAB+,Ks+) = A, a> (( A‘P) 4+ Kry) =3, (117b)
ihs nht

Note thatnﬁs, ﬁﬁs > 0, andDq 3 > O (at least one of the initial statesor r, is nonzero). Based
on (117), we finally define

a= ma><\/&1, 813, 8sp, 2)- (118)
Note that the condition for positivity df,, which is weaker than (117b), is
K
a> 2 =3, (119)
nh

CasedaU # 0.

If Us # (s then the intermediate states dependadhrdugh the eigenvaluek(&; Us, Us, ¢),
which are not explicitly available, and the analysis is mdigcult. First, we will assume
here Roe parameters satisfying the first hyperboliticiant condition4U| < 243. Under this
hypothesis, ifa”> &, then both the external and the internal speeds are enlargiedespect
to Roe’s speeds, that B < Al < A4 < Ay, anddy < A, < A3 < A3, as it can be deduced
from the bounding relations (17). See Figure 2. As in the ede= 0, the analysis of the
behavior of (110), (111) asihcreases shows thht, k = 1,2, 3, andhs;, hs, are non-negative
for & sufficiently large. Leading order terms anifi the formulas can be easily seen by using
the expressions of the eigenvalues (18) in terms. pfVe; , and the results of sub-section 3.1.1.
Note in particular thate; = O(a) asaincreasesye; are bounded by quantities independent from
a, and that the derivative®' (1) that appear in (111) can be conveniently written as

P'(A14) = F2Ce((Ve — Vi F C)* = ¢)) S 0, (120a)

P/(23) = £26i(c2 — (Vi - Ve 7)) 2 0, (120b)

from which we deduce tha&®’ (14)| = O(a®) asa grows.

Although we have bounding relations for the eigenvaliggfficient analytical estimates for
a suficiently large for positivity are diicult to derive, and here we prefer to apply a numerical
iterative procedure. We use a first estimajg_, computed through the formulas (117), (118)
above for the caseU = (s — 0 = 0. Then we take iteratively

a0 =850+ ibl0l, jeN, 0<j<nmx beR,, (121)

increasing the countgrfrom O until positivity conditions are met, or until the elgaluesd(')
A(@D) exceed some estimated left and right limiting spees ci™. Practically, unphy5|cal
states appear when a rarefaction occurs at least on onefside wue Riemann solution, and
on that side the external Roe speed is slower than the hedw ohtefaction. Then we define
cim andci™ as the limiting speeds;(q;) (h, > 0) andA4(q) (he > 0) of the rarefaction fans
possibly occurring in correspondence of the characterfigtids 1 and 4, respectively (we recall
that these external fields are genuinely nonlinear [10])cdseh, = 0 or h; = 0, an estimate
of the limiting speed of the possible rarefaction on the egponding side is made based on the
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Riemann solution structure of the single-phase model witindial dry state. In summary, we
take

_ A1(qr) if h,>0, _ A4(0r) if h >0,
CI(!m — Clrlm =
min(Usr, Usr) — 2+/ghy  if  h, =0, max(Us, Uss) + 2+/gh, if h =0,
(122)
and we stop the iteration process if
@ AV <dm<l or (o) AV>dms2,. (123)

Note that if 0< cI™ for case (a), oci™ < O for case (b), then taking S & has no &ect on the
updating formula of the solution, based on the definitionhef luctuations (34c), and we can
simply keep the Roe average. This suggest that a ntbogeat implementation of the algorithm
consists in keeping = & and skipping entirely the positivity check when<0 cLim < A or
;14 < Clrim <O0.

The choice of the linear growth afith |4U| in (121) has been suggested by the inequalities
characterizing the eigenvalues (Section 3.1, rel. (24))owk the parameters, in our numerical
experiments we have taker=b1/8 and .« = 12. Typically in tests involving dry bed formation
the maximum number of iterations needed is about three.

We have not developed here an algorithm specifically aimabeaase of Roe parameters
in the second hyperbolic regignU| > 2a. Typical Riemann data do not fall in this region,
nonetheless this situation may be encountered when 0. In this case we again increase
a with an initial estimate based on positivity conditions yomin the total flow heighta™=

ma>( w/gﬁ, &3, 512). In this second hyperbolic zone, as in the first one, the pataigenvalues
are enlarged i grows. On the contrary, the internal eigenvalues get closglthey coincide
(Figure 2). Then we enter a complex eigenvalues region fluegaofd included in the range

@, %). If the estimated value i for positivity reaches this complex domain, we attempt
to bypass it and enter the first hyperbolic region by furthereasingg; subject to the stability
constraintsl; > cim, A, < cim.

In conclusion, the technique proposed here allows to gtegamon-negativity of the total
flow height in the Riemann solution, but negative phase veldractions might still appear.
In such a case the computed solution will be clearly detatgat in all the variables, but we
never experienced solution blow-up. Potentidlidulties related to the computation of negative
volume fractions can be overcome by decreasing the Coutember. Although not rigorously
positivity preserving, the relaxation method proves to eiadficiently a large range of flow
regimes relevant for applications involving dry bed regiorNumerical experiments will be
illustrated in the next section.

7.4. Roe-Relaxation method for the two-phase model

Following the discussion in sub-section 5.4 for the singihase case, it results mor@eient
to apply a hybrid Roe-relaxation solver that uses the moomentaves given by the Roe solver
when the relaxation parametefng h¢ are taken as the Roe averades ﬁf, and the waves
given by the relaxation solver otherwise. Hence i 3, instead of computing the momentum
increments (105b), (105d), we use the momentum f-wave caemgs of the Roe method:

;lkAkmS = ;lk(;lk&k) y (1248.)

My = A(Anicdin) - (124b)
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Figure 2: Typical behaviour of the eigenvaluig and of the real part ofz 3 as a function of = \/g_hfor fixed volume
fractiony # 1, and fixed velocitiess, us (assuming heras > us). In this exampler = 0.6, us = 3,us =4,y = 1/2 and
g = 9.81. The internal eigenvalues 3 become complex in a region included in the intel(\)é}ﬂ, "'—Zg‘) 14U| = |us — ug].

7.5. The problem of complex eigenvalues

In the previous sections we have assumed that no complexaiges arise in the
computation. Let us write again thefBuient condition characterizing the first hyperbolic region
which is the relevant one for the flow regimes that we model:

s-ul <208, a= Vo p=\/1-9)15 (125)

Complex eigenvalues may appear when phase velocitigsralices are too large. In the
geophysical applications of interest, we typically coesithat drag forces maintain solid and
fluid velocities stficiently close, so that flow conditions are hyperbolic. Hoerevegions of
complex (internal) eigenvalues may arise even for very kjuat us| whenh — 0 andglor ¢ — 1,

as suggested by the condition above. Then near vacuum statésce both the problem of
positivity and the problem of loss of hyperbolicity.

Clearly the numerical method cannot be used if the eigergatiA are complex, and the
mathematical model itself is no longer valid for flow conaiits that are not hyperbolic. However,
sometimes the dliculty is only numerical, and not inherent in the model syst&wor instance,
whenh ~ 0, occurrence of complex eigenvalues can be caused by tbauireey of the computed
velocities, which leads to an overestimation|wf — us| suficient to enter the elliptic region.
Furthermore, it may happen that initial Riemann data aretyglic in the whole spatial domain,
but our first choica= &, the Roe choice of the parameters, gives complex eigervédusome
interface Riemann problem. This indicates the tendencyhefslystem to lose hyperbolicity,
however it does not take into account drdpets, which are numerically applied in an alternate
step. If drag forces are strong enough, then the true salutibremain in the hyperbolic regime
everywhere as time evolves, and the numerical scheme sheuwldle to compute it.
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7.5.1. Relaxation approach

One natural idea to address thdfidulty of complex eigenvalues is to use the flexibility of
the relaxation parameters to ensure that for each local &iamproblem the matriA has real
eigenvalues. If we set the average phase velocities and/énage volume fraction as in (106a),
(107), respectively, then we need

a>— 1 (126)

In practice this approach proves to be stable when initiehiinn data fall in the hyperbolic
region. However, if at least one of the initial Riemann saite characterized by complex
eigenvalues, then attempts to use this relaxation techrigunyperbolize interface linearized
systems might lead to instabilities.

In our scheme we apply this relaxation approach (i) in theasibn of hyperbolic initial
Riemann states and (ii) in the general case in areas whefiewhkeight approaches zero. When
our first Roe choica= & gives complex eigenvalues, the new paramatir hyperbolicity is
defined as L
_ |Us - Uf|

2kp
where k is a positive parameter1 (k = 0.9 in our tests), and the correction is made subject
to the condition that resulting speeds satisfy the stgbiinstraintsi; > c@m, andi, < dm,

xC

, (127)

Here, if 11(q;) < A1 (respectivelyis(q,) > 14), which approximately indicates a rarefaction in
field 1 (resp. 4), we take'}m (resp.ci™) as the rarefaction head, as in (122). Otherwise, we allow
a maximum speed enlargeméiit — A1(q)| (resp.a — A4(a)), henceci™ = 21; — A4(qe) (resp.

am — 214—A4(qr)). When we drive the solver’s parameters in the first hypéctietion, then we
apply the positivity correction algorithm described posly by taking as starting estimate="
max(éC, &13,8s2, 85 2). This relaxation strategy for hyperbolicity is particljaadvantageous
near weftdry fronts, where dficulties of both positivity and complex eigenvalues aristhuhe
Roe average. In fact, increasiadélps addressing both the issues. One disadvantage ofi§127)
that is looses féiciency wher — 0 (that isp — 1). Nonetheless, this situation of appearance
of complex eigenvalues with nearly pure solid does not aptehe tractable via relaxation,
and alternative choices of the relaxation parameters ssitheaappealings = {i; also show to
produce instabilities. Let us mention that to address titicdlty we have developed a special
hyperbolizing strategy, which is not based on relaxatidrulses a modified Roe-type solver that
inhibits instability growth. Presentation of this apprb@oes beyond the purposes of the present
article. In the numerical experiments illustrated in Satt8 this stabilization method has not
been used.

8. Numerical experiments

We present in this section numerical experiments performigtdl the proposed relaxation
solver for both the single-phase and two-phase shallow flogets. The numerical scheme has
been implemented on the basis of the Fortran routines ofaftearecLawreack [55]. In all tests
we set CFL= 0.9, and we apply free flow boundary conditions. Second ordeections are
applied with the Minmod limiter (cf. [13]), and with the ra¥liting of the correction fluxes (34b)
proposed in [44] to preserve the robustness of the firstracieeme.

Here we are interested in assessing tffeciency of the pure relaxation scheme, and we
shall not present results obtained with the hybrid Roexetlan method. Results obtained with
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the two methods closely agree, but, as previously mentiamadsonic rarefactions are usually
resolved more accurately by the hybrid method.

8.1. Single-phase shallow flow model

We begin by presenting results of two numerical experimanslving dry bed regions for
the single-phase model (1). Both tests are Riemann problemehich the initial conditions
consist of two constant states separated by an interfaegeld@tx = 0. The computational
domain is [5, 5], and we take 200 grid cells. The flow heidhts considered zero (dry bed)
below the tolerance = 1076.

8.1.1. Rarefaction into vacuum

We solve a classical test problem, considered for instamg#4i], [20], which contains an
initial dry bed state. Left and right Riemann data bye- 1, h, = 0 (right dry bed)u, = u, = 0.
The gravity constant ig = 1. The exact solution of this problem consists of a singledoaic
rarefaction into vacuum associated with the left eigereaju Second order results for the flow
heighth and for the momenturm = huatt = 1 are displayed in Figure 3. Furthermore, in
Figure 5(a) we show a zoom of the flow front zone. The computédisn is compared with the
exact solution (solid line), and accurate agreement isrebde The transonic rarefaction can be
resolved only if an entropy fix is applied (a small glitch irtholution is still visible ak = 0).

8.1.2. Dry bed formation

We consider a test proposed by Toro in [14] showing the gdioaraf a dry bed region. The
initial Riemann data arg, = h, = 0.1, u, = -3, U, = 3, and we seg) = 9.81. The exact solution
of this problem consists of two opposite rarefaction wabes form a dry bed area in the middle.
This is a typical test for which classical Roe solver failcoynputing negative values of the flow
height (cf. [42, 14, 13]). Right at the first time step Roe solgomputes a negative intermediate
statehy . = —0.2029 for the Riemann problem corresponding to the initig¢dntinuity atx = 0.
This does not lead immediately to unphysical cell valuek.dflonetheless, Roe solver crashes
after few time steps by computing negativat the two cells adjacent to the initial interface, even
when the computation is performed with CFL number very sifeat]. CFL= 0.1).

The relaxation solver overcomes theséidilties and is able to preserve positivity and
to approximate ficiently the problem solution. First order and second orésuits of the
relaxation scheme &t 1 forhandm = huare shown in Figure 4, where the exact solution is also
displayed (solid line). In Figure 5(b) we show a zoom of thelsed region. We have tracked the
positivity correction of the Roe speeds performed by thé-firder relaxation algorithm for this
test (CFL= 0.9). The correction is made only for the first 14 time stepsi(tinte t = 0.1451)
and only for the Riemann problems corresponding to theaindiscontinuity atx = 0. The
maximum absolute value of the new speehjil > |f11,4| in this location is defined at the first
time step, when we havéi4 = ¥3.000 andly4 = 70.990. Note thatdy | is still less than
the maximum absolute Roe speed value over the computatonzdin max |flk,i+1/2| = 3.990,
which determines in this test the time si#fpat any time levet" € [0, 1], and which arises in the
Riemann problems corresponding to the unperturbed flovonsgdn the left and on the right of
the two opposite rarefactions (where no positivity cofigects made andy = ).

As an additional note on the behavior of Roe solver for thigeeknent, let us remark that the
integration of an entropy fix technique to Roe’s method magnificantly alter the performance
of the pure classical Roe solver described above. Amongdtieus versions of the commonly
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used Harten—Hyman entropy fix [43], the formulation of LeMed37], also illustrated by Toro
in [14], would cause diiculties at the first time step, since it uses the square rotiieoRoe
intermediate state flow height for both the activation ciaie and the Roe solution correction.
However, alternative forms of the Harten—Hyman entropy fixyncure, sometimes for CFL
number small enough, the positivityfliculties of Roe’s method. In fact, the activation of an
entropy fix with suitable parameters in regions close to uatumay produce an enlargement
of the numerical speeds that guarantees positivity prafen: Indeed, there exists a choice
of the parameters that makes the Harten—Hyman correctionatgnt to the HLL method, this
ensuring positivity, see [56]. Nonetheless, relying on atapy fix technique for positivity in
this test typically gives poor accuracy in corresponderfad® dry bed regiont( = 0) of the
true solution, where a spurious wet region whth> 0 is computed. Moreover, we stress that
this strategy for positivity is not applicable to the twoage model. Note also that we have
checked that the entropy fix correction implemented in olaxaion solver does not intervene
in the computation of this particular experiment, wheresdictthere are no problems of entropy
violating solutions associated to transonic rarefactidmeg us also mention that in [25] the test
problem presented here is solved by a modified Roe metho@f4¢alled MRoe, which is not
rigorously positivity preserving. The authors need to mthe CFL number t0.8 in order to
avoid the appearance of negative values of the water hel@gtthe first order MRoe method
leaves a small wet zone between the rarefaction waves [85,7Fi Since the MRoe method
modifies the Roe solution only when dry areas are detecteldwatrdry fronts are not produced
by the MRoe method in this test, we presume that the resu[@5hsimply correspond to the
standard Roe method with automatic (and adthog activation of the entropy fix correction,
implemented by the authors in some Harten—Hyman form. Thosiges an example of the
possible positivity preserving action of an entropy fix oreRacomputation for this experiment
(CFL = 0.8). Let us finally recall that in [25] the problem solution sneputed accurately with
no spurious wet areas by the third-order extension of the &Rethod (HMRoe).

8.2. Two-phase shallow granular flow model

We present now numerical results for the two-phase grarfldar model (8). In all the
experiments we set = 1/2. As we have seen, the proposed scheme needs the eigenvalues
A of the matrixA, which are not available in explicit form. These eigenvalaee computed by
Newton'’s iteration as explained in [10]. We will presenttbexperiments with no drag forces and
with drag forces infinitely large. Inter-phase drag termesrarmerically treated by the fractional
step method described in [10]. Applying infinitely large glie@nounts to impose phase velocity
equilibrium in the fractional step algorithm, that is eaghd step we resells = U; = Ugg,

where the equilibrium velocity iSleq = hﬁsz:;”’ (see [10] for details). Furthermore, for tests
with infinite drag the solution of the two-phase model (8)lWw# compared with the solution of
the reduced model that can be obtained theoretically frognby&ssuming that drag forces are
strong enough to drive instantaneously phase velocitiegjtdlibrium. This model, presented
in [10], consists of conservative equations for the flow hely for the masdyp, and for the
mixture momenturhpu, wherep = ¢ + y(1 — ¢), andu is the equilibrium velocity of the
mixture. While for the full two-phase model exact solutioms aot available (except trivial
cases), this reduced model allows an easy derivation oft &amann solutions thanks to its
simpler mathematical structure. Moreover, we have alseldped a finite volume method based
on a Suliciu’s Riemann solver to numerically approximate teduced model [10], so that we
can solve general problems for this system.
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Concerning the plotting style in the figures, when markeesused, we will indicate the total
flow heighth with circles @), the variables andus for the solid phase with crosses)( and the
variablesh; andus for the fluid phase with pluses].

8.2.1. Tests with no dry bed zones
We begin by presenting results of some experiments with pded areas. No drag forces
are applied in these tests.

Simple Riemann problem
We consider a Riemann problem that was proposed in [10] dmddby means of the Roe-
type scheme. The initial discontinuity is locatedkat O, the left and right initial data are

(ho,us uf), = (3,07,-1.4,03) and ¢, U Us) = (2,0.4,-0.9,-0.1), (128)

and we seg = 9.81. As in [10], we perform the computation over the intervab,[5] with
100 and 1000 grid cells. Second order results at tirse0.5 are shown in Figure 6. In sub-
figures (a), (b) and (c) we display the results obtained withttvo diferent grid resolutions
for the flow height variableh, hs, h¢, the solid volume fractio, and the phase velocities,
us. In sub-figure (d) we plot the eigenvalues as computed wighfiter grid. The Riemann
solution of this problem (completely in the first hyperbalégion) consists of a 1-rarefaction,
a 2-shock, a 3-rarefaction, and a 4-shock. Recalling Remdrkwe have to be aware of the
possible convergencefficulties related to the discontinuities in the solution. élee content
ourselves by noticing agreement of our results with theltesfithe Roe solver in [10], and with
the results computed by means of ADER schemes in [57].

Rarefaction into vacuum of the fluid constituent

We simulate a flow withh > 0 over the whole spatial domain and over all times, but
characterized by a vacuum zone for the fluid phdse= 0). We consider a Riemann problem
with the following data:

(h, ¢, us, ug), = (1,0.8,0,0) and 6,0, Us, Uf)r = (1,1,0,0), (129)

thus on the right there is pure solid only. The discontinistiocated ax = 0, andg = 9.81. As

in the previous experiment, we compute the solution ové&t 5] with 100 and 1000 grid cells.
Second order results are shown in Figure 7. The peculiafitiiie problem is the occurrence
of a rarefaction into vacuum for the fluid phase, which is aiged tol,. This rarefaction is
transonic, as we can see from the profile of the eigenvadysassing through zero (Fig. 7(d)).
The Riemann solution consists of this 2-rarefaction acvadsish h; = h(1 — ¢) vanishes, a 1-
shock, and a 4-rarefaction occurring in pure solid mateffdle third wave associated 13 is
absent, similarly to the problem above (Fig. 3) for the saghase model, where there is not the
wave corresponding t@, in the solution pattern.

Let us finally remark that, ag approaches 1, the phase velocitffeliencgus — us| (which
increases) does not satisfies thdfisient condition for hyperbolicity (125). Nonetheless, the
eigenvalues of the solution states are real, and the solatiolves entirely in the first hyperbolic
zone.

8.2.2. Tests with dry bed zones
We present now numerical results for problems that involyelsd areas. Here the flow
heighth is considered zero below the tolerarce 107°.
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Figure 6: Riemann problem with data (128). Sub-figures (g)aol (c): results at= 0.5 with 100 grid cells (markers)
and 1000 cells (continuous line for every variable). (apwheighth and variabless andhs; (b): solid volume fraction
¢; (c): phase velocitiegs andus. Sub-figure (d): Eigenvalues computed with 1000 grid cells.

Spreading of a granular mass

We simulate the spreading of a granular mass on a horizanfalc®. The mass is initially at
rest (s = us = 0), and the initial profiles of the flow height and of the sol@lume fraction are
defined by

1 if xe[-1,1], 2
h(x,0) = d 0)=0.3+04eX. 130
(x.0) {0 otherwise an #(x.0) * (130)

The gravity constant ig = 1. We compute the solution for both the case of no inter-phase
drag forces and the case of drag forces infinitely large,gus®00 grid cells over the domain
[-10,10]. Second order results for the simulation without dragydisplayed in Figures 8 and
9. Figure 8 shows the profiles of the flow heighand of the solid volume fractioa at times
t =01 2 3, 4. Figure 9 shows the eigenvalues and the phase velodtgraice (s — us)
at timet = 4. Note that in this problem, although there are no drag &rtfee phase velocity
difference approaches Olas» 0. Hyperbolic conditions (in the first region) are then mained
as the flow height vanishes.

Second order results for the case of infinitely large drageperted in Figures 10 and 11.
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Figure 7: Rarefaction into vacuum for the fluid constitudRésults at = 1 obtained with 100 and 1000 grid cells. See
caption of Figure 6 for plot description.

Figure 10 shows profiles df and¢ at timest = 0, 1, 2, 3, 4 for this situation, and should be
compared with the case of no drag forces in Figure 8. We obghat the flow height dynamics
is not significantly &ected by the action of drag. On the other hand, the behavfdbhewolume
fraction varies noticeably. In Figure 11 we plot the flow heigariables, the solid volume
fraction, and the phase velocitiestae 4. Moreover, we compare these results of the two-
phase model with the computed solution of the reduced mbderétically derived by assuming
instantaneous kinematic equilibrium. Accurate agreenseabserved between the two sets of
results (lines mostly overlap). Let us finally recall thathe limit of instantaneous phase velocity
equilibrium the volume fraction is simply governed by an @chion equationd;p + udxe = 0,
whereu is the equilibrium flow velocity [10]. Consistently with hbbservation, in the case of
infinite drag the profile of widens laterally while preserving the initial shape as tawelves.

Dry bed generation

We solve here test problems showing the formation of a dryZoee, which are analogous
to the Toro's test presented previously for the single-pHkmv. All the numerical experiments
are Riemann problems whose solution consists of two oppoaiefactions that generate a dry
bed region in between. We consider the following sets of Riemdata:
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Test| (h,¢,Us Uf), (h, ¢, Us, Ug);
1 [ (0L04,-3-3) | (01,07,3.3)
2 | (0.04,00) |(0L0766)
3 [ (02,04 -3,-3) | (01,08,3,3)

For all the tests the initial interface is at= 0, g = 9.81, the computational domain is%, 5],
and we use 200 grid cells. In all the simulations we apply doaiges infinitely large, so that
(us — u¢) is instantaneously driven to zero. This ensures a solititime hyperbolic regime over
the whole spatial and temporal domain.

Test 1 is analogous to the problem in Figure 4 for the singlesp case, except that here there
is aninitial discontinuity in the solid volume fraction. @d order results at= 1 are reported in
Figure 12. In sub-figure (a) we plot the flow heigitand the variablels andh, in sub-figure (b)
the phase momentas, m;, and the momentum of the mixturg, = ms + ym;. A zoom of the
dry bed zone from sub-figure (a) is shown in sub-figure (e). 3dtled volume fraction, the
phase velocities and the eigenvalues are displayed in gukef(c), (d), (f), respectively. The
variablesh, my,, ¢ and the phase velocities are compared with the analytiGahBRnn solution
of the instantaneous kinematic equilibrium reduced modasiied line) for the corresponding
variables. Qualitative agreement is observed.

Test 2 is similar to Test 1, except that we consider a translaff the initial velocities so that
the left rarefaction is transonic. Test 3 shows a case inlwthiere is both an initial discontinuity
in the solid volume fraction and in the flow height. Secondeonadsults for these numerical
experiments are plotted in Figure 13, for Test 2, and Figdrefdr Test 3. For each experiment
we also plot the corresponding exact Riemann solution oféHaced model.

Our relaxation scheme is able to preserve non-negativitthefphysically non-negative
variables. Inacurracies of phase volume fractions andg¥elscities are observed near ydey
fronts, but poor resolution of these derived variables @aamwherédn ~ 0 is a typical drawback
of numerical schemes that use updating of mass (flow heightjreomentum variables.

For tests simulating dry bed formation as those reported tier Roe-type method of [10]
fails. The dificulties of the Roe-type solver in this case are not only eel& the computation of
unphysical negative states, but also to the generationopbax eigenvalues. Indeed for the three
experiments presented here the Roe-type solver cannotevance of a single time step, since
the local Roe average matricorresponding to the initial discontinuity &t= 0 gives complex
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eigenvalues dt= 0. In fact, although clearly all local initial Riemann statee in the hyperbolic
domain sincaus = us in each grid cell at initial time, the Roe velocities, T for Riemann
problems at the interface = 0 are diferent, since their definition is weighted withffdirent
left and right volume fractions. The corresponding avenagecity differenceg4U| = |0s — Oy
are sifficiently large compared tog8to produce internal complex eigenvalues. For instance,
for Test 1, the Roe averagessat 0 andt = O give 243 = 0.66441,|4U| = 0.93173, and we
obtain complex eigenvaluétis = —0.10898+ 0.22026. The flexibility of the relaxation solver
allows throughout the computation using suitable locahpeetersa™ & that ensure both real
eigenvalues and positivity preservation. Here only thaxation approach is used to overcome
the problem of complex eigenvalues arising from Roe avesagyed the hyperbolicity fix based
on a modified Roe solver that we have mentioned in sub-seét®h does not intervene.

9. Conclusions and Extensions

By means of a relaxation approach we have derived a new aippaitex Riemann solver for
single-phase and two-phase shallow flow models. The raguitheme maintains the accuracy
and sharp shock resolution of Roe and Roe-type solversewmproving significantly the
robustness of Roe-type methods in handling dry bed regidfa. the single-phase shallow
system, and more generally for the isentropic gas dynamjistem, we obtain a scheme
that rigorously preserves non-negativity of flow height ¢ensity). The formal equivalence
of the solver applied to this system with the VFRoe schemé wiinservative variables of
[32, 33] allows to establish positivity results for this V&B® method, which originally had
been considered iffiicient near vacuum states. For the two-phase model pogitiwiphase
volume fractions is not ensured, and a suitable restriaitothe CFL number might be needed.
Nonetheless numerical experimentation suggests that ¢tleath allows modelingféectively a
wide range of flow conditions involving dry bed zones and weauformation. Moreover, the
relaxation technique introduced here defines a generédgyrauitable for both conservative and
non-conservative systems, which could be of interest ferabproximation of similar models
such as the two-layer shallow flow model.

Let us mention that at the time of revising this paper we becamare of a recent work of
Castro et al. [58] presenting an extension of Lax-Friedrietheme for general non-conservative
systems that rigorously preserves positivity. We expeat tur (first-order) method is less
diffusive than this Lax-Friedrichs method, based on the coripargesults in [58] between
Lax-Friedrichs and Roe.

Our relaxation scheme for the two-phase model has beendgledended to two spatial
dimensions, and preliminary work has been done on addindoBdubottom friction forces.
These results will be reported elsewhere.

Our current work focuses on the extension of the new schentkeetanore general two-
phase model with variable bottom topography studied in.[18][10] well-balanced treatment
of topography source terms was performed via the f-wave odetf [38, 23]. This f-wave
technique however does not seem directly applicable todlaeation solver. Instead, the well-
balanced hydrostatic reconstruction method of Audusse. 6@ appears a suitable option,
with the advantageous property of preserving the robustoithe scheme for the homogeneous
system.
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Figure 12: Dry bed formation, Test 1,= 1. (a): Variablesh, hg, h¢; (b) momentams, ms, my,; (c) solid volume
fractiony; (d) phase velocitiess, us ; (€) zoom of the dry bed region from sub-figure (a); (f) eigdnes. The dashed

line in sub-figures (a), (b), (c), (d), (e), indicates theasolution of the reduced model for hou, ¢, andu, where
p = ¢ +v(1-¢)anduis the equilibrium flow velocity.
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Appendix A. A Positivity Preserving Roe Matrix

We present here a positivity preserving Roe method for sipplase shallow water equations
and analogous systems of conservation laws. We considegeheral form of the one-
dimensional system of isentropic gas dynamics:

0q+ oxf(q) =0, (A.1a)

where the vectog and the flux functiorf(q) are defined as
0 ou
= and f(q) = . A.1b
q ( ou ) @ ( ou” + plo) ) (A.10)

Herep > 0 represents a densitythe velocity in thex direction, andp(o) is a pressure function
such thatp’(o) > 0. Typically, we consider a pressure lgfp) = o, with k > 0 andg > 1. The
choicex = % ¢ = 2 corresponds to the shallow water system (1) (with h). The choices = 1
gives the isothermal gas dynamics equations. The Jacolatixrof the system is

0 1
A) = f'(q) = . (A.2)
[ -+ p) 2u ]

The system is strictly hyperbolic under the assumppbs 0, and it has eigenvalues
A2 =UF \/p(0) (A.3)
Right and left eigenvectors are given by

1 1
rl,zz( U VT ) and iy = oo VP, F1), (A.4)

respectively, with the normalizatidr, = S .

Classically, Roe’s solver defines the Roe matrix as the Jacomatrix of the system
evaluated in an average statk,= A®§), § = G(p’,0). This in particular implies that the
propagation speeds of the waves of the solver are the eigesvaf the averaged Jacobian
However, we have seen with the example of the shallow wattesythat this choice ok does
not let suficient degrees of freedom for imposing both conservation faositivity. Here we
propose a Roe matrix of the following form, which generaitee classical one:

AER(%l SZ)L. (A5)
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The matriceR = (71,72), L = (I7,])T are the matrices of the right and left eigenvectors of the
system evaluated in an average state((), ands!, s? are the wave propagation speeds of this
Roe solver. The matriA must satisfy the conservation Roe property

Aar - ar) = f(ar) - f(ar)- (A.6)
In addition we require

¢ Non-negativity of the Riemann solution intermediate sfatepositivity of the scheme
(Lemma 4.2):
o >0 (A7)

e s < &, ands!, & bounded whew, — 0 andp, > 0, or wheno, — 0 ando, > O.

The idea here is to choose average valyeslj that guarantee positivity, and to determine the
wave speeds!, s? by the Roe conservation condition (A.6). Note that the twoesadt, W?

of this new Roe solver correspond to an averaged form of thiesys eigenvectors, analogously
to the classical Roe solver:

WK =af k=12, (A.8)
where the cofficientsay are given by
. T . ~
ir = Tuda = —((@+ 1o~ (o). (A.92)
24\p
. 1 - ~
dr = A9 = ——= ((-ti+ \/; )g + A(ou)). (A.9b)
24P

F-waves for this solver ar@k = s“WX, k = 1,2. The conservation condition (A.6) can be
equivalently written as
Zr+ Z% = stanfy + SPaof, = Af . (A.10)

For a given choice off, li) these two equations form a system in the two unknosins :
N =
(@f1 @2f)| o |=4f. (A.11)

The determinant of the system’s matrix is=d2@;a, \/ﬁ If 1@, # 0, then the solution of
(A.11) is uniquely determined and given by

st = iflAf = (@+ ﬁ )4(ou) - (4(ouP) + 4p)). (A.12a)
. 2014/

S = il”zdf = ((-o+ \/5 )4(ou) + Aou?) + 4p). (A.12b)
a2 —~

204 P

We now analyze the case @, = 0 in which the matrix in (A.11) is singular. Such a case
corresponds to the situation in which at least one wave hassteength. First, note that, and
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a, are both simultaneously equal to zero if and onlydf = 0. In this case waves and f-waves
are simply zero vectors. Let us consider now for instancecéisea; = 0, andaz # 0. Then
Wt = Z! =0, and the Roe condition (A.10) gives

Z? = SW? = @, = Af. (A.13)

Hence the solver structure consists of a single wiV& = a,f» that must be collinear with f
throughs?. Therefore

=" l+p, (A.14)

subject to the compatibility condition

A0(4(ou) + 4p) = (A(ow)?. (A.15)

The caser; = 0 is analogous, and corresponds to the case of a Riemantusérucade of a
single waveW? = &,f; moving at speed
A(ou ~
g _4 5 (A.16)
4o
subject again to the compatibility condition (A.15). Nokat the relations above fat, s* are
Rankine—Hugoniot jump relations.
We now look for average valug®, G that ensure the positivity condition (A.7). The strategy

that we employ is analogous to the one used to define the pteesieli of our relaxation solver
for single-phase shallow flow equations (Section 5.3). tFire takeu equal to the classical

Roe-averaged velocity:
Voeue + +forUr

=0= (A.17)
Vo + Ve
Then, by using the identity
A(ou) = Wo + vocor Au, (A.18)
the intermediate density state has a the form
. 5 . + \ocor Au
o :Q€+(11=Qr—a’2=9529r— é’r~ . (A.19)
2|7
Therefore, we obtain the positivity condition on the partenp’ :
—~ Q[Qr(AU)?r
> . A.20
P2 o+ 0y (A20)
With the choiceu™= 0 the speeds! ands? take the form
ApF P wer Au
s2-q+ ‘/7 r (A.21)

VocorAu F \/gzl@
Furthermore, by using (A.18) and the identity

A(ou?) = (P40 + 2G+/ozor Au, (A.22)
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the equality (A.15) can be rewritten as
Apdo — oror(4u)* = 0, (A.23)

and the producia, can be expressed as
~ o~ 1 2 = 2
a1 = pre (0cor(4u)” — p'(do)?) - (A.24)

Compatibility requires that whenever the above quantjfy,is zero, the condition (A.23) holds.
Let us note that the simple choice

_( 4p/de if 40#0,
=p = A.25
gives speeds' < & defined by
2 =07 4/p. (A.26)

This definitionp’ corresponds to the classical Roe average, that is it satBgp’, 0))4q = 4,
as it can be easily verified by means of the identifgu?) = 204(ou) — (?40. For example, for
the shallow water equations = go, whereg"= 3(o; + o;). Moreover, the choicg’ satisfies
compatibility, since

Ao(4pdo — oroc(4u)?)/(44p) i 40 %0,
102 = 2 A.27
142 _ QFQ[(AU) |f AQ — O, ( )
4p'((oc +0)/2)
and clearlyai@, = 0 implies (A.23).

In order to ensure the positivity condition (A.20), we prepdhe following definition for the
averagey (anticipated in (84)):

~ - QZQr(AU)E)
=max|p, —— |- A.28
7 =mao{p. G (A28)
Let us now write the speeds (A.21) in terms of functighs = ¢*2( \/E)
— —  ApF /P yewrdu
$2=0+¢2(\p). ¢3(\p)- Jpam : (A.29)
VocorduF \/;AQ
We need to verify that for a choiqe # p/
6\/§¢1s0 and aﬁ&zo. (A.30)
Straightforward computations give
12 _ F(oroc(4u)® — Ap4o)
059" = (A:31)

(VoAU o)
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Then the conditions (A.30) are satisfied if
Apdo - oror(4u)* < 0. (A.32)

Note that the equality of the above quantity to zero corredpdo the compatibility condition
(A.23). We easily see that, ifpdo — o;0,(4u)? > 0, the definition (A.28) implies that we simply
takep’ = p/, observing that{o)? < (or — o) Then the choice (A.28) allows to satisfy all the
required conditions.

An alternative definition fop’ is

~  —  (ocor(4u)? — 4p40),
/ E / +
P=p (o + 0r)?

We leave to the reader to verify the fulfillment of positivipd compatibility conditions for this
choice.

The positive Roesolver introduced here for the isentropic gas dynamicseaysepresents
a simple modification of the classical solver, which allowaimtaining the good properties of
the standard method (sharp resolution of shocks, Idfuslvity), and in addition rigorously
preserves positivity of the scheme. We have previously robsethat the relaxation method
introduced in Section 5 can be seen as a modified Roe methoe: eheew definition of the
momentum waves ensures conservation for any choice of lgreateon averages. For the present
positive Roe solver conservation is guaranteed for anycehaii the averageg’, @, by means of
the new definition of the propagation speeds (A.11). Let nsar& that also this positive Roe
method can be interpreted as a relaxation method, and ther ssiters in the class of relaxation
Riemann solvers introduced by LeVeque—Pelanti in [23]. a$mociated relaxation model is

(A.33)

0q+9ox¥ =0, (A.34a)
KW — A20yq + 2A0, W = 0, (A.34b)

where? is an auxiliary vector variable approximatirgq).

We have implemented for system (A.1) both the positive Rdeise, and a generalized
version of the relaxation method of Section 5 that uses ailax parameterg’, @i defined as in
(A.28), (A.17) (this was mentioned in sub-section 6.1). \Weve an example in Figure A.15,
where we report results for a numerical test simulating uatéormation for a pressure function
plo) = «of, with parameterx = 1 and¢ = 1.4. We solve a Riemann problem with data
or = o =1, u = -7, u = 7 over the domain-5, 5], taking 200 cells. Both schemes are
efficient and results are analogous.

Although dfective for system (A.1), the positive Roe method does nomnssaitable for
extensions to the two-phase shallow granular flow model. s difficulty is that the two-phase
system is non-conservative. While attempting to use a glyatimilar to (A.10), we can write
only three conservation conditions (mass of each constittmomentum of the mixture) to
determine the four wave speedS k = 1,...,4. Itis not clear how to devise an appropriate
fourth equation to close the system for the speeds. Evemsther problem would be ensuring
monotonic ordering of the speeds < s < s < §*. Finally, for the two-phase system it is
difficult to express compatibility conditions identifying thiegular case in which one or more
waves have zero strength. In conclusion, the relaxatioroggp illustrated throughout the paper
appears more advantageous for extensions to complex s/stem
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