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Abstract

In this paper, we propose a new algorithm for Brain-
Computer Interface (BCI): the Spatially Regularized
Common Spatial Patterns (SRCSP). SRCSP is an exten-
sion of the famous CSP algorithm which includes spa-
tial a priori in the learning process, by adding a regu-
larization term which penalizes spatially non smooth fil-
ters. We compared SRCSP and CSP algorithms on data
of 14 subjects from BCI competitions. Results suggested
that SRCSP can improve performances, around 10%
more in classification accuracy, for subjects with poor
CSP performances. They also suggested that SRCSP
leads to more physiologically relevant filters than CSP.

1. Introduction

Brain-Computer Interfaces (BCI) are communica-
tion systems which enable users to send commands
to computers by using brain activity only, this activity
being generally measured by ElectroEncephaloGraphy
(EEG) [8]. BCI are generally designed according to a
pattern recognition approach, i.e., by extracting features
from EEG signals, and by using a classifier to identify
the user’s mental state from such features [8, 6]. The
Common Spatial Patterns (CSP) algorithm is a feature
extraction method which can learn spatial filters maxi-
mizing the discriminability of two classes [2]. CSP has
been proven to be one of the most popular and efficient
algorithms for BCI design, notably during BCI compe-
titions [1].

However, CSP is known to be highly non-robust
to noise and outliers [4, 10]. Moreover, despite be-
ing a spatial filter, CSP completely ignores the spatial
location of the EEG electrodes. To overcome these
drawbacks, Grosse-Wentrup et al have proposed to use
beamforming in order to learn CSP-like spatial filters
which maximize the variance of the signals originating
from a predefined Region Of Interest (ROI) while min-

imizing the variance of the signals originating outside
this ROI [4]. Despite the good results obtained, this
method has a major limitation: it requires a strong a
priori with the location and extent of the ROI involved.

In this paper, we propose a Spatially Regularized
CSP (SRCSP) which incorporates spatial information
in a generic way. As such, contrary to beamforming,
SRCSP does not require additional a priori and can be
used to classify any kind of mental states. SRCSP aims
at regularizing the CSP objective function by penaliz-
ing filters which are not spatially smooth, i.e., for which
neighboring electrodes have very different weights. In-
deed, from a neurophysiological point of view, we ex-
pect neighboring electrodes to measure similar brain
signals and as such to have a similar contribution in the
spatial filter. It is expected that such a priori would help
finding relevant spatial filters, even with noisy or few
training EEG signals. Other domains also took advan-
tage of spatial a priori [11, 3], which inspired the design
of the proposed SRCSP.

This paper is organized as follows: Section 2 de-
scribes the CSP algorithm as well as the SRCSP al-
gorithm we propose. Then, Section 3 describes the
EEG data used for evaluation. Finally, Sections 4 and 5
present the results and conclude the paper, respectively.

2. Methods

2.1. CSP algorithm

CSP aims at learning spatial filters which can max-
imize the variance of band-pass filtered EEG signals
from one class while minimizing the variance of EEG
signals from the other class [2, 9]. As the variance of
EEG signals filtered in a given frequency band corre-
sponds to the signal power in this band, CSP aims at
achieving optimal discrimination for BCI based on band
power features [9]. Formally, CSP uses the spatial fil-
ters w which extremize the following function:

J(w) =
wTXT

1 X1w

wTXT
2 X2w

=
wTC1w

wTC2w
(1)



where T denotes transpose, Xi is the data matrix for
class i (with the training samples as rows and the EEG
electrodes as columns) and Ci is the spatial covariance
matrix of the EEG signals from class i, assuming a zero
mean for the EEG signals. Note that this last assump-
tion is generally met as EEG signals are usually band-
pass filtered. This optimization problem is generally
solved by jointly diagonalizing the two matrices C1 and
(C1 + C2) [2, 9]. An alternative but equivalent way
to solve this optimization problem is obtained by first
observing that the function J(w) remains unchanged
if the filter w is rescaled. Indeed J(k × w) = J(w),
with k a real constant, which means the rescaling of
w is arbitrary. As such, extremizing J(w) is equiv-
alent to extremizing wTC1w subject to the constraint
wTC2w = 1 as it is always possible to find a rescal-
ing of w such that wTC2w = 1. Using the Lagrange
multiplier method, this constrained optimization prob-
lem amounts to extremizing the following function:

L(λ,w) = wTC1w − λ(wTC2w − 1) (2)

The filters w extremizing L are such that the derivative
of L with respect to w equals 0:

∂L

∂w
= 2wTC1 − 2λwTC2 = 0

⇔ C1w = λC2w

⇔ C−1
2 C1w = λw

We then obtain a standard eigenvalue problem. There-
fore, the spatial filters extremizing Equation 1 are the
eigenvectors of M = C−1

2 C1 which correspond to its
largest and lowest eigenvalues.

2.2. Spatially Regularized CSP algorithm

In this paper we propose the SRCSP algorithm, in or-
der to include spatial information into the learning pro-
cess of the CSP. More particularly, we would like to
obtain spatially smooth filters w. Indeed, as mentioned
earlier, from a neurophysiological point of view, neigh-
boring neurons tend to have similar functions, which
supports the idea that neighboring electrodes should
measure similar brain signals (if the electrodes are close
enough to each other). To ensure spatial smoothness of
the filters w, we add a penalty term P (w) to the objec-
tive function J(w) of the classical CSP:

JP (w) =
wTC1w

wTC2w + αP (w)
(3)

P (w) is a function measuring the spatial smoothness
of the spatial filters w. The spatially smoother w, the

lower P (w). Therefore, to maximize JP (w), we need
to minimize P (w), hence ensuring spatially smooth fil-
ters. The variable α is a user-defined positive constant
which defines the level of desired smoothness for the
filters (the higher α, the spatially smoother the filters).
In this paper, we use a Laplacian penalty of the form
P (w) = wTKw with K = D −G, as in [11]. Here, G
is a Gaussian kernel such thatGij = exp(− 1

2
‖vi−vj‖2

r2 ),
with vi being the 3D coordinates of the ith electrodes.
The hyperparameter r defines how far two electrodes
can be to be still considered as close to each other.
D is a diagonal matrix such as Dii =

∑
j Gij . As

wT (D−G)w = 1
2

∑
i,j Gij(wi −wj)2 (see, e.g., [3]),

this term will be large for non-smooth filters, i.e., for
filters in which neighboring electrodes have very dif-
ferent weights. With such a penalty term, Equation 3
becomes:

JP (w) =
wTC1w

wTC2w + αwTKw

=
wTC1w

wT (C2 + αK)w

In this case, the Lagrangian is as follows:

LP (λ,w) = wTC1w − λ(wT (C2 + αK)w − 1) (4)

By following the same approach as previously (see Sec-
tion 2.1), we obtain the following eigenvalue problem:

(C2 + αK)−1C1w = λw (5)

Thus, maximizing JP (w) consists in taking the eigen-
vectors corresponding to the largest eigenvalues of
M1 = (C2 + αK)−1C1 as the filters w. With CSP,
the eigenvectors corresponding to both the largest and
smallest eigenvalues of M (see Section 2.1) are taken
as the spatial filters, as they respectively maximize and
minimize Equation 1 [2]. However, for SRCSP, we can-
not use the eigenvectors corresponding to the lowest
eigenvalues of M1, as they will minimize Equation 3,
and as such will maximize the penalty term, i.e., they
will lead to highly non smooth filters. Therefore, in or-
der to obtain the filters which maximize C2 while min-
imizing C1, we also need to maximize the following
objective function, which is the counterpart of Equation
3:

JP (w) =
wTC2w

wTC1w + αP (w)
(6)

which is simply achieved by taking the eigenvectors
corresponding to the largest eigenvalues ofM2 = (C1+
αK)−1C2 as the filters w. In other words, with SRCSP,
the spatial filters used are the eigenvectors correspond-
ing to the largest eigenvalues of M1 and to the largest
eigenvalues of M2.



SRCSP has two hyperparameters: r which defines
the size of the neighborhood considered for smoothing,
and α which defines the level of spatial smoothness the
filters should reach. In this work, we used as their opti-
mal values, the ones which maximized the 10-fold cross
validation accuracy on the training set, by using Linear
Discriminant Analysis (LDA) [5] as the classifier.

3. EEG data sets for evaluation

In order to assess the proposed SRCSP, we com-
pared it with the classical CSP approach on EEG data of
14 subjects, from 2 publicly available data sets of BCI
competitions. They are described below.

3.1. Data set IVa, BCI competition III

Data set IVa, from BCI competition III [1], contains
EEG signals from 5 subjects, who performed right hand
and foot Motor Imagery (MI), i.e., imagination of right
hand and foot movements [8]. EEG were recorded us-
ing 118 electrodes. A training set and a testing set were
available for each subject. The size of these sets was
different for each subject. More precisely, 280 trials
were available for each subject, among which 168, 224,
84, 56 and 28 composed the training set for subject A1,
A2, A3, A4 and A5 respectively, the remaining trials
composing the test set.

3.2. Data set IIa, BCI competition IV

Data set IIa from BCI competition IV1 (provided
by the Graz group [7]) comprises EEG signals from 9
subjects who performed left hand, right hand, foot and
tongue MI. The EEG signals were recorded using 22
electrodes. For the purpose of this study, only EEG sig-
nals corresponding to left and right hand MI were used.
A training and a testing set were available for each sub-
ject, both sets containing 72 trials for each class.

For both data sets, EEG signals were band-pass filtered
in the 8-30 Hz frequency band using a 5th order But-
terworth filter. Indeed, this frequency band contains the
main frequencies involved in MI [8]. In this work, we
considered the discrete classification of the trials, i.e.,
we assigned a class to each trial and not to each trial
sample. For both data sets, for each trial, we extracted
the features from the time segment located from 0.5s to
2.5s after the cue instructing the subject to perform MI
(as done by the winner of BCI competition IV, data set

1http://ida.first.fhg.de/projects/bci/
competition\_iv/

2a). With both CSP and SRCSP, we used the 3 most
discriminative pairs of filters for feature extraction, as
recommended in [2]. In other words, we used the filters
corresponding to the 3 largest and 3 smallest eigenval-
ues of M for CSP, and the filters corresponding to the 3
largest eigenvalues of M1 and the 3 largest eigenvalues
of M2 for SRCSP (See Section 2).

4. Results and discussion

For each subject, the CSP/SRCSP filters were learnt
on the training set available. The log-variances of the
spatially filtered EEG signals were then used as the in-
put features to an LDA classifier, one of the most pop-
ular and efficient classifier for BCI design [5]. Table 1
report the classification accuracies obtained when clas-
sifing the EEG signals from the test sets.

On average, SRCSP gave better classification accu-
racies (mean: 78.2±14.1) that CSP (mean: 73.1±17.6).
However, this difference is not statistically significant
at the 5% level (p = 0.1 with a paired t-test), which
might be due to the sample size. Nevertheless, results
suggest that SRCSP does increase the classification ac-
curacy specifically for subjects who seem to perform
poorly with the CSP but not for those with already good
performances. Indeed, for subjects with poor CSP ac-
curacies (e.g., A3, A5, B2 and B5), using SRCSP leads
to dramatic increase in performance, typically a gain of
classification accuracy of 10% or more, whereas for al-
ready good subjects (e.g., A2, B1, B2, B8 and B9) using
SRCSP leads to similar performances than CSP.

Interestingly enough, with CSP, subjects A3, A5, B2
and B5 would have been identified as ”BCI illiterates”,
meaning they cannot use a BCI, as their performances
were close to random (here below 55%). With SRCSP,
none of these subjects would be identified as illiterates
anymore. The most dramatic increase in performance
was for subject A5, who gained 37% of accuracy. It
should be noted that this subject was the one with the
smallest training set (only 28 trials). Thus, we might
hypothesize that adding an a priori to the algorithm,
here a spatial one, can actually help by guiding the op-
timization process to find good spatial filters despite the
limited amount of training data. In summary, it seems
that SRCSP may learn good spatial filters even when
training EEG data are limited or noisy, thanks to a reg-
ularization based on a spatial a priori.

Figure 1 shows some examples of spatial filters ob-
tained with both CSP and SRCSP. As expected by
adding the spatial regularization, the SRCSP filters are
indeed smoother than the CSP filters. More interest-
ingly, it also shows that SRCSP filters are more con-
vincing from a neurophysiological point of view. For



Table 1. Classification accuracies (%) obtained for each subject for both the CSP and the pro-
posed SRCSP method. For each subject, the best result is displayed in bold characters.

BCI competition III, data set IVa BCI competition IV, data set IIa
Subject A1 A2 A3 A4 A5 B1 B2 B3 B4 B5 B6 B7 B8 B9 Mean

CSP 66.07 96.43 47.45 71.88 49.6 88.89 51.39 96.53 70.14 54.86 71.53 81.25 93.75 93.75 73.1±17.6
SRCSP 69.64 96.43 59.18 70.09 86.51 88.89 63.19 96.53 70.14 63.19 63.89 78.47 95.83 92.36 78.2±14.1

instance, for subject A5, the CSP filter appear as very
rough and noisy, with large weights in many different
electrode locations, whereas the corresponding SRCSP
filter displays large weights in a few regions, located
over the motor cortex of the brain, which is expected
from the neurophysiology literature [8]. Thus, this sug-
gests that SRCSP may lead to more physiologically rel-
evant, and thus more interpretable filters than CSP.

Figure 1. Electrode weights for corre-
sponding CSP and SRCSP filters, for sub-
jects A1, A5 (both using 118 electrodes)
and B6, B9 (both using 22 electrodes).

5. Conclusion

In this paper, we proposed the Spatially Regularized
Common Spatial Pattern (SRCSP) algorithm, an exten-
sion of the famous CSP which includes spatial a priori
into the learning process. To do so, we added a regu-
larization term to the CSP objective function to ensure
spatially smooth filters, and we derived an algorithm to
optimize this new objective function. We compared the
SRCSP and the CSP algorithms on EEG data of 14 sub-
jects from BCI competition data sets. Results suggested
that SRCSP could lead to large performance improve-
ments for subjects with initially poor CSP accuracies,
while giving similar performances than CSP for sub-
jects with already good performances. Our results also

suggested that SRCSP may lead to more physiologi-
cally relevant filters than CSP. To conclude, we would
recommend adopting SRCSP instead of CSP for BCI
design, especially for subjects with few and/or noisy
data.
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