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ABSTRACT
In this paper, we consider the range and bearing estimation
of near-field narrow-band sources from noisy data observed
across a passive sensor array. For some difficult scenarios
as for correlated and largely spaced sources at low SNRs, or
correlated and closely spaced sources, the Near FieLd (NFL)
version of the MUltiple SIgnal Classification (MUSIC) algo-
rithm is no longer reliable. In this paper, we adapt and extend
the sequential Zero-Forcing MUSIC (ZF-MUSIC) algorithm,
which avoids the delicate search of multiple maxima, to the
NFL context. In order to compare the NFL ZF-MUSIC with
the Second-Order Statistics Weighted Prediction (SOS-WP)
algorithm, we assumed an uniform sampling in the spatial
domain. However, the proposed algorithm can be exploited
for general array geometries. Finally numerical simulations
show that the variance of the proposed algorithm achieves
the Cramér-Rao Bound (CRB) in difficult scenarios and for
sufficient Signal to Noise Ratio (SNR).

1. INTRODUCTION

The localization of radiating sources by an array of passive
sensors arises in several applications, such as radar, sonar,
seismology, geophysics, radio astronomy and oceanography.
A variety of algorithms [1] has been proposed to solve the
estimation problem of the bearing of far-field narrowband
sources. In this scenario, the propagating waves can be con-
sidered to have a planar wavefront when they reach the sen-
sor array. However, when the sources are located in the
near-field region, the waves impinging on the sensors can no
longer be assumed to have a planar wavefront. Thus the tech-
niques based on the far-field assumption show unsatisfactory
performance. A good approximation of the nonlinear propa-
gation delay can be done by a second order Taylor expansion,
called the Fresnel approximation.
Many localization methods for far-field sources can be ex-
tended to the NFL context. Among all the existing methods
[2], we focus on sequential estimation schemes. There exists
essentially two families of sequential estimation schemes:
(1) based on the Fourier transform, such as the RELAX ap-
proach [3] -this algorithm uses a relaxation based method to
minimise the maximum likelihood function- and (2) based
on a high-resolution scheme such as the Sequential MUSIC
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algorithms [4]. Those algorithms adopt a step by step de-
flation procedure to reduce the signal subspace dimension.
At each step, the observed signal is then projected onto the
null space of the previously estimated bearings.The zero-
forcing approach, called ZF-MUSIC and introduced recently
in the far-field case [5], is based on a different principle. It is
a sequential high-resolution MUSIC approach which leaves
unchanged the signal subspace but scales appropriately the
MUSIC pseudo-spetrum. In this paper, we present the ex-
tended method of the sequential ZF-MUSIC algorithm in the
NFL context. Results and simulations show that the proposed
algorithm has a lower variance than the standard NFL MU-
SIC [6] and the Second-Order Statistics Weighted Prediction
(SOS-WP) [7] algorithms. Furthermore, the variance of the
NFL ZF-MUSIC achieves the CRB in difficult scenarios and
for sufficient SNR.

2. PROBLEM FORMULATION

Consider M radiating near-field and narrowband sources ob-
served by an Uniform Linear Array1 (ULA) of N sensors
with interelement spacing d. The signal at the output of the
(n+1)th sensor can be described by

xn(t) =
M

∑
l=1

sl(t)e jτnl +vn(t), t = 1, . . . ,T, n = 0, . . . ,N−1,

where T (T > N) is the number of snapshots, sl(t) is the lth

radiating signal, vn(t) is the additive complex white Gaussian
noise, which is assumed to be temporally and spatially uncor-
related, of density probability function N (0,σ2) where σ is
a positive real number and τnl denotes the time delay associ-
ated with the signal propagation time from the lth source to
the (n + 1)th sensor. Consequently τnl can be expressed as
[6]

τnl =
2πrl

λ

(√
1+

n2d2

r2
l
− 2nd sinθl

rl
−1

)
, (1)

where rl and θl are the range and the bearing of the lth source,
and λ is the signal wavelength. A good approximation of the
time delay τnl , which corresponds to the so-called Fresnel

1In order to compare the NFL ZF-MUSIC with the SOS-WP algorithm
[7], we assumed an uniform sampling in the spatial domain. However, this
assumption can be easily relaxed to more general geometries.



region, i.e., 0.62(d3(N − 1)3/λ )1/2 < rl < 2d2(N − 1)2/λ ,
consists of the second-order Taylor expansion, which is given
by [7]

τnl ≈ ωln+φln2 +O
(

d2

r2
l

)
, (2)

where O
(

d2

r2
l

)
represents terms of order larger or equal to

d2

r2
l

, and ωl and φl are the so-called electric angles which are

given by ωl = −2π
d
λ

sin(θl), and φl = π
d2

λ rl
cos2(θl). Then

the signal can be expressed as

xn(t) =
M

∑
l=1

sl(t)e j(ωln+φln2) + vn(t). (3)

Rather than estimating the range and bearing directly, we will
estimate the electric angles. Once the estimation of the elec-
tric angles is done, we can deduce easily the range and the
bearing according to [7]:

θl =−arcsin
(

ωlλ

2πd

)
, (4)

rl =
πd2

λφl
cos2(θl). (5)

Consequently the received signal vector x(t)
can be expressed as x(t) = As(t) + n(t), where
x(t) = [x1(t) . . .xN(t)]T , s(t) = [s1(t) . . .sM(t)]T and
v(t) = [v1(t) . . .vN(t)]T denote the received signal vector, the
source signal vector and the noise vector, respectively. The
array manifold matrix is given by

A = [a(ω1,φ1) . . .a(ωM,φM)], (6)

where the elements of the steering vector are given by

[a(ωl ,φl)]n+1 = e j(ωln+φln2), n = 0, . . . ,N−1. (7)

The problem here addressed is then the estimation of
the couple {ωl ,φl}, l = 1, . . . ,M given the noisy data X =
[x(1) x(2) . . .x(T )].

3. NFL ZERO-FORCING SEQUENTIAL MUSIC
ALGORITHM

The sequential ZF-MUSIC algorithm [5] can be modified to
estimate the electric angles. Let R̂X be the sample spatial
covariance of the noisy observation. According to the data
model (3), we have

R̂X =
1
T

XXH , (8)

and we assume that limT→∞ R̂X = E[XXH ] = ARSAH +σ2I,
where RS is the source covariance matrix. We sort the eigen-
values λi of the matrix R̂X in descending order λ1 ≥ ·· · ≥
λM ≥ λM+1 ≥ ·· · ≥ λN , then the expression (8) can be writ-
ten as

R̂X =
N

∑
n=1

λnunuH
n , (9)

where un is the eigenvector associated with the eigen-
value λn. The noise-subspace is then spanned by U =
[uM+1 . . .uN ] and the noise projector is defined by Π

⊥ =
UUH = ∑

N
n=M+1 unuH

n . Consequently, the estimate of the
electric angles of the lth source are defined as the maximizers
of the spectral form of the sequential NFL ZF-MUSIC given
by

(ω̂l , φ̂l) = arg max
(ω,φ)

f (N)
l (ω,φ)

a(ω,φ)HΠ
⊥a(ω,φ)

, (10)

where l ∈ [1 . . .M] and the zero-forcing function is a
quadratic function defined by

f (N)
l (ω,φ) = aN(ω,φ)HP⊥l aN(ω,φ), (11)

where aN(ω,φ) = 1√
N

a(ω,φ) and P⊥l = I−Pl is the orthog-
onal projector onto the space spanned by the l−1 previously
estimated electric angles (ω̂1, φ̂1), . . . , (ω̂l−1, φ̂l−1), where

Pl =
{

I
Al(AH

l Al)−1AH
l for l = 2, . . . ,M

and

Al = [aN(ω̂1, φ̂1) . . .aN(ω̂l−1, φ̂l−1)] for l = 2, . . . ,M

The search of the maximizers of (10) can be done by defin-
ing a set of discrete points spanning the electric angles inter-
vals of interest and by performing a two dimensional search.
However, according to (4) and (5), the Fresnel region, must
be taken into account. Then the sequential NFL ZF-MUSIC
algorithm can be described as follow:

Init. Apply the spectral form of the sequential NFL
ZF-MUSIC, with P⊥1 = I, i.e., f (N)

1 (ω,φ) = 1. Then, com-
pute the projector P⊥2 = I−aN(ω̂1, φ̂1)aN(ω̂1, φ̂1)H .

Loop. For l ∈ [2, . . . ,M], compute the zero-forcing
function according to (11) and solve the criterion (10).

For a fast computation, instead of performing a costly 2-
D search, we can discretize our 2-D search with a large gap
according to the Fresnel region. The previously estimated
electric angles can be used as initial points. We then refine
our estimation by using an unconstrained nonlinear optimiza-
tion, like the fminsearch matlab function which is a simplex
direct search method [8].

Fig. 1.(a) and Fig. 1.(b) represent the plot of the zero-
forcing function for one source, (ω,φ) = (1.2,0.05) rad,
and then for two sources, (ω1,φ1) = (0.5,0.015) rad and
(ω2,φ2) = (1.4,0.06) rad, respectively. From Fig. 1.(a), we
note that the zero-forcing function is equal to zero for the
considered source without affecting too much the other area,
and the zero-forcing function is almost equal to one every-
where else. Fig. 1.(b) shows that the latter function has two
reversed peaks equal to zero for (ω1,φ1) and (ω2,φ2), this
represents the cancellation of the zero-forcing function for
the two considered electric angles. As the previous scheme,
this latter function is almost equal to one everywhere else.
Consequently, Fig. 1 suggests that the zero-forcing function
f (N)
l (ω,φ) is equal to zero for all the previously estimated

electric angles without affecting too much the other area.



Figure 1: Zero-forcing function for N = 12 and ; (a) one
source, (b) two sources.

To show the usefulness of the zero-forcing function we
consider two cases. The first case is when the two sources are
largely spaced. For (ω1,φ1) = (1.4,0.06) rad and (ω2,φ2) =
(0.5,0.015) rad, Fig. 2.(a), Fig. 2.(b), Fig. 2.(c) and Fig. 2.(d)
represent the longitudinal and cross section of the normalised
NFL MUSIC spectrum and the normalised NFL ZF MU-
SIC spectrum at ω = ω1, ω = ω2, φ = φ1 and φ = φ2, re-
spectively. We notice that, cf. Fig. 2.(a) and Fig. 2.(c), af-
ter one iteration, the zero-forcing function canceled the es-
timated first electric angle at (ω1,φ1), without affecting too
much the lobe of the normalised NFL ZF MUSIC spectrum
at (ω2,φ2). Thus, avoiding the delicate search of multiple
maxima, (ω2,φ2) can be detected by a simple global max-
imization. The second case is more delicate since we con-
sider two closely spaced sources. For (ω1,φ1) = (1.4,0.05)
rad and (ω2,φ2) = (1.1,0.015) rad, Fig. 3.(a), Fig. 3.(b),
Fig. 3.(c) and Fig. 3.(d) represent the longitudinal and cross
section of the normalised NFL MUSIC spectrum and the nor-
malised NFL ZF MUSIC spectrum at ω = ω1 rad, ω = ω2,
rad φ = φ1 rad and φ = φ2 rad, respectively. Even if the
sources are closely spaced, we notice that, cf. Fig. 3.(a) and
Fig. 3.(c), after one iteration, the zero-forcing function can-
celed the estimated first electric angle (ω1,φ1), however the
lobe of the normalised NFL ZF MUSIC spectrum is slightly
attenuated at (ω2,φ2), but it remains the global maximum of
the normalised NFL ZF MUSIC spectrum (cf. Fig. 3.(b),
Fig. 3.(d)). Thus, once again, avoiding the delicate search of
multiple maxima, (ω2,φ2) can be detected by a simple global
maximisation.

Finally, Fig. 4 shows that increasing the number of sen-
sors leads to decreasing the main lobe width. Furthermore,
we notice that the peak is more selective for the second pul-
sation.

4. SIMULATIONS

In this section, the NFL ZF-MUSIC algorithm is compared
with the standard NFL MUSIC algorithm and with the SOS-

Figure 2: The longitudinal and cross section of the nor-
malised NFL MUSIC spectrum and the normalised NFL ZF
MUSIC spectrum at : (a)ω1 = 1.4 rad, (b)ω2 = 0.5 rad,
(c)φ1 = 0.015 rad, (d)φ2 = 0.06 rad.

Figure 3: The longitudinal and cross section of the nor-
malised NFL MUSIC spectrum and the normalised NFL ZF
MUSIC spectrum at : (a)ω1 = 1.4 rad, (b)ω2 = 1.1 rad,
(c)φ1 = 0.015 rad, (d)φ2 = 0.05 rad.



Figure 4: The width of the zero-forcing function correspond-
ing to an attenuation of 3 and 6 dB for (ω,φ) = (1.3,0.05)
rad and different values of N ; (a) the width of the main lobe
of the longitudinal section at φ = 0.05 rad, (b) the width of
the main lobe of the cross section at ω = 1.3 rad.

WP (Second-Order Statistics Weighted Prediction) intro-
duced by Grosicki et al. [7]. The context of these simula-
tions is an Uniform and Linear Array (ULA) of 12 sensors
spaced by a quarter wavelength. Thus, according to (4) and
(5), the Fresnel region is delimited by: |ω|< 1.5708 rad and
0 < φ < 0.0694 rad. Two sources are assumed to be near-
field narrowband complex circular Gaussian sequences with
zero mean and variance, σ2

s , equal to one. Consequently, the
SNR and the source covariance matrix are defined, respec-
tively, as SNR[dB] = 10log10(

1
σ2 ), and

RS =
[

1 γ

γ∗ 1

]
(12)

where |γ| determines the degree of correlation between these
two sources. where |γ| determines the degree of corre-
lation between these two sources. The simulations were
run with T = 15 snapshots and Ntrial = 100 Monte Carlo
trials. For each scheme, the Mean Squared Error (MSE)
for the first electric angle is evaluated by MSE(ω) =

1
2Ntrial

[∑Ntrial
i=1 (ω̂1(i) − ω1)2 + ∑

Ntrial
i=1 (ω̂2(i)−ω2)2], where

ω̂1(i) and ω̂2(i) represent the estimates of ω1 and ω2 repec-
tively. The MSE for the second pulsation is evaluated in the
same way. As a comparison, we have also plotted the corre-
sponding Cramér-Rao Bounds (CRB) [7].

In the first case, we consider two largely spaced sources
which belong to the Fresnel zone, i.e., (ω1,φ1) = (0.5,0.015)
rad and (ω2,φ2) = (1.2,0.06) rad. According to Fig. 5 and
Fig. 6, where we have considered different degrees of corre-
lation between the two largely spaced sources, the SOS-WP
algorithm cannot estimate the electric angles with a good ac-
curacy even with high SNRs. The NFL ZF-MUSIC and the
standard NFL MUSIC algorithms are equivalent for SNRs
higher than 20 dB. However, we note that the standard NFL
MUSIC algorithm is in good agreement with the CRB from
about 15 dB, unlike the sequential NFL ZF-MUSIC algo-
rithm which is more accurate at low SNRs and continues to
be in very good agreement with the CRB from 0 dB and 5
dB when the sources are moderately and highly correlated,
respectively.

In the second case, we consider two closely spaced
sources which belong to the Fresnel zone, ie., (ω1,φ1) =

Figure 5: MSE(ω rad) vs. SNR[dB], Largely spaced sources
(ω1 = 0.5, φ1 = 0.015) rad and (ω2 = 1.2, φ2 = 0.06) rad,
with 12 sensors and 15 snapshots ; (a) γ = 0, (b) γ = 0.3, (c)
γ = 0.5, (d) γ = 0.8.

Figure 6: MSE(φ rad) vs. SNR[dB], Largely spaced sources
(ω1 = 0.5, φ1 = 0.015) rad and (ω2 = 1.2, φ2 = 0.06) rad,
with 12 sensors and 15 snapshots ; (a) γ = 0, (b) γ = 0.3, (c)
γ = 0.5, (d) γ = 0.8.



Figure 7: MSE(ω rad) vs. SNR[dB], Closely spaced sources
(ω1,φ1) = (0.78,0.019) rad and (ω2,φ2) = (0.85,0.063) rad,
with 12 sensors and 15 snapshots ; (a) γ = 0, (b) γ = 0.3, (c)
γ = 0.5, (d) γ = 0.8.

(0.78,0.019) rad and (ω2,φ2) = (0.85,0.063) rad. Accord-
ing to Fig. 7 and Fig. 8, where we have considered different
values of γ for the two closely spaced sources, the standard
NFL MUSIC and the SOS-WP algorithms are no longer re-
liable. However, the sequential NFL ZF-MUSIC algorithm
is in good agreement with the CRB of the first electric angle
from 5 dB and 10 dB for moderately and highly correlated
sources, respectively. It is the same case for the CRB of the
second pulsation from 5 dB and 15 dB for moderately and
highly correlated sources, respectively.

5. CONCLUSION

A sequential algorithm for the estimation of the range and
bearing of near-field sources has been proposed. The algo-
rithm is an extension of the far-field zero-forcing MUSIC
algorithm presented recently. Without any deflation of the
signal subspace, the MUSIC criterion is scaled by an ap-
propriate function which removes the previously estimated
ranges and bearings. The proposed algorithm has been tested
in some critical scenarios, e.g., for highly correlated sources,
and/or for closely spaced sources, the results have shown that
the variance of the NFL ZF-MUSIC algorithm achieves the
CRB for sufficient SNR and outperforms the standard NFL
MUSIC and the SOS-WP algorithms.
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