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BARANKIN BOUND FOR MULTIPLE CHANGE-POINT ESTIMATION
Patricio S La Rosa, Alexandre Renaux, and Arye Nehorai

Department of Electrical and Systems Engineering,
Washington University in St. Louis, St. Louis, MO 63130, USA

ABSTRACT 2. PROBLEM FORMULATION

We derive the Barankin bound on the mean-squared error for muR.1. Observation model
tiple change-point estimation of an independent measurement s Ve consider the general caseMdfindependent vector observations
quence. We first derive a general form of this bound and give th%/ 9 P

_ MxN H H
structure of the so-called Barankin information matrix (BIM). We *m[’il’ ;‘2’ . it'XINL }i Er]R . r;]Wrr‘]'gh farr]nbg o”btgme(:, Iflor _
show that the BIM for the change-point parameters has atri-diagon&Xa pie, by a mulliple sensor system and are modelied as Tollows.

structure which means that one change-point estimation depends on

X . . . . . Xj,Np1(Xi;7]1) fori=1, ..., t1,

its neighboring change points. Using this result, we propose a com- Xi ~ o (xi31) fori=t1 4+ 1, ..., t

putationally efficient inversion algorithm of the BIM. As an illustra- ¢ o2 ’ Y 1)
tion, we analyze the case of changes in the mean vector of a Gaussian :

distribution. Xi ~ Pt (Xismg,) fori=t,+1, ..., N.

Index Terms— Multiple change-point estimation, performance

. . where M is the size of the sample vectad., the number of sen-
analysis, Barankin lower bounds on the mean-squared error.

sors),q is the number of change-points, apgdis a probability den-
sity function (or mass function for discrete random variables) with
1. INTRODUCTION parameters;; € RZ. In other words,

Estimation of changes in time series is an important research area xi ~ o pi (xismy) fori - tjfl Lot )
with several application®.g., speech processing, medical imaging, withj=1, ..., ¢+1,

and econometrics. The literature concerning estimation algorithms ) .
for change-point estimation (seeg., [1]) is abundant. However, VNere we definéo = 0 andts;, = N. Note that ifM = 1, the

less work has been done concerning the performance of such aIgBEObIem is reduced to the estimation of changes in a time series. We
rithms in terms of mean-square error (MSE) assume that all probability density functigmsbelong to a common

We derive the Barankin bound (BB) [2] on the MSE for mul- distribution. The unknown parameters of interest are the change-

. . . . ointlocations{ti, t2, ...t} with{tx e N— {0}, k=1, ..., ¢}.
tiple change-point estimation for an independent measurement sg; Lo . ) > i
quence. In contrast to the CramRao bound (CRB) [3], the BB Ehe observations between two consecutive change points are as

is computable despite the discrete nature of the change-point p%gnvsg tg rgﬁ;iztrlso?;r{ﬁi fggii?;emly’ 4e 1 vector of all un-

rameter and regularity assumptions on the likelihood of the observa- P

tions [4]. However, the BB requires the use of free parameters called t=[t1,ta,... 1. ©)

test points, and, in order to obtain the besg.( the tightest) bound,

a nonlinear maximization over these test points has to be performed. Note that, since we are focused on the change-point estimation,
To the best of our knowledge, a particular case of the BB (thave assume that the parametersare known. The resulting bound

so-called Hammersley-Chapman-Robbins bound, [4, 5]) has glreadwill still be useful if these parameters are unknown, but more opti-

been studied only in the context of one change-point estimation imistic.

the foundational communication of Ferrari and Tourneret [6]. Here

we extend the results in [6] to multiple change points. Particularlyy 5> Barankin Bound

we show that the estimation of one change point is corrupted by its

neighboring change points and we give the details of the compuFhe P-order BB of a vecto®, € R*, denoted byBBp(6,), is

tation for the two change-point case which allows us to propose agiven as follow (see [7] and [8, 9] for more details):

efficient inversion algorithm of the Barankin information matrix. We ®

apply our bound to the case of changes in the parameters of Gaus- Cov(0) > BBp(8o) = H(® — 1pxp) 'H', 4)

sian observations and present one numerical example for comparing . R

our bound to the performance achieved by the maximum likelihoodvhereCov () is the covariance matrix of an unbiased estim#or

estimator (MLE). of the parameter vectdly. The notationA > B means thaA — B
is a semi-positive definite matrix. The matiik is a function of the
This work was supported by the Department of Defense under thé€t{f1, ..., Op}, so-called “test points”, left to the user, and it is

Air Force Office of Scientific Research MURI Grant FA9550-@%43 and  given by:
AFOSR Grant FA 9550-05-1-0018. H-= [90 —601, ..., 00— Gp] . (5)



Here we defindr; = 8, — 8, such that the matrifl ¢ R¥*P 3.1. Diagonal elements of®
becomed = [hy, ..., hp]. Moreover, note thalp + h; € ©.
In the following, for simplicity, we use the term “test point” for the
vectorsh;. Finally, ® is aR”*P matrix whose elemen{®]; are

Let & = [ in Equation (10). To simplify the analysis we consider the
casesy; > 0 anday, < 0, obtaining the following expression:

given by:
[®]4 = E[L(X, 60, hy) L(X, 6, b)), (6) (fﬂ %d}c)ak if i > 0,
whereL(X, 6o, h;) is defined as follows: [@]kk = R Gemeny) U\ CF (13)
p(X; 00 + h;) Jo Sy faws
L(X, 00, hy) = == o< ™
P(X; o) Remark: in the case of one change-poig., I = & = 1,

wherep(X; ¢) is the likelihood of the observations with parameter Equation (13) is reduced to the result of Ferrari and Tournaret (see
vectorp. Note that the matrix® — 1p p is sometimes referred to  Equations (5) and (6) in [6]).
as the Barankin information matrix (BIM) [10].

As already stated, test points are left to the user, since any set gf i
test points iBBB p (0, satisfies the inequality (4). Thus, the tightestg'z' Non-diagonal elements of
BB, denoted byBB(6,), is given as follow: Following the same idea as for the diagonal elemeis,; for k #
[ can be simplified by analyzing the four possible combinations of

BB = 1 BB . .
(%) Pt (T »(6o) ®  test-point ranges, namely,
The solution of the above problem is computationally costly, ar > 0anda; > 0,
since the limit onP implies that an infinite number of test points ar < 0anda; < 0,
per parameter needs to be considered and a nonlinear maximization ar < 0anda; > 0, (14)
over the test points has to be performed. In the following we use a ar > 0anda; < 0.

simplified version of the BB. In particular, for the parameters vector
given in (3)3i.e., 06y = t, we consider the classical assumption of For the last casesg. o > 0 anda; < 0, two subcases have to
one test point per parameteP = K = ¢). Then, the structure of be analyzed: (iji + ax < t; + oy and (i) tx + ax > t; + ay. Note

the matrixH is as follows: that sincek < I, ¢, < t; and sincex; € {ZN[tj—1 —t; +1,tj41 —
_ . T t; —1] —{0}}, the subcase, + a, > t; + oy can appear only when
H = Diag <[a1’ > ) ) ’ ©) I = k+1, or, in other words, when we are analyzing two neighboring

change points. We will refer to this as theerlapping case. For the
first three cases and subcase (i), Equation (10) becomes, after som
calculus effort,

where the vectofa, ..., aq]T represents the set of test points

associated to the parameters: [ty t2, ..., t,]” . Note thain; #

0 is defined such that +a; ranges over all possible valuestgf for 1 15

G=1,...,q. Thus.a; € {ZN[t;—1—t;+1, ;01 —t; —1]— {0} }. (@] = 1. (15)
The matrix,® — 1,4, corresponds to the BIM for change-point For subcase (ii), keeping in mind tha, > 0 andak+1 < 0,

locationst, denoted here bBIMy. In the following we will derive  Equation (10) becomes

the elements c0BIM.

Prt1(XiME41)

3. BARANKIN BOUND FOR MULTIPLE CHANGE-POINT \ for [k—1] > 1,
ESTIMATION 7 (16)

where =(t —(t .

To compute the BB for the change point localization parameters, we Brerr = (b + o) = (Brs + k)

first need to computBIMy, which depends on the matrik. From

[q)] _ { <fQ Pk(x;"k>Pk+2(ka+2)dx> 'Bk’k'H , fOFl — k + 17
kl —

Equations (6) and (7), the elements|d], ,, for k, I = 1,...,qare  3-3. Barankininformation matrix & —14xq
given by. Hence Using Equations (13), (15), and (16), it is clear tlEM; has at
X;00+h X;00+h least a tri-diagonal structure:
@), = [ PORGLROPESO N X, o)
e ’ A, B 0 - 0
wherep (X t) is given by
1 t2 N Bi As :
p(X;t) = iljlpl(xi;nl)i:gﬂpz(xi;nz) e i:g+1pq+1(xi§nq+l)» BIMe= | o .. .. . 0 . @an
(11)
andp (X;t + hyg) is given by Aq-1 Byoa
ty t+ag 0 0 By Aq
pXstthe) = Hpiximy) - T pe(asmy) - where
N
I pot1(xi;mgq1), (12) Ay = [®],, -1 (18)

i=tq+1
. ) 2 (x5mp) k ;
and wherep (X; t + h;) is same as Equation (12 & ). (fn e (xszrl)dx) -1 ifax>0,
In order to study®, we analyze its diagonal and non-diagonal = (f %%k
Q

2 . g
Pk,+1(x77lk+1)d -1
elements separately.

P (M) if o, <0,



and

[q)]kkJrl -1 (19)

0, if ts + ar < tht1 + Qrt1,

(f Pk(x§77k)17k+2(x;71k+2)dx> Bl ket ~-1
Q Pt (Xink11) ’
if tg + ar > ths1 + Q1.

Note also that the diagonal element&B¥M, can be computed
numerically in one stepe(@., Vai = 0) as follows:

. €k
Ay = / ( pi(%; 1) ) x; dx)
g (Q Pk+1(x§"7k+1) Pra( nk+1)

1 @
5(3ﬁ+1).

Jorg |

_1’

(20)
wheree,, =

3.4. Barankin Bound computation

The next step of our analysis is to compute the BBtfd B+, given
by
BB:= H (BIM,) 'H,

whereH is given by (9).

(21)

e

Mi=k+1]e

{ag,ar} {tr 1}

Yes No
[BBy],,. = [T, Yy
BB, ], (BB, Vi
(BB, (T],, (BB, 0
BB, = 0 ) ‘

Fig. 1. Algorithm to compute the Barankin bound.

Two computational issues have to be addressed concerning the

BB in general: the inversion adBIM; and the multidimensional
optimization of the the resulting bound over the test points.
Regarding the inversion @IMyg, for a given set of test points,
itis clear thaty, + ay > trt1 + ap+1 = tet1 + Q1 < thpo +
apt2,Sincea; € {ZN[tj—1—t;+1,t;41—t; —1]—{0}}. Inother
words,Vk, if B, # 0,thenBy11 = Br—1 = 0; therefore BIMy is
block diagonal and the maximum size of one blockis2 leading to

4. CHANGE IN THE MEAN OF A GAUSSIAN
DISTRIBUTION

In this section, as an example, we study the well known linear Gaus-
sian model with parameters in the mean. In particular, we apply

the proposed bound to the problem of changes in the mean param-
eters. Let us assume that the vector of observatipns R, for

a straightforward inversion. Since the problem is reduced to finding; = 1, ..., N, is modelled as follows:

at worst, the inverse of sevetak 2 matrices with the same structure,
we propose to build the matriBB:] using an “iterative” algorithm
described in Fig. 1. It begins from the first change-point location
parameter and proceeds inquiring on the existence of overlappirghere.f (+) is a vector of known functionsy; € R” is an known
with the next segment. The matriXis the general form of the BB parameter vector witl#" < L, n; is a zero-mean Gaussian random
for two neighboring change points obtained by inverting a block ofvector with known covariance matri. Thenx; are distributed as
size2 x 2 in the case of overlapping, and is given as follows, N (f(u,),z). Note that we restrict our analysis to the set of pa-

xi = f(v;) +n,, (26)

J
rameter vectorgy; } such that the functions if(v ;) are injective.
Below, we compute the elementsBIM}; different from zero:

(i) For ax. > 0 anday < 0, A is given as follows:

r=
LAk (A'a"“l
5

(22)

Bk k+1
Ak(k+2)(k+l)) 23)

2 o
At <Ak1’§(k+1))

(k+2)(k+2)(k+1) X Qh+1 <_

Ap =

Bl k+1
Qe Oket-1 <_Ak(k+2)(k+1)>
exp{\ak| (f('/k) - f(Vk+1))T =t (f(”k) - f(”k+1))} -1

where
(i) For tx + a > trq1 + ary1, B is given as follows:
[e73 [e3 ﬂ ) 2
8= Ak;;(kﬂ)A‘(kig)l(|k+2)(k+1) - (Ak&i;(kﬂ)) ,  (24) By —
ﬁ - - T
e ( )P ( ) d exp{ k2k+1 <(f('/k+1) - f(’/k)) =t (f(ukﬂ) — f(l/k))
pi(X;m;)pi(X;1M,;
Al = —————dx | -1 25 - T
ijk (A pk(X, nk) X) ( ) + (f(yk+2) — f(uk+1)) > 1 (f(yk+2) . f(yk+l)>

On2the other hand, when we have no overlapping, the scalar ~ — (f(v,) — f(v,,,)) =7 (f(v,) - f(uk”))T)} -1
ve = i/ (Ar — 1) has to be computed, with,, given by Equation
(20). As an illustration, we compare the MSE between the values of
Regarding the multidimensional optimization over the test pointghe change-point locations and their maximum likelihood estima-
in the continuous parameter case, the maximization is performetions with our bounds. In particular, we analyze the case of multiple
over a fine grid in order to find the optimum value test-point val-changes in the mean of a Gaussian distribution with fixed variance
ues. Here, the parameters are discrete, so the grid is already definetl We consider the scenario of time serid$ & 1) with 3 change
leading to an easier computation. points in the mean values of a Gaussian distribution with common



MSE

[}
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Test point

20F

Fig. 2. Performance analysis for change poipt (a) MSE as a
function of SNR using the maximum likelihood estimator and its

5. CONCLUSIONS

In this paper, we computed the Barankin bound on the mean-squared
error (MSE) for multiple change-point estimation. The BIM struc-
ture revealed that the estimation of one change point is naturally per-
turbed by its two neighbors. Moreover, using this structure we pro-
posed a computationally efficient inversion algorithm for the BIM.
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mance as a function of SNR. In Figure 2(a), we illustrate the MSE
performance of the maximum likelihood estimator for change point
t2, assuming knowledge of the means and variance. In the same fig-
ure, we illustrate the Barankin bound for the MSEtefobtained
such that the optimal test poin{s:}, 3, a3} maximize the ele-
ments of the BB matrix (21) associated withonly. As expected,

it can be seen that the MSE of the MLE estimator approaches the
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that maximizes the BB associated with. It can be seen that for
SNR values before -2 dB the test points folandt. are overlapped,
which implies that the Barankin information matrix is block diago-
nal and the corresponding bound teris a function of{®]11, [®]12,
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increasese.g., az goes to 1 as SNR increases.



