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Abstract

We study tracing garbage collection (GC) for a
distributed shared memory (DSM) in order to pro-
vide persistence by reachability (PBR), in a large-
scale distributed system. Within a general model of
DSM, we specify a distributed tracing GC algorithm
that scales, collects cycles, and is orthogonal to coher-
ence. Its main features are: (i) piecewise collection
of opportunistically-chosen subsets of the memory, (ii)
each site collects independently of other sites, (iii) data
replicas are collected independently and no coherence
operation is needed for GC purposes; and (iv) asyn-
chrony of collection with respect to applications.

1 Introduction

A basic function of an operating system is the shar-
ing of information among its application processes.
Larchant supports sharing via a persistent virtual
memory, shared by applications even if they run at
different sites and/or at different times. From the
point of view of the application programmer, persis-
tence, memory management, and distribution are all
transparent and automatic. Data reachable from a
persistent root is persistent; unreachable data is not.
Unreachable data is removed, and holes compacted.

Such persistence by reachability (PBR) requires
tracing the pointer graph from the persistent root and
garbage collecting unreachable data. Ideally, a GC
would be complete, i.e., would eventually collect all
unreachable data (including cycles). However, scala-
bility and performance conflict with completeness. In
our setting, perfect completeness is not economically
feasible. We propose an approximate solution that is
not provably complete, but which we believe adequate
for all real-life situations.
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We show how to collect an arbitrary subset of the
persistent memory, on a single site, independently of
the rest of the memory. To collect cycles, subsets vary
in time. The choice of a subset to be collected is
heuristic, and should maximize the amount of garbage
reclaimed while minimizing the cost. Our current
heuristic is locality-based: we collect the subset equal
to the data currently in the local cache.

Scanning, moving objects, and pointer patching
(for GC purposes), are not observable by applications.
The GC is independent from the coherence protocol,
i.e., it requires no coherence operation. Thus, the GC
algorithm can be used with any coherence protocol.

For safety, GC events must be delivered in mutual
causal order; in particular, the events signaling the
creation and deletion of remote references.

In this paper we describe the GC algorithm in the
context of a persistent distributed shared virtual mem-
ory containing ordinary memory pointers. Further-
more, given the diversity of useful coherence models,
we make no coherence assumptions. Therefore we be-
lieve that our results are generally applicable.

We are currently starting to evaluate a first pro-
totype of Larchant. The first results are encouraging
and confirm our expectations in terms of good perfor-
mance and coherence independence.

The rest of the paper is organized as follows. The
upcoming section presents our model of mutators (ap-
plication programs), memory coherence, and collec-
tors; we make minimal assumptions. Section 3 de-
scribes the piecewise collection of dynamically-chosen
subsets of the memory without replication. Section 4
presents the collection of replicated bunches. The pa-
per terminates with two sections on related work and
conclusions.

2 Model

In this section we propose a general model of the
interactions between application programs, the dis-
tributed shared memory, and GC. The model is gen-
eral in the sense that it makes minimal assumptions.
Thus, we believe it capable of describing a wide range
of distributed shared memory systems and garbage
collection techniques. We use the standard vocabu-
lary of the garbage collection literature [7].



The mutator is the application program that dy-
namically modifies the pointer graph: it creates ob-
jects, dereferences pointers, and assigns pointers. An
object reachable via some path of pointers from the
persistent root is said live. As a side-effect of pointer
assignment, some live objects become unreachable and
are called garbage.

In a distributed system, the mutator is actually
composed of multiple independent threads running
at different sites; by extension, we call each of these
threads a mutator. The collector is the system com-
ponent that identifies and collects garbage created by
the mutator. A collector is composed of a number of
threads executing at different sites; we call each one a
collector.

Our algorithms are based on an extremely simpli-
fied model. Many events traditionally associated with
coherence management are not present in the model;
some because they are not relevant to GC (for in-
stance, non-pointer writes), and others because our
algorithm is independent of them (for instance, reads,
tokens, or locks). Furthermore, the model makes min-
imal assumptions about the coherence protocol (for
instance we tolerate arbitrary writes and non-coherent
data). All this ensures that the algorithm is applicable
to a large variety of shared stores and is very robust.

To simplify the presentation, we assume that all
data is replicated at every site. This extends easily to
the case where a datum is cached at only some sites,
but we do not present the extension, because it would
complicate the description without adding any useful
new information.

2.1 Objects and Bunches

Our memory is structured at two levels of granu-
larity: (i) The object is the unit of allocation, deal-
location, and identification. By definition, an object
is also the DSM granule of coherence.! A pointer is
either null or points to an object; an object may con-
tain any number of pointers. (ii) A bunch is the unit
of caching and of collection; it contains any number of
objects.

Hereafter, objects are noted x, y, z, etc. In or-
der to simplify the notation we assume (unless stated
otherwise) that there is a single pointer per object,
also written x, y, z. The address of object x is noted
©x. Bunches are noted uppercase B, C, etc. Since
any structure may be replicated (cached) at multiple
sites, we distinguish between replicas with a per-site
subscrlpt €9, X X, for replicas of x observed respec-

tively at sites i and j.

2.2 Mutator

A mutator running at site i observes object x
through the replica currently cached at its site, x;.
Any mutator may write or read an object for which

it holds a pointer. (The propagation of an object, to

1In fact, the size of a coherence granule can include several
objects; however, this would complicate the description without
any useful new information.

dup (z, x, i) Atomically, at site i: dis-
card the previous value of
x;; read the value of z; and

write it into X;.

Table 1: Relevant event caused unpredictably by mu-
tators.

Pre-condition: i is owner
of x, and X = Xj. Effect: |

ownership (x, i, )

becomes owner of x.

Pre-condition: i is owner
of x. Effect: when event
received at j, Xj = X

propagate (x, i, j)

P
Table 2: Relevant coherence events.

other sites different from the one where it has been
written, is addressed in the following section.)

The event in Table 1 is caused unpredictably by
mutators. The left column names the event, and the
right one describes its effect as observed by mutators
at that site.

The dup event is atomic locally only, i.e., the read
and write of the local object replicas are indivisible.
There is no need to make this event atomic with re-
spect to remote replicas.

Finally, note that destroying a pointer or creating
a new object are special cases of dup.

2.3 Coherence

Table 2 identifies coherence events relevant to GC.
In order to accommodate different coherence models,
we leave undetermined the times when they occur. (In
a practical system, coherence events are caused by
mutator activity.) Our minimal assumption is that,
at any point in time, each object has a single owner.
The owner of an object is the only site that is allowed
to propagate its value to other sites. Note that this
does not preclude concurrent writes (or reads) done
on other replicas of x, but simply that only the value
from the owner will propagated to other sites. Cache
invalidations are modeled as receiving a propagate con-
taining a special value “undefined”.

2.4 Garbage collector

To enable a bunch to be collected independently
from the rest of the memory, a bunch keeps track of
cross-bunch pointers. An outgoing pointer is described
by a stub and an incoming pointer by a scion. A stub
identifies its target scion and vice-versa. Each bunch
replica has its own replica of stubs and scions. The
number of cross-bunch pointers to some object is ap-
proximated by the number of scions to that object.

The names stub and scion are inspired by the sim-
ilar structures found in the SSP (stub-scion pair)



create (B, x, C, y) Description: a new cross-
bunch pointer has ap-
peared; object x of bunch

B points to object y of

bunch C. Effect: create
scion at C.
delete (B, x, C, y) Description: a  Cross-

bunch pointer has dis-
appeared, that previously
had object x of bunch B
pointing to object y of
bunch C. Effect: delete
scion at C.

scan (x, i) — vy, z;, ...  Atsitei, list objects y;, z;,

etc., pointed by object x;.

Move object y to new ad-
dress Q@y’.

move (y, @y')

patch (x, @y', i) At.sit.e i, patch po.inter Xi,
pointing to vyj, with new

address Q@y’.

Table 3: Relevant events of a tracing GC algorithm.

Chain message-passing system [16]. In contrast to SSP
Chains, Larchant’s stubs and scions are not indirec-
tions participating in the mutator computation, but
simply auxiliary data structures.

Table 3 lists, without justification, the relevant
events of a tracing GC algorithm. This model ac-
commodates both marking and copying collectors [17].
The triggering and the safety of these events will be
studied in Sections 3 and 4.

After a mutator has created a new cross-bunch
pointer, the collector allocates a stub at the source
bunch and creates a scion at the target. Similarly,
after a cross-bunch pointer disappears, the collector
deallocates the corresponding stub and deletes the tar-
get scion.

The main loop of a tracing GC at some site i uses
scan. For some object x;, scan determines what other
objects y;, z;, ..., are pointed to by x; (here we disre-
gard the assumption that x; contains a single pointer).

A copying collector moves objects (to compact
memory and reduce fragmentation) and patches point-
ers with the new addresses. Objects that, for some rea-
son, cannot be moved are still scanned and collected.

Note that both scan and patch events are local to a
site, i.e., they are applied to the local replica and they
do not imply a propagate event in spite of the implicit
read and write of the concerned object. On the other
hand, the move event applies to every replica of an
object. However, as described in Section 4, all these
GC events do not require any coherence event.

oS¢
U "

Figure 1: A bunch containing five objects, three of
which are potentially reachable (x, y and z).

3 Piecewise GC

Ideally, a GC would be complete, i.e., would eventu-
ally collect all unreachable data. However, scalability
and performance conflict with completeness since the
only known provably complete algorithms are based
on global tracing and employ a global synchroniza-
tion. This does not scale and causes a large amount

of disk I/O and network traffic.

Thus, in our setting (a large scale network), perfect
completeness is not economically feasible and appar-
ently, the problem seems hopeless. But, as we shall
show in this section, it is possible to approximate the
unfeasible global trace, and to avoid its drawbacks.

Larchant approximates a global trace with a series
of non-synchronized, piecewise, local traces. It collects
bunch replicas independently of one another. Each
bunch is collected at each site where it is cached. For
collecting cycles of garbage that span several bunches,
groups of bunches mapped at some site are collected
simultaneously.

In the following sections, we explain the collec-
tion algorithm for piecewise collection, first of a sin-
gle bunch, then of a group of bunches. To simplify
the explanation, we defer the collection of replicated
bunches to Section 4. Thus, in this section we assume
that there is no replication.

3.1 Collecting a single bunch

A live object is reachable directly or indirectly via
a scion into its bunch of residence. By considering
its scions as roots, a bunch may be collected indepen-
dently of others.

Collection of a bunch proceeds as follows (see Fig-
ure 1). At the beginning of a run, the collector al-
locates a new, empty set of stubs; conservatively, the
collector considers live those objects that are indicated
by a scion. The collector scans live objects. If a live
object points to another object inside the same bunch,
that object is also considered live. If a live object
points to an object outside the bunch, the collector
allocates the corresponding stub in the new stub set
and does not follow the cross-bunch pointer.
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Figure 2: Cross-bunch cycle of garbage.

When all live objects of the bunch have been
scanned, any objects not live are garbage. The col-
lector compares the new stub set with the old one (re-
sulting from the previous GC). For every stub that has
appeared, the collector sends a create message to (the
owner of) the target object. For every stub that has
disappeared, it issues a delete. These messages are de-
livered in order but possibly asynchronously. Finally,
the collector discards the old stub set; the new set be-
comes the current one. Collection of this bunch is now

finished.

A bunch collection is complete w.r.t. the collected
bunch, i.e., it collects all garbage that is entirely
within the bunch (for example, the cycle in Figure 1).
However, it is conservative w.r.t. other bunches, since
it does not collect a cycle of garbage that crosses the
bunch boundary.

3.2 Collecting cross-bunch cycles

The same algorithm that collects a single bunch col-
lects any group of bunches as well. The only difference
w.r.t. Section 3.1 is that: (i) scions for cross-bunch
pointers internal to the group are not considered as
roots, and (ii) tracing continues across bunch bound-
aries internal to the group. This algorithm is com-
plete w.r.t. to the group of bunches being collected.
As an example, consider Figure 2: the cycle formed
by objects x, y and z is collected because the scions
referencing x and z are not members of the root.

The choice of the group to be collected is heuristic,
and aims at maximizing the amount of garbage re-
claimed while minimizing the cost. In our current pro-
totype [9] we use a very simple locality-based heuris-
tic that favors simplicity (instead of completeness): a
group is formed by every bunch mapped on a site.
This heuristic avoids extra disk I/O and network traf-
fic due to the GC. However, cycles not included in the
group are not collected. We believe that this garbage
can be collected by improving the grouping heuristic,
for instance by forcing bunches to be mapped on a site
at the same time, if that rarely happens due to appli-
cations behavior. Thus, collecting such cross-bunch
garbage involves I/O costs that need to be balanced

\ B C,
| |
dup (y, x, i) D/

%

Figure 3: Example illustrating promptness condition;
mutator executes dup (y, x, i). Bunches B, C and D
are not replicated in Section 3.3 and are replicated in
Section 4.3. (Stubs and scions are elided in the figure.)

against the expected gain. First, we intend to ex-
periment with the locality-based heuristic over a large
number of applications. Only then, if experimental re-
sults mandate it, we will explore more complex heuris-
tics.

3.3 Promptness (non-replicated case)

A collector must be aware of pointer assignments
performed by concurrent mutators [7, 17]. Such as-
signments may result in the creation of new cross-
bunch pointers; the collector must recognize them in
order to allocate the corresponding stub and create
the target scion. Otherwise, the collector might erro-
neously collect a reachable object.

However, creates do not need to be sent immedi-
ately as the corresponding cross-bunch pointer is cre-
ated. In fact, delaying creates represents a substantial
performance advantage, since this simplifies pointer
assignment, might avoid work, and enables message
batching. We will now examine how late a create may
safely be delayed; we call prompitness the correspond-
ing safety condition.

Without loss of generality, we consider the exam-
ple illustrated by Figure 3. Objects x, y, and z are
located in bunches B, C and D respectively. Suppose
that initially both x and y are reachable, and y points
to z. The mutator executes dup (y, x, i) (since we as-
sume no replication for the time being, site argument
i is meaningless). We will say object x is GC-dirty af-
ter being modified by dup; it remains GC-dirty until
scanned. We will say a bunch is GC-dirty if it contains
any GC-dirty object.

By definition, at the time of the dup, y is reachable
and z is reachable via y. As long as D is not collected,
it is not necessary to deliver create (B, x, D, z). We
can state the promptness condition thus:

Deliver create (B, x, D, z) before z could otherwise be
collected
(1)

This condition cannot be implemented easily.? So

It implies that immediately before collecting D, every live



we will now replace it with progressively weaker ones.
The only pointer we know for sure points to z is the
one from y, so, assuming messages are delivered in the
order sent, we have:

Send create (B, x, D, z) before sending delete (C, y,
D, z)
(2)

Recall that we are currently assuming that there is
no replication. The delete might be sent either because
y changes value, or because it became unreachable;
but it cannot be sent until the enclosing bunch C is
collected (by the algorithm of Section 3.1). Thus, the
promptness condition becomes:

Send create (B, x, D, z) before C collected
(3)

To apply Statement 3 effectively in an implementa-
tion, we notice that the create message will be sent by

collecting the GC-dirty bunch B.

A possible implementation of promptness is thus
the following. The collector may run at arbitrary
times. When it runs, it collects at least all GC-dirty
bunches. (It is allowed, but not obligated, to collect
clean bunches at the same time, because, for instance,
y may be clean but have become garbage). However,
to take into account the ‘before’ condition above, all
create messages of a collector run are sent before any
deletes in the same run.

There are numerous ways to implement detecting
GC-dirty objects or bunches. The simplest is to con-
servatively assume all bunches GC-dirty, i.e., to col-
lect all bunches. If the coherence protocol only allows
the owner of an object to modify it, then the collector
might instead conservatively assume that any object
the current site owns, is GC-dirty. Alternatively, a
compiler may insert a write barrier instrumenting ev-
ery pointer write, that sets a GC-dirty bit associated
with the object [17]; collecting a bunch resets the GC-
dirty bits of its objects. Another alternative, assuming
objects are protected by locks, is to set the bit when
taking a write lock; in this case, the scan resets the

GC-dirty bit only if the lock has been released [9].

4 GC of Replicated Bunches

In this section we describe how a replicated bunch
is collected focusing on the independence from coher-
ence. A collector runs at each site independently and
asynchronously from collectors at other sites.

The main problems we have to consider are synthe-
sized by the following questions: (i) must collectors
synchronize with each other 7 (ii) does scanning need
coherent data ? (iii) when using a copying GC algo-
rithm: (a) which collector decides where to move an
object 7 (b) is it necessary to acquire the ownership

object in every bunch has to be scanned to find if there is some
cross-bunch pointer referencing z (as is the case of x).

of an object in order to move it or to patch its internal
pointers 7

Our GC algorithm does not require synchroniza-
tion between the collectors, nor any coherence event.
As a consequence, the GC does not interfere with ap-
plications coherence needs. The price to pay for these
features is that the GC is conservative, and some mes-
sages need to be delivered in causal order.

4.1 Scanning and Coherence

The scanning of a non-coherent replica evidently
does not take into account pointer writes occurring at
the owner. Less obviously, observe that scanning the
owner’s replica alone is not safe: some object might
be reachable via a non-coherent replica. Therefore,
a delete may be sent only when the target object has
become unreachable from all replicas of the source ob-
ject.

We call this the union rule: delete is safe only in
the union of the stubs of all replicas. A non-owner
replica informs the owner of the existence of stubs by
a union message. Only after a stub has disappeared in
all replicas, the owner sends a delete to deallocate the
corresponding scion.

Many coherence protocols impose that only the
owner of an object y can write it. Thus, a non-owner
replica y; cannot cause an object unreachable from y;
to become reachable, because to do so requires writing
y. Thus, the set of stubs at a non-owner is monotoni-
cally decreasing, and therefore union messages may be
delivered asynchronously, in FIFO order. In short, the
union rule can be implemented cheaply when only the
owner of an object can write into it.

4.2 Moving, Patching and Coherence

A copying collector may move an object from one
location to another. It maintains the invariant that
move is not observable by any mutator, by patching
pointers to the moved object.® In this section, we
study move and patch with respect to coherence.

The first problem is to avoid two sites move’ing
(their local replicas of) the same object to two differ-
ent locations concurrently. A simple solution, without
interfering with applications coherence needs, is that
the owner site of some object decides where to move it.
Non-owner sites will move their replicas of an object
to the same address after receiving a move message
from the owner.

The second problem is the following, must the col-
lector acquire the ownership of an object in order to
move it to a new location or to patch one of its point-
ers with the target’s new location? Surprisingly, the
answer 1s no, because these events are visible only at
the site where they occurred, or transitively because
a patched pointer is dup’ed and propagate’d.

Therefore a live object is moved as follows. (i) Site
i, the owner of y, sends a move (y, @y') message to

3We refer to the GC literature [17] on how to implement
move and patch, concurrently with mutators, on a single site.



sites with a replica of y or a pointer to y, including
to itself. (ii) A site ] receiving a move message copies
its replica Yj to the new location and patches pointers

accordingly; the move and patch actions are atomic
locally to site j. Note that move messages are deliv-
ered in the background. Thus, they do not disrupt
applications functioning.

The collector of a bunch replica may flip* indepen-
dently from the collectors of other replicas of that
same bunch. Before a GC on a site terminates, the
local site must have already received all the move mes-
sages regarding live objects not locally owned.

To summarize, move and patch are not observable
by mutators and therefore can be carried by writing lo-
cal replicas with no special precautions. In particular,
no coherence event is generated. In addition, there
is no synchronization between collectors running on
different sites.

4.3 Promptness (replicated case)

In this section we generalize the promptness con-
dition derived in Section 3.3 to the replicated case.
In this case, by the union rule of Section 4.1, a delete
message can be sent only when the corresponding stub
is unreachable at all sites. In particular (see Figure 3),
delete (C, y, D, z) cannot be sent until the stub on site
i (non-owner), connecting y; to z, is removed at i, and
the corresponding union message sent to the owner site
of object y.

Generalizing Section 3.3 to the replicated case, a
suitable algorithm that satisfies promptness is the fol-
lowing. The collector at site i may run at arbitrary
times. When it runs, it collects at least all GC-dirty
bunches. All create messages of a collector run are
sent before any union message for suppressed stubs, in
the same run.

The detection of GC-dirty objects (or bunches) can
be done in the same way as described in Section 3.3.

4.4 Causal delivery of create and delete

We have already seen how promptness is ensured.
In other words, how create and delete events are made
to occur in a safe order. However, this is not enough
to guarantee the correctness of the GC. In addition
to promptness we must ensure that create and delete
events are also delivered in a safe order. In fact, as
seen in the previous section, more than two sites can
Fe] involved, which implies the need for causal delivery
4].

Considering Figure 3, it is clear that safety depends
on the relative delivery ordering of create and delete at
site k (see Figure 4). (We ignore the uninteresting case
where the dup (nil, y, j) completes and is propagated
to site i before the dup (y. x, i), causing z to become
garbage.) Thus, there is a causal dependence between
the create and delete messages. We require therefore
a causal transport protocol that will deliver them in

4 A flip in GC terminology designates the moment after which
the mutators start observing only the objects already moved.

prompiness

L dup (y.x)
site i ® x -
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= (34
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Figure 4: Promptness and causal delivery of create and
delete messages. Note the implicit union message that
carries the causal dependency (shown in bold lines).

causal order. It’s worthy to note that the union rule of
Section 4.1 implies a hidden union message from site i
to site j that ensures the causal ordering.

In conclusion, an asynchronous communication pro-
tocol with causal delivery is necessary to ensure GC
safety.

5 Related work

The concept of PBR, was first proposed by Atkinson
and Morrison [3, 15] in the early 1980’s. We have
found two PBR+DSM systems in the literature. The
specification of the Casper collector [11] is sketchy and
seems incapable of collecting a persistent object that
has become garbage. EOS [10] has a tracing GC that
takes into account user placement hints to improve
locality. However, their GC is quite complex and has
not been implemented.

Much previous work in distributed garbage collec-
tion [5, 16] considers processes communicating by mes-
sages (without shared memory), using a hybrid of
tracing and reference counting. FEach process traces
its internal pointers; references across process bound-
aries are reference-counted as they are sent in mes-
sages. Some object-oriented databases use a similar
approach [1, 6, 18], i.e., a partition can be collected
independently from the rest of the database. In par-
ticular, Thor is a research OODB with PBR [14]. In
Thor, the data resides at a small number of servers
and is cached at workstations for processing. A Thor
server counts references contained in objects cached at
a client; Thor delays the creation of scions as proposed
in Section 3.3.

On top of a hybrid algorithm, Lang, Queinnec
and Piquer [12] propose to scan dynamically-changing
groups of processes in order to collect cycles of
garbage. Lang’s groups are distributed, and therefore
the mechanism to form and disband a group is quite
complex, as is the internal synchronization inside a
group. They do not propose any grouping heuristic.



Previous work on garbage collection in shared mem-
ory deals either with multiprocessors [2, 8] or with a
small-scale DSM [13]. These authors make strong co-
herence assumptions.

6 Conclusions

We described a GC algorithm in the context of a
persistent distributed shared memory containing ordi-
nary memory pointers.

The GC in Larchant is a novel hybrid of tracing
and counting. It traces whenever economically fea-
sible, i.e., as long as the trace remains local to a
site, and counts references that would cost I/O or net-
work traffic to trace. The reference-counting bound-
ary changes dynamically and seamlessly, and indepen-
dently at each site, in order to collect cycles of garbage.

Given the diversity of useful coherence models, we
chose not to make any coherence assumptions. As a re-
sult, the GC is orthogonal to coherence. The collector
can work with incoherent objects and therefore there
is no interference with applications coherence needs.

For these reasons the GC algorithm scales well, is
robust, and should be applicable to many other cases,
such as persistent object stores and shared-memory
multiprocessors, no matter the coherence protocol be-
ing used.
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