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Abstract 

The goal of this work is to provide uniform trans­
parent access to objects, be they local, remote, persis­
tent, or mobile. In this way, we facilitate distributed 
programming and persistence management. 

An object (the target) is accessed through a refer­
ence. A reference retains its meaning as it is copied, 
stored, passed in messages, and as the target migrates. 
A reference is used to invoke a procedure (or method) 
of the target object. References support standard 
single-space targets, as well as fragmented objects (9). 
The cost of using a reference to a local object is com­
parable to the cost of accessing the object through a 
pointer. In the implementation, a reference is a chain 
of links. Each link embodies a small piece of func­
tionality. A chain may be composed of an arbitrary 
number of Links. 

1 Introduction 

Distributed systems programming has to deal with 
different programming paradigms to achieve dis­
tributed cooperation. A transparent, scalable invo­
cation and designation scheme greatly simplifies the 
task of the programmer. Moreover, the ability to per­
form some work prior to every invocation if needed 
can provide useful language extensions. 

To address these goals, we propose the concept of 
References. References are used like normal object 
pointers to invoke methods. The difference is that 
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they allow the target to be in another context, on an­
other machine or even stored on disk. Fragmented and 
migratory objects are also addressed. 

The cost of using references is close to the cost of a 
normal invocation in the local case, and is low in the 
case of local inter-context invocations. A references 
is a chain of links from a source to target, each link 
performing a specialized function, as fast as possible. 
The number of those links is variable according to the 
desired functionality of the chain. 

This work was motivated by the lack of flexibility 
and scalability of most of today's identification and 
invocation sclhemes. 

2 Previous Work 

Distributed object identification has often been 
implemented with location-independent, system­
provided unique identifiers (UIDs (8)). We see a num­
ber of problems with UIDs: they are costly to deref­
erence, they do not conveniently support fragmented 
objects (2), and they do not scale well. UIDs imply 
knowledge of a global state that we would like to avoid 
in the design of a scalable system. Furthermore, UIDs 
differ greatly from ordinary pointers, forcing program­
mers to deal with two very different models. 

Ports, used by some systems (10, 16) present sim­
ilar problems. Also, they group a number of func­
tions together that are not always needed at the same 
time, thus adding additional cost to elementary opera­
tions. Those functions are locating, naming, queueing, 
scheduling and communication protocols. Also, they 
hide distribution in a system layer that makes multi­
ple policies hard to design due to lack of information 
and control. 

In some languages, such as C++, it is possible to 
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devise user-defined pointers with special dereferencing 
operators (the overloaded -> or * in c++) yielding 
a raw pointer. Distribution, persistence, and other 
similar models may be hidden in such "smart pointers" 
[15, 4) using an appropriate dereference procedure. 

An example is the permPtrs to persistent objects 
in SOS [13]. A permPtr contains the UID of the tar­
get persistent object and a raw pointer that is ini­
tially null. On first access, the dereference procedure 
maps in the target (if it's not already there), sets the 
pointer to its address, and returns the pointer. Subse­
quent use goes directly through the raw pointer. The 
main drawback is that a single policy is wired into 
the permPtr; experience with SOS proved that it was 
not always the most appropriate one. For instance, 
migratory or fragmented targets are not supported. 
Supporting multiple policies is possible in principle, 
but would require variable-length smart pointers, not 
easily accommodated by C++. Our references extend 
this model to support different policies in a more flex­
ible way. 

Another popular object identification abstraction 
uses stub objects. A stub has the same interface as 
its target, but all the operations are redefined to send 
messages along a connection to the remote target that 
is identified in the stub's data. In our opinion, stubs 
alone are not flexible enough when dealing with ob­
jects that can move, or whose location is not precisely 
known. 

Stubs can be extended to handle persistent objects, 
as in Amadeus [6). In this case, a dummy, uninitialised 
object of the same size as the target is allocated. Its 
procedures are redefined to trap to the system. On 
first invocation, the program traps, causing the data 
to be read in (overlaying the dummy object) and the 
procedures to be redefined to their proper meanings; 
the invocation is then restarted. Subsequent invoca­
tions execute the correct procedures, which find the 
data already loaded. This approach does not provide 
enough flexibility for a real persistence system. 

An extension to the stub idea, called proxies [13]. 
gives access to fragmented or replicated object�. I

.
n 

SOS, a fragment containing the data for a replica ts 
imported (i.e. migrated in) on first access, as detected 
by the compiler. Its procedures must know how to 
communicate with the other fragments and maintain 
consistency. Using this approach, arbitrary policies 
can be implemented. The burden is placed on the 
proxy code, that can become quite complex and mono­
lithic. 

The Emerald language provides references support­
ing a few predefined cases [7]. An Emerald reference 

is a pointer to a descriptor that contains the target's 
data, a remote address (based on a UID), or a pointer 
to a further descriptor that itself contains the data. 
Emerald references support efficient access to local 
data and transparent access to mobile (local/remote) 
objects. Persistence is not provided. 

3 Chains of Links 

Our references are similar to those of Emerald. 
They allow transparent designation and access of ob­
jects that is independent of the object's state or loca­
tion. They also offer transparent inclusion of special 
policies for sharing, placement or persistence. Finally, 
they support this scheme efficiently, keeping the cost 
of local invocations over references comparable with 
normal invocations. 

A reference is a chain of maillons1, each of that is 
similar to an Emerald descriptor. A mail/on is also 
like a smart pointer, supporting a dereference proce­
dure: at each level of maillon, the procedure performs 
a piece of work. This mechanism supports both effi­
cient local pointers, and arbitrary-length chains im­
plementing complex policies. 

A maillon is composed of two parts: a data part 
(usually the identification of the next link on the 
chain) and a pointer to its dereference procedure that 
knows how to interpret the data part. This deref­
erence procedure can change dynamically to ·accom­
modate the state of the object and provide different 
functions. 

The simplest maillon acts like a pointer. Its data 
part is a direct pointer to the target. Invocations over 
this maillon results in invocation on the referenced 
object through the dereference procedure. 

Another simple maillon type acts as an indirection 
to the next maillon that permit the creation of chains, 
each link providing a particular service. The next 
maillons address is stored in the data part. The deref­
erence procedure simply jumps into the next maillon's 
dereference procedure. 

These maillons are useful for example to create in­
directions in order to share objects, or to keep track 
of objects in some "object table" (e.g. Edelson's "root 
tables" [3]). A garbage collector could conceivably re­
move redundant indirection maillons. 

More interesting cases are references to remote, per­
sistent and fragmented objects. They imply the use of 
specialized stubs for each function. 

1The French word for a link of a chain. 
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3.1 Reference to Remote Object 

In our terminology, remote qualifies an object in 
another address space, be it on the same machine or 
not. The actual location of the remote object is totally 
transparent to the client. 

A remote maillon is initialised with its dereference 
procedure pointing to an initial binding procedure. 
This procedure has to establish the conditions for sub­
sequent invocations and will be called on first invoca­
tion. 

More specifically, this binding function has to eval­
uate the reference contained in the maillon to decide 
which protocol is best suited to communication, and 
must establish the invocat�on path. It then completes 
the invocation. Further invocations will go more di­
rectly to the stub by resetting the dereference pointer 
to point to a simple indirection procedure (as in the 
local case). 

In order to have an uniform interface, an invocation 
on a remote object must go through a stub object with 
the same interface as the target. The stub address will 
be used by the indirection procedure to relay invoca­
tion after the binding phase. 

Usually, stubs do the marshalling as well as the 
communication part. We felt it necessary to separate 
both operations to keep the invocation of the remote 
object transparent wherev·er the target may be. We 
therefore divided what is usually called a stub into a 
marshalling stub and a connection stub. 

Upon invocation of the methods of a marshalling 
stub: 

• the procedure name and arguments are mar­
shalled in a message, 

• the connection stub is invoked with the message, 

• the connection stub waits for a response message, 

• the marshalling stub unmarshals the response 
message, and 

• the marshalling stub returns the result. 

On the other end, at the destination context, a 
scion is responsible for the reconstruction of the in­
vocation, its delivery and the return of a reply. Stubs 
and scions are generic objects that perform the mar­
shalling and unmarshalling of invocations: they are 
mechanically generated from the declaration of the 
class they represent. 

Each reference potentially uses a different transport 
protocol depending on the location of the accessed ob­
ject. The binding procedure can dynamically decide 

on the best protocol. If the referenced object appears 
to be in the same context, the maillon is transformed 
into a simple indirection maillon (its dereference pro­
cedure being an indirection t o  the local object). If it 
points to a different context on the same machine, a 
URPC or LRPC protocol [l) using shared memory can 
be used. Otherwise, a RPC-like protocol will be used 
to carry the invocation across the network. The latter 
two imply the creation of a stub whose interface con­
forms to the target object's interface. This stub will 
be referenced by the data pointer so that it replaces 
the object in the invocation. 

3.2 Type Checking 

In distributed environments, one may not always 
know the actual type of a transmitted reference, or 
guess wrong about it. The results of such errors can 
be unpredictable since scions will try to reconstruct 
invocations based on incorrect data specifications. To 
avoid that, we must perform minimal type checking. 

Current compilers for well-typed languag.es are typ­
ically built on the assumption that the program can 
be type-checked statically. This is not necessarily true 
when we consider persistent or remote objects: we 
have to be able to type-check them to detect user er­
rors. These compilers need to be extended to emit 
type information, that can later be used for run-time 
type checking [5]. 

The binding procedure can be responsible for lim­
ited type checking. Since objects are not supposed to 
change type dynamically, verification at binding time 
seems to be a reasonable option. The type informa­
tion can be stored in the maillon itself or in a place 
where it can be recovered using the maillon. 

A type mismatch error is usually a fatal error to 
the faulty process since it means that the program 
guessed wrong about the semantics of the objects ac­
cessed, thus making them unusable. This condition 
must be handled by a run-time module t o  produce 
sensible termination/recovery behaviour. 

3.3 Reference to a Persistent Target 

References can be used to access persistent data. 
We will only consider a simplified view of a persistence 
system, accommodating a single copy in memory and 
a single one on disk; the full architecture of a storage 
system, along with concurrency and consistency con­
trol between multiple copies is out of the scope of this 
paper (14). 

A persistent object is stored on disk. It is copied 
into memory upon first access and then used as a local 
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object. If modified, it is copied back to disk after use. 
As with remote targets, the binding procedure can 

be used to establish the conditions for performing an 
invocation. Applied to persistence, this binding func­
tion allows us to load the object before invoking its 
member functions. 

The same remarks that were made about type 
checking in remote references can be applied to per­
sistent references. The binding procedure is also the 
place to check for type conformance. 

A maillon to a persistent object contains its tar­
get's identification (e.g. the target's name on disk) , a 
type field (containing the compiler-generated expected 
target type), and a pointer, initially null. On first ac­
cess, the dereference procedure will: lock itself against 
concurrent updates, read �n the object, check the read­
in type against the expected type, set the pointer to 
the newly-read object, change the dereference pointer 
to the indirection procedure, unlock itself, and return 
the pointer. Subsequent accesses directly execute the 
indirection code. Unloading the object is relatively 
easy if there is a single such persistent target maillon; 
any aliases should be indirection maillons to the per­
sistent maillon. To unload, atomically set the deref­
erence pointer back to the initial load procedure and 
set the lock, then copy any modifications to disk and 
unlock. 

A more realistic view of a persistence model would 
include a storage context interacting with user con­
texts. Multiple storage and consistency policies can 
be supported by using speeialised stubs and multi-level 
maillons chains[14]. 

3.4 References to Migratory Object 

Migratory objects are objects that are accessed in 
a single context at the same time, by phases, then in 
another, and so forth. The simplest policy to acco­
modate such objects is to move them where they are 
accessed, thus the name of Migratory. 

A migratory object typically has several references 
pointing to it, a number of which are indirected 
through intermediate spaces. When an invocation is 
performed through one of the references, in the target 
context, the specialized migratory scion detects the 
access. It initiates the object migration while patch­
ing the other scions pointing to the object to point to 
freshly created stubs. The local references must also 
be patched to point to freshly created stubs, so we 
have to keep track of them. 

On the invocation site, the object is reinstalled and 
scions are recreated for the incoming references of the 
previous location. Then the (now local) invocation 

can be performed. This requires again to patch the 
local reference. 

3.5 Reference to Fragmented Object 

A fragmented object (FO) is a distributed object 
made of fragments (local objects) located in different 
address spaces. In many cases the fragments in a par­
ticular address space can be known early and instanti­
ated statically. With respect to the reference system, 
a static fragment behaves just like a stub, and the 
same techniques described in the previous section are 
used. In the general case however, the fragment must 
be instantiated dynamically by a "fragment factory". 
In this case, a mixture of the techniques described for 
persistent and for remote targets is used. When a ref­
erence to a FO is initially created, such as by receiving 
it in a message, in a migrated object, or in persistent 
store, it is in the unbound state [2). An unbound ref­
erence has the following characteristics: 

1. it identifies some remote fragment, but not nec­
essarily the one that will ultimately be used; 

2. the location of the remote fragment may not be 
precisely known 

3. it does not support the full interface of the target, 
but only the single operation bind; 

4. it must be bound before use. 

Binding at first use is ensured by setting the head 
maillon 's dereference pointer to bind. 

bind is a generic procedure, independent of the tar­
get's expected or actual type. It sends a request mes­
sage to the fragment indicated by the unbound mail­
lon, passing identification of the invoker (taken from 
its context) and the expected type (stored at compile 
time inside the maillon). That fragment responds with 
the type of the caller's local fragment and with initial­
isation data., including a single bound reference, i.e. 
one with a precise location, and assigned to a precise 
interface of its target. The type and the initialisation 
data are passed to the language-specific runtime, to 
check against the expected type, and to create and/or 
initialise the local fragment, the address of which is 
returned. Finally, the maillon is set to indirect to the 
new local fragment. After this, the local fragment will 
communicate with its peers over the bound reference 
retrieved by bind. 

It should be noted that fragmented objects are the 
general case. The mechanisms for local, remote, and 
persistent targets, specified in the previous sections, 
are transparent optimisations for special, restricted 
cases. 
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4 Distributed Reference Management 

This section will review the general mechanism of 
the distributed references along with the invocation 
protocol and the garbage collector. 

In order to be able to use a reference when it is 
transmitted to another space, we must register the fact 
that the referenced object is accessible from outside. 
This is done by creating a scion pointing to the refer­
enced object. The scion's identification becomes the 
external identifier for the object , that wm be trans­
mitted to the outside world. 

Thus, in order to create the scion when a refer­
ence is exported , references must be detected when 
passed in a parameter or as a parameter in a message. 
The automatic generation of stubs must generate the 
proper code when a reference is detected. 

If this reference is again passed to another space, 
a scion-stub pair is formed in the intermediate space 
that is a simple indirection .. That way, indirect chains 
are created between the source of the reference and its 
target. A way to avoid the marshalling-unmarshalling 
step in this case should be provided to make indirec­
tions cheaper, although this is an optimisation. 

4.1 Shortening Chains 

Liberal use of indirect reference chains allows a ref­
erence to be passed cheaply in messages while retain­
ing the guarantee of reachability. However, when con­
sidering communication, references are harmful: not 
only because of the overhead and poor locality, but 
more fundamentally because sending a reference along 
an indirect chain creates yet another indirect chain. If 
this same reference is returned as a result, things dete­
riorate further. It is necessary to have a way of short­
ening unnecessarily long chains to avoid unacceptable 
remote communication delays. This work is performed 
by the invocation protocol itself. 

In the initial binding phase, the initial connection 
message used to perform the type checking is sent to 
the destination. The reply to this message contains 
the actual location of the target (or rather of the ter­
minal scion pointing to it); the reference is then up­
dated and the invocations will follow the new short 
path. 

When the binding step is over, the target object 
object can move as a result of object mig,ration. The 
chain is reconstructed as explained before. The next 
invocation over the bound chain will result in a loca­
tion exception being returned from the migrated space 
to the invoker with the identification of the next scion 

in the chain. The caller can then reset the destina­
tion field to point to the new location and restart the 
invocation. 

4.2 Garbage Collection 

Garbage collection is useful in centralised objects 
systems, but it is even more important in distributed 
objects systems. It allows us to avoid the problems as­
sociated with the tracking of remotely referenced data 
in an environment where they necessarily flourish. 

Distributed references allow an easy integration 
with a distributed garbage collection system because 
we already keep track of outgoing and incoming refer­
ences. The addition of a local garbage collector and 
of a specific protocol allows us to have a workable d is­
tributed garbage collector. 

The distributed garbage collector uses the connec­
tion stubs to track external references and the scions 
to track incoming references. It also needs a small 
number of data structures for itself. Every scion con­
tains an indication of the space that points to it. Also, 
to improve the fault-resistance of the protocol, times­
tamps are used and have to be included in the mes­
sages and in the stubs and scions. 

The local garbage collector traces references from 
the local root and the set of all local scions. An 
unreachable stub is garbage and can be collected. 
The scion-stub pairs that become useless, i.e. through 
chain shortening, are automatically reclaimed when­
ever it is safe. 

A connection stub associated with a marshalling 
stub contains a locator composed of two parts, called 
strong and weak. Each part points to a scion and 
consists of the identifier of the space containing the 
scion and the valid scion name within that space. The 
strong part identifies the scion that matches the as­
sociated stub. The weak part identifies a scion that, 
while part of the same chain of strong indicators, may 
be closer to the target object. Weak parts are used 
for communication and location, that rely on the in­
variant that the indicated scion will not be collected, 
being protected by the strong chain. 

Distributed garbage collection relies on the invari­
ant that (in the absence of failures) there is always an 
uninterrupted chain of stubs' strong parts and scions 
(hereafter called a "strong chain") between the source 
and target of a remote reference. 

A scion may exist for which the corresponding stub 
no longer exists. This may cause the local garbage 
collector to believe that there is a remote reference to 
a local object, whereas in fact, none exists. For this 
reason, garbage collection is somewhat conservative. 
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The protocols ensure that eventually the unreferenced 
scion will be reclaimed. Then, the objects reachable 
only from that scion become garbage and may be re­
claimed by the local garbage collector. In our scheme, 
all unreferenced scions will eventually be reclaimed. 
Thus, all local and acyclic distributed garbage will 
eventually be reclaimed (to the extent that the Local 
Garbage Collector is itself exhaustive). 

The weak locator chain is used for invocations 2 
and the strong chain is lazily short-circuited in a safe 
fashion as described earlier. Obsolete indirect stubs 
and scions will be cleaned up later by  the garbage 
collector. 

Application code sends and receives messages us­
ing a low-overhead "presentation-layer" protocol, with 
scions and stubs created or updated automatically as 
needed. Messages, in particular from the garbage col­
lector, can be piggybacked to offer better performance. 

A detailed account of the distributed management 
of references can be found in (12]. 

5 Reference Scope 

In order to keep the system scalable, the scheme 
described above is valid only within a ce.rtain domain. 
Between domains are gateways that are responsible for 
translating protocols and naming conventions. Also, 
references must remain valid in the domain where they 
ares sent or be translated to remain so. 

The gateways hosts scions that look terminal with 
respect to the garbage collector and the shortening 
protocol, but that are only specialised translators to 
other remote objects in another domai n. That way 
references can span several domains but also be trans­
lated to interact with other protocols. 

6 Implementation 

This section gives a few comments about the im­
plementation in progress. It is by no means a imple­
mentation report. 

The references were designed without being specif­
ically targeted to a precise language. However, we 
needed a n  object-oriented language, one versatile 
enough to allow us a flexible and efficient implementa­
tion. It turned out that C++ seemed a good option : 
it had most of the features we needed, we had some 

2H objects do not migrate, the weak locator is guaranteed to 
indicate the space containing the target object. 

knowledge of it, and we had a (local) garbage collector 
in sight for c++. 

The first design was very close to the original model, 
but not very well suited to C++. The maillons had (at 
least) two fields: one contained a code pointer and the 
other a pointer to a data part. The nature of the func­
tion pointed to by code determined the nature of the 
data part. The idea was to jump to our code function 
without modifying the stack, thus keeping the argu­
ments for the real invocation. In the case of the local 
indirection, the function just had to perform the in­
vocation. However, it was not easy to reconstruct the 
invocation from in code in certain cases (particularly 
dealing with virtual functions). 

Our second try was based on two observations: first 
reconstructing the C++ calls by hand was a pain; sec­
ond the code we had to generate to perform this in­
vocation was excessively long because we had to guess 
what the compiler knew so well. It was not really 
slow, but we found another much cleaner way with 
comparable cost, and improved clarity. 

The second implementation was a bit different : we 
let the compiler build the invocation itself. We re­
defined the operator -> to call our code function, 
itself returning the address of the actual object (or 
stub). It was also inlined so that ref->foo(1) be­
came (ref.(•code)())->foo(1). 

The maillons are typed objects (actually C++ tem­
plates) that contain a code pointer and a pointer to 
an object of the referenced class, (or rather of the ref­
erenced abstract class, since we mostly care about in­
terface conformance and do not want to inherit data). 
The procedure pointed at by code returns the address 
of a local object that can either be a real object or a 
stub. 

As references are copied or passed as parameters, 
they must .revert to an unbound state. This is why 
we use a copy constructor to reset the code pointer to 
the bind procedure. That way, we ensure that a ref­
erence chain is unique and that stubs are not shared, 
an essential property for garbage collection. 

The stub and scions generation has to· be done by 
a preprocessor (in fact almost a real C++ compiler, 
since it has to generate them from class declarations). 
The stub generation is still manual, but we're studying 
c++ precompilers for automating it. 

Local references must occasionally be modified, like 
during object migration. When a reference is created, 
its constructor stores its address in a table so that 
the reference can be retrieved using the address of the 
object it points to. This is similar to the root pointer 
discovery in a local garbage collector. 
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The cost of local invocations is low because it re­
quires only a added call of leaf, parameter-less func­
tion consisting in a return instruction. The indirection 
maillon (that calls another maillon) is even faster since 
the dereference procedure can be reduced to a jump 
to the next maillon's code procedure. 

The current prototype supports local, remote and 
URPC invocations based on the same marshalling 
principle. Garbage collection and distributed refer­
ence management is under implementation. 

7 Conclusion 

We have designed a flexible, uniform reference sys­
tem for local, remote, persistent, migratory, and frag­
mented objects, supporting a range of different policies 
as well as distributed garbage collection. Flexibility 
derives from two key design decisions: 

1. a reference is implemented as a chain of links of 
arbitrary length; 

2. each link has its own dereference procedure. 

This design is the base for a scalable reference 
scheme not using UIDs, supporting distributed, ro­
bust garbage collection (12] and is the basis for an 
object-support OS framework [11). 

We have presented a preliminary design that is un­
der implementation. The system is designed with per­
formance and flexibility in mind, and should reflect 
those goals in its complete implementation. We plan 
to have a working prototype and experiences at the 
time of the workshop. 
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