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Résumé :Dans cet article nous construisons d’unframeworkpour résoudre une classe très large de
problèmes d’optimisation dans les graphs plongeables dansune surface, en utilisant des algorithmes
de programmation dynamique sur des décompositions en branches. Un graphe estplongeabledans
une surfaceΣ s’il peut être dessiné dansΣ sans croisements d’arêtes. Les graphes planaires corres-
pondent au cas quandΣ est la sphère. Informellement, undécomposition en branchesd’un graphe
est une décomposition de ce graphe sous forme d’un arbre. Ainsi la largeur de branches(en anglais,
branchwidth) mesure sa “proximité” avec un arbre. Étant donné une décomposition en branches de
largeurk d’un graphe àn sommets, de nombreux problèmes peuvent être résolus en temps 2O(k·logk) ·n
en utilisant programmation dynamique. Se “débarrasser” dufacteur logk est très desirable mais ne
pas toujours possible; typiquementG doit avoir “peu d’arêtes” et le problème ne doit pas être “trop
compliqué”. Les algorithmes en temps 2O(k) · n s’appellentsimple-exponentiels.

Nous développons une approche pour concevoir des algorithmes simple-exponentiels pour la
classe des graphes plongeables dans une surface et pour des problèmes tels que lestablesde la pro-
grammation dynamique encodent partitions d’ensembles de sommets. Ce résultat élargi remarqua-
blement la classe de problèmes simple-exponentiels et implique et améliore plusieurs algorithmes
éxistants. L’ingredient principal de l’approche est la définition dessurface cut decompositions, une
décomposition en branches pour les graphes dans les surfaces qui généralise lessphere cut decompo-
sitionsdéfinies par Seymour et Thomas pour les graphes planaires. Laconstruction dessurface cut
decompositionsutilise un outil topologique appellédécomposition polyhedrique. Le résultat princi-
pal est que si la programmation dynamique se fait sur unesurface cut decomposition, alors le temps
d’exécution est simple-exponentiel. Pour prouver cette proprieté, on utilise des techniques de la théo-
rie topologique des graphes et de combinatoire analytique.En particulier, on étend lesstructures de
Catalan(qui comptent lesnon-crossing partitionsdans les graphes planaires) pour les graphes dans
les surfaces.
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Mots-clés : ALgorithmes parametrées, combinatoire analytique, graphes dans les surfaces, largeur
de branches, programmation dynamique, méthode symbolique, partitions non-croisés.
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Dynamic Programming for Graphs on Surfaces

Abstract: We provide a framework for the design of 2O(k) · n step dynamic programming algorithms
for surface-embedded graphs onn vertices of branchwidth at mostk. Our technique applies to graph
problems for which dynamic programming uses tables encoding set partitions. For general graphs,
the best known algorithms for such problems run in 2O(k·logk) · n steps. That way, we considerably
extend the class of problems that can be solved by algorithmswhose running times have asingle ex-
ponential dependenceon branchwidth, and improve the running time of several existing algorithms.
Our approach is based on a new type of branch decomposition called surface cut decomposition,
which generalizes sphere cut decompositions for planar graphs, and where dynamic programming
should be applied for each particular problem. The construction of such a decomposition uses a new
graph-topological tool calledpolyhedral decomposition. The main result is that if dynamic program-
ming is applied on surface cut decompositions, then the timedependence on branchwidth issingle
exponential. This fact is proved by a detailed analysis of how non-crossing partitions are arranged
on surfaces with boundary and uses diverse techniques from topological graph theory and analytic
combinatorics.

Key-words: Parameterized algorithms, analytic combinatorics, graphs on surfaces, branchwidth,
dynamic programming, polyhedral embeddings, symbolic method, non-crossing partitions.
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1 Introduction

One of the most important parameters in the design and analysis of graph algorithms is the
branchwidth of a graph. Branchwidth, together with its twinparameter of treewidth, can be seen as
a measure of the topological resemblance of a graph to a tree.Its algorithmic importance has its
origins in the celebrated theorem of Courcelle (see e.g. [8]), stating that graph problems expressible
in Monadic Second Order Logic can be solved inf (bw) ·n (herebw is the branchwidth1 andn is the
number of vertices of the input graph). Using the parameterized complexity terminology, this implies
that a huge number of graph problems are fixed-parameter tractable when parameterized by the
branchwidth of their input graph. As the bounds forf (bw) provided by Courcelle’s theorem are huge,
the design of tailor-made dynamic programming algorithms for specific problems, so thatf (bw) is
a simple (preferably single exponential) function, becamea natural (and unavoidable) ingredient for
many papers on algorithms design (see [2,5,12,29]).

Dynamic programming. Dynamic programming is applied in a bottom-up fashion on a rooted
branch decomposition of the input graph, that roughly is a way to decompose the graph into a tree
structure of edge bipartitions (the formal definition is in Section 2). Each bipartition defines a sepa-
rator of the graph calledmiddle set, of cardinality bounded by the branchwidth of the input graph.
The decomposition is routed in the sense that one of the partsof each bipartition is the “lower part
of the middle set”, i.e. the so-far processed one. For each graph problem, dynamic programming
requires the suitable definition of tables encoding how potential (global) solutions of the problem
are restricted in the middle set and the corresponding lowerpart. The size of these tables reflects
the dependence ofbw in the running time of the dynamic programming. Defining the tables is not
always an easy task, as they depend on the particularities ofeach problem (some typical examples
are shown in Section 3). In many cases, problems are grouped together according to the similarities
in the way to treat them, and usually this leads to distinct upper bounds for the functionf (bw). We
define the following categories of dynamic programming algorithms (belowS denotes a the middle
set of a branch decomposition) :

(A) those where the tables encode a fixed number ofvertex subsets ofS ;
(B) those where the tables encode a fixed number ofconnected pairings of vertices ofS ; and
(C) those where the tables encode a fixed number ofconnected packings ofS into sets.

In Categories (B) and (C), by the termconnectedfor the pairings (resp. packings) we mean that
they correspond to a packing of paths (resp. trees) in the lower part of the middle setS. The above
classification also induces a classification of graph problems depending on whether they can be sol-
ved by some algorithm in some of the above categories. To facilitate our presentation, we present
in Section 3 the dynamic programming algorithms for a problem in Category (A) and a problem in
Category (C). Notice that the problems in Category (A) belong also to Category (B), and problems
in Category (B) are also problems in Category (C). Clearly, the size of the tables for problems in
Category (A) is a single exponential function of the middle set size. Therefore, for such problems

1The original statement of Courcelle’s theorem used the parameter of treewidth instead of branchwidth. The two parame-
ters are approximately equivalent, in the sense that the oneis a constant factor approximation of the other [25].
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we have thatf (bw) = 2O(bw). Such problems are, for instance, 3-Coloring, Vertex Cover, Domina-
ting Set, or Independent Set, whose common characteristic is that the certificate of the solution is a
set (or a fixed number of sets) of vertices whose choice is not restricted by some global condition.
Unfortunately, when connectivity conditions are applied,the tables of the dynamic programming are
of size 2O(bw·log(bw)) or more. This happens because one needs to encode more information on the
way a possible solution of the problem is situated in the middle setS, which usually classifies the
problems in categories (B) or (C). Typical problems in Category (B) are Longest Path and Hamilto-
nian Cycle, where pairings correspond to the connected portions of a solution to the lower part of the
middle set. Typical problems in Category (C) are Connected Vertex Cover and Maximum Induced
Forest2, where the connected portions of a solution may be identifiedby sets of arbitrary cardinality.
For Category (B), the size of the tables is lower-bounded by the number of perfect matchings of a
complete bipartite graph ofk vertices, that is by 2Θ(k·logk). For Category (C), the size of the tables is
lower bounded by thek-th Bell number, that is again lower-bounded by 2Θ(k·logk). In both cases, this
implies algorithms wheref (bw) = 2O(bw·logbw).

Single-exponentiality : results and techniques. The most desired characteristic of any dynamic
programming algorithm is the single exponential dependence on the branchwidth of the input graph
(according to the results in [23], this dependence is optimal for many combinatorial problems).
Exponential dependence is trivial for problems in Category(A), and may become possible for the
other two categories when we take into account thestructural propertiesof the input graph. For
planar graphs, the first step in this direction was done in [14] for problems in Category (B) and
certain problems in Category (C) such as Planar TSP (see [27] for extensions of this technique for
more problems in Category (C)). The idea in [14] is to use a special type of branch decomposition
calledsphere cutdecomposition (introduced in [28]) that can guarantee thatthe pairings are non-
crossing pairings (because of the connectivity demand) around a virtual edge-avoiding cycle (called
noose) of the plane whereG is embedded. This restricts the number of tables corresponding to a
middle set of sizek by thek-th Catalan number, which issingle-exponentialin k. The same approach
was extended for graphs of Euler genusγ in [11] for problems in Category (B). The idea was to
perform aplanarizationof the input graph by splitting the potential solution into at mostγ pieces
and then applying the sphere cut decomposition technique of[14] to a more general version of
the problem where the number of pairings is still bounded by some Catalan number. This made it
possible to avoid dealing with the combinatorial structures in surfaces, where the arrangement of
the solutions are harder to handle. The same idea was appliedin [13] for H-minor free graphs using
much more involved Catalan structures, again for problems in Category (B).

Our results. In this paper, we follow a different approach in order to design single exponential
(in bw) algorithms for graphs embedded in surfaces. In particular, we deviate significantly from the
planarization technique of [11]. Instead, we extend the concept of sphere cut decomposition from
planar graphs to surfaces and we exploit directly the combinatorial structure of the potential solutions
in the topological surface. Our approach permits us to provide combinatorial bounds for problems

2Notice that the Maximum Induced Forest problem is equivalent to the Feedback Vertex Set problem. We choose this
way to present it in order to make more visible its classification into Category (C).
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in Category (C). Apart from those mentioned above, examplesof such problems are Maximum d-
Degree-Bounded Connected Subgraph, Maximum d-Degree-Bounded Connected Induced Subgraph
and all the variants studied in [27], Connected Dominating Set, Connected r-Domination, Connec-
ted FVS, Maximum Leaf Spanning Tree, Maximum Full-Degree Spanning Tree, Maximum Eulerian
Subgraph, Steiner Tree, and Maximum Leaf Tree. As Category (C) includes the problems in Cate-
gory (B), our results imply all the results in [11], and with running times whose genus dependence
is better than the ones in [11], as discussed in Section 8.

Our techniques. Our analysis is based on a special type of branch decomposition of embedded
graphs with nice topological properties, which we callsurface cut decomposition(see Section 6).
Roughly, the middle sets of such a decomposition are situated along a bounded (by the genusγ)
set of nooses of the surface with few (again bounded byγ) common points. The construction of
such a decomposition is based on the concept ofpolyhedral decompositionintroduced in Section 4.
In Section 5, we prove some basic properties of surface cut decompositions that make it possible
to bound the sizes of the tables of the dynamic programming. They correspond to the number of
non-crossing partitions of vertex sets laying in the boundary of a generic surface. To count these
partitions, we use a powerful technique of analytic combinatorics :singularity analysisover expres-
sions obtained by thesymbolic method(for more on this technique, see the monograph of Flajolet
and Sedgewick [16]). The symbolic method gives a precise asymptotic enumeration of the number
of non-crossing partitions, that yields the single exponentiality of the table size (see Section 7). To
solve a problem in Category (C), our approach resides on a common preprocessing step that is to
construct thesurface cut decomposition(Algorithm 2 in Section 6). Then, what remains is just to run
the dynamic programming algorithm on such a surface cut decomposition. The exponential bound on
the size of the tables of this dynamic programming algorithmis provided as a result of our analysis
in Theorem 8.1 of Section 8. We first provide the necessary preliminaries and examples of dynamic
programming algorithms in Sections 2 and 3, respectively.

2 Preliminaries

Sections 2.1, 2.2, 2.3, and 2.4 contain the basic backgroundand the notation we will use concer-
ning topological surfaces, graphs embedded in surfaces, tree-like decompositions of graphs, and the
symbolic method and analytic combinatorics, respectively.

2.1 Topological surfaces

In this article, surfaces are compact and their boundary is homeomorphic to a finite set (possibly
empty) of disjoint circles. We denote byβ(Σ) the number of connected components of the boundary
of a surfaceΣ. The Surface Classification Theorem [24] asserts that a compact and connected surface
without boundary is determined, up to homeomorphism, by itsEuler characteristicχ(Σ) and by
whether it is orientable or not. More precisely, orientablesurfaces are obtained by addingg ≥ 0
handlesto the sphereS2, obtaining theg-torusTg with Euler characteristicχ(Tg) = 2 − 2g, while

INRIA
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non-orientable surfaces are obtained by addingh > 0 cross-capsto the sphere, hence obtaining a non-
orientable surfacePh with Euler characteristicχ(Ph) = 2− h. We denote byΣ the surface (without
boundary) obtained fromΣ by gluing a disk on each of theβ(Σ) components of the boundary. It is
then easy to show thatχ(Σ) = β(Σ) + χ(Σ). A subsetΠ of a surfaceΣ is surface-separatingif Σ \ Π
has at least 2 connected components.

As a conclusion, our surfaces are determined, up to homeomorphism, by their orientability, their
Euler characteristic and the number of connected components of their boundary. For computational
simplicity, it is convenient to work with theEuler genusγ(Σ) of a surfaceΣ, which is defined as
γ(Σ) = 2− χ(Σ).

2.2 Graphs embedded in surfaces

Our main reference for graphs on surfaces is the monograph ofMohar and Thomassen [24].
For a graphG we use the notation (G, τ) to denote thatτ is an embedding ofG in Σ, whenever the
surfaceΣ is clear from the context. An embedding hasvertices, edges, andfaces, which are 0, 1,
and 2 dimensional open sets, and are denotedV(G), E(G), andF(G), respectively. We usee(G) to
denote|E(G)|. In a 2-cell embedding, also calledmap, each face is homeomorphic to a disk. The
degree d(v) of a vertexv is the number of edges incident withv, counted with multiplicity (loops
are counted twice). An edge of a map has two ends (also calledhalf-edges), and either one or two
sides, depending on the number of faces which is incident with. A map isrootedif an edge and one
of its half-edges and sides are distinguished as the root-edge, root-end and root-side, respectively.
Notice that the rooting of maps on orientable surfaces usually omits the choice of a root-side because
the underlying surface is oriented and maps are considered up to orientation preserving homeomor-
phism. Our choice of a root-side is equivalent in the orientable case to the choice of an orientation
of the surface. The root-end and -sides define the root-vertex and -face, respectively. Rooted maps
are considered up to cell-preserving homeomorphisms preserving the root-edge, -end, and -side. In
figures, the root-edge is indicated as an oriented edge pointing away from the root-end and crossed
by an arrow pointing towards the root-side (this last, provides the orientation in the surface).

For a graphG, theEuler genusof G, denotedγ(G), is the smallest Euler genus among all surfaces
in whichG can be embedded. Determining the Euler genus of a graph is an NP-hard problem [30],
hence we assume throughout the paper that we are given an already embedded graph. AnO-arc
is a subset ofΣ homeomorphic toS1. A subset ofΣ meeting the drawing only at vertices ofG is
calledG-normal. If an O-arc isG-normal, then we call it anoose. The lengthof a noose is the
number of its vertices. Many results in topological graph theory rely on the concept ofrepresentati-
vity [26, 28], also calledface-width, which is a parameter that quantifies local planarity and density
of embeddings. The representativityrep(G, τ) of a graph embedding (G, τ) is the smallest length of a
non-contractible (i.e., non null-homotopic) noose inΣ. We call an embedding (G, τ) polyhedral[24]
if G is 3-connected andrep(G, τ) ≥ 3, or if G is a clique and 1≤ |V(G)| ≤ 3. With abuse of notation,
we also say in that case that the graphG itself is polyhedral.

For a given embedding (G, τ), we denote by (G∗, τ) its dual embedding. ThusG∗ is the geometric
dual of G. Each vertexv (resp. facer) in (G, τ) corresponds to some facev∗ (resp. vertexr∗) in
(G∗, τ). Also, given a setS ⊆ E(G), we denote asS∗ the set of the duals of the edges inS. Let (G, τ)
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be an embedding and let (G∗, τ) be its dual. We define theradial graph embedding(RG, τ) of (G, τ)
(also known asvertex-face graph embedding) as follows :RG is an embedded bipartite graph with
vertex setV(RG) = V(G) ∪ V(G∗). For each paire = {v, u}, e∗ = {u∗, v∗} of dual edges inG and
G∗, RG contains edges{v, v∗}, {v∗, u}, {u, u∗}, and{u∗, v}. Mohar and Thomassen [24] proved that, if
|V(G)| ≥ 4, the following conditions are equivalent :(i) (G, τ) is a polyhedral embedding ;(ii) (G∗, τ)
is a polyhedral embedding ; and(iii) (RG, τ) has no multiple edges and every 4-cycle ofRG is the
border of some face. Themedial graph embedding(MG, τ) of (G, τ) is the dual embedding of the
radial embedding (RG, τ) of (G, τ). Note that (MG, τ) is aΣ-embedded 4-regular graph.

2.3 Tree-like decompositions of graphs

Let G be a graph onn vertices. Abranch decomposition(T, µ) of a graphG consists of an
unrooted ternary treeT (i.e., all internal vertices are of degree three) and a bijection µ : L → E(G)
from the setL of leaves ofT to the edge set ofG. We define for every edgee of T the middle
setmid(e) ⊆ V(G) as follows : LetT1 andT2 be the two connected components ofT \ {e}. Then let
Gi be the graph induced by the edge set{µ( f ) : f ∈ L ∩ V(Ti)} for i ∈ {1, 2}. Themiddle setis the
intersection of the vertex sets ofG1 andG2, i.e.,mid(e) := V(G1) ∩ V(G2). Thewidth of (T, µ) is
the maximum order of the middle sets over all edges ofT, i.e.,w(T, µ) := max{|mid(e)| : e ∈ T}. An
optimal branch decomposition ofG is defined by a treeT and a bijectionµ which give the minimum
width, thebranchwidth, denoted bybw(G).

Let G = (V,E) be a connected graph. ForS ⊆ V, we denote byδ(S) the set of all edges with an
end inS and an end inV \ S. Let {V1,V2} be a partition ofV. If G[V \ V1] andG[V \ V2] are both
non-null and connected, we callδ(V1) a bondof G [28].

A carving decomposition(T, µ) is similar to a branch decomposition, only with the difference
thatµ is a bijection between the leaves of the tree and the vertex set of the graphG. For an edge
e of T, the counterpart of the middle set, called thecut setcut(e), contains the edges ofG with
endvertices in the leaves of both subtrees. The counterpartof branchwidth iscarvingwidth, and is
denoted bycw(G). In abond carving decomposition, every cut set is a bond of the graph. That is, in
a bond carving decomposition, every cut set separates the graph into two connected components.

Let G1 andG2 be graphs with disjoint vertex-sets and letk ≥ 0 be an integer. Fori = 1, 2, let
Wi ⊆ V(Gi) form a clique of sizek and letG′i (i = 1, 2) be obtained fromGi by deleting some
(possibly no) edges fromGi [Wi ] with both endpoints inWi . Consider a bijectionh : W1 → W2. We
define aclique sum Gof G1 andG2, denoted byG = G1 ⊕k G2, to be the graph obtained from the
union ofG′1 andG′2 by identifyingw with h(w) for all w ∈W1. The integerk is called thesizeof the
clique sum.

2.4 The symbolic method and analytic combinatorics

The main reference in enumerative combinatorics is [16]. The framework introduced in this book
gives a language to translate combinatorial conditions between combinatorial classes into equations.
This is what is called thesymbolic methodin combinatorics. Later, we can treat these equations
as relations between analytic functions. This point of viewgives us the possibility to use complex
analysis techniques to obtain information about the combinatorial classes. This is the origin of the
termanalytic combinatorics.

INRIA
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For a setA of objects, let| · | be an application fromA to N, which is called thesize. A pair
(A, |·|) is called acombinatorial class. Define the formal power series (called thegenerating function
or GF associated to the class)A(z) =

∑

a∈A z|a| =
∑∞

k=0 akzk. The constructions we use in this work
and their translation into the language of GFs are shown in Table 1.

Construction GF
Union A∪ B A(z) + B(z)

Product A ×B A(z)B(z)
Sequence Seq(A) 1

1−A(z)

Pointing A• z ∂
∂zA(z)

Tab. 1 – Constructions and translations into GF.

The unionA∪B ofA andB refers to the disjoint
union of the classes. The cartesian product A× B
ofA andB is the set{(a, b) : a ∈ A, b ∈ B}. The
sequence Seq(A) of a setA corresponds to the set
E∪A∪A×A∪A×A×A∪. . .. At last, the pointing
operatorA• of a setA consists in pointing one of
the atoms of each elementa ∈ A.

The study of the growth of the coefficients of GFs can be obtained by considering GFs as com-
plex functions which are analytic aroundz= 0. This is the philosophy of analytic combinatorics. The
growth behavior of the coefficients depends only on the smallest positive singularity ofthe GF. Itslo-
cationprovides theexponential growthof the coefficients, and itsbehaviorgives thesubexponential
growthof the coefficients.

The basic results in this area are the so-calledTransfer Theorems for singularity analysis. These
results allows us to deduce asymptotic estimates of an analytic function using its asymptotic ex-
pansion near its dominant singularity. The precise statement is claimed in [16]. We use the follo-
wing reduced version of the theorem (without taking care of technical conditions, which are sa-
tisfied in all cases) : letF(z) be a GF with positive coefficients, such thatρ is its smallest real
singularity. Suppose thatF(z) admits a singular expansion aroundz = ρ of the form F(z) =z→ρ
C(1− z/ρ)−α+O

(

(1− z/ρ)−α+1/2
)

, whereC is a constant. Then the Transfer Theorem for singularity
analysis states that, fork big enough, the following estimate holds

[zk]F(z) =k→∞ C
kα−1

Γ(α)
ρ−k

(

1+ O
(

k−1/2
))

. (1)

3 Examples of Dynamic Programming Algorithms

In this section we present two examples of typical dynamic programming algorithms on graphs
of bounded branchwidth. The first algorithm solves the Vertex Cover problem and belongs in Cate-
gory (A) while he second solves the Connected Vertex Cover problem and belongs in Category (C)
but not in (B) (nor in (A)).

The standard dynamic programming approach on branch decompositions requires the so called
rootedbranch decomposition defined as a triple (T, µ, er) where (T, µ) is a branch-decomposition of
G whereT is a tree rooted on a leafvl incident to some edgeer of T. We insist that no edge ofG is
assigned tovl and thusmid(er ) = ∅ (for this, we take any edge of a branch decomposition, subdivide
it and then connect byer the subdivision vertex with a new leaftl). The edges ofT can be oriented
towards the rooter and for each edgee ∈ E(T) we denote byEe the edges ofG that are mapped
to leaves ofT that are descendants ofe. We also setGe = G[Ee] and we denote byL(T) the edges
of T that are incident to leaves ofT. Given an edgee heading at a non-leaf vertexv, we denote by

RR n° 7166



10 Juanjo Rué , Ignasi Sau , Dimitrios M. Thilikos

e1, e2 ∈ E(T) the two edges with tailv. As both examples below are variants of the vertex cover
problem, we can also assume that|E(T)| = O(k · n) as, otherwise, the answer for each problem is
trivially negative.

Dynamic programming for Vertex Cover. Let G be a graph andX,X′ ⊆ V(G) whereX∩X′ = ∅.
We say thatvc(G,X,X′) ≤ k if G contains a vertex coverS where|S| ≤ k andX ⊆ S ⊆ V(G) \ X′.
Let Re = {(X, k) | vc(Ge,X,mid(e) \ X) ≤ k} and observe thatvc(G) ≤ k iff (∅, k) ∈ Rer . For each
e ∈ E(T) we can computeRe by using the following dynamic programming formula :

Re =



























{(X, k) | X , ∅ ∧ k ≥ |X|} if e ∈ L(T)

{(X, k) | ∃(X1, k1) ∈ Re1,∃(X2, k2) ∈ Re2 :

(X1 ∪ X2) ∩mid(e) = X ∧ k1 + k2 − |X1 ∩ X2| ≤ k} if e < L(T)

Notice that for eache ∈ E(T), |Re| ≤ 2|mid(e)| · k. Therefore, the above algorithm can check whether
vc(G) ≤ k in O(2bw(G) ·k· |V(T)|) steps. Clearly, this simple algorithm is single exponential onbw(G).
Moreover the above dynamic programming machinery can be adapted to many other combinatorial
problems where the certificate of the solution is a (non-restricted) subset of vertices (e.g. Dominating
Set, 3-Coloring, Independent Set, among others).

Dynamic programming for Connected Vertex Cover. Suppose now that we are looking for a
connectedvertex cover of size≤ k. Clearly, the above dynamic programming formula does not work
for this variant as we should book-keep more information onX towards encoding the connectivity
demand.

Let G be a graph,X ⊆ V(G) andH be a (possibly empty) hypergraph whose vertex set is a
subset ofX, whose hyperedges are non-empty, pairwise non-intersecting, and such that each vertex
ofH belongs to some of its hyperedges (we call such a hypergraphpartial packingof X). Suppose
thatH is a partial packing onmid(e). We say thatcvc(G,H) ≤ k if G contains a vertex coverS
where|S| ≤ k and such that ifC is the collection of the connected components ofGe[S], then either
|E(H)| = |C| and (X, {X ∩ V(C) | C ∈ C}) = H or E(H) = ∅ and|C| = 1.

As before, letQe = {(H , k) | cvc(G,H) ≤ k} and observe thatcvc(G) ≤ k iff ((∅, ∅), k) ∈ Qer .
The dynamic programming formula for computingQe for eache ∈ E(T) is the following.

Qe =































































{(H , k) | min{k, |E(H)| + 1} ≥ |V(H)| ≥ 1 if e ∈ L(T)

{(H , k) | ∃(H1, k1) ∈ Qe1,∃(H2, k2) ∈ Qe2 :

V(H1) ∩ (mid(e1) ∩mid(e2)) = V(H2) ∩ (mid(e1) ∩mid(e2)),

(H1 ⊕H2)[mid(e)] = H , k1 + k2 − |V(H1) ∩ V(H2)| ≤ k},
if E(H) = ∅ then|E(H1 ⊕H2)| = 1, and

if E(H) , ∅ then|E(H1 ⊕ H2)| = |E(H)| if e < L(T).

In the above formula,H1 ⊕ H2 is the hypergraph with vertex setV(H1) ∪ V(H2) where each of its
hyperedges contains the vertices of each of the connected components ofH1 ∪H2.
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Clearly eachH corresponds to a collection of subsets ofX and the number of such collections
for a given setmid(e) of r elements is given by ther-th Bell number ofr, denoted byBr . By taking
the straightforward upper bound|Br | = 2O(r logr), we have that one can check whether an input graph
G has a connected vertex cover of size at mostk in O(2bw(G)·log(bw(G)) · k · |V(T)|) steps.

As the growth ofBr is not single exponential, we cannot hope for a single exponential (in bw(G))
running time for the above dynamic programming procedure and no algorithm is known for this pro-
blem that runs in time that is single exponential inbw(G). The same problem appears for numerous
other problems where further restrictions apply to their solution certificates. Such problems can be
connected variants of problems in Category (A) and others such as Maximum Induced Forest, Maxi-
mum d-Degree-Bounded Connected Subgraph, Maximum d-Degree-Bounded Connected Induced
Subgraph and all the variants studied in [27], Connected Dominating Set, Connected r-Domination,
Connected FVS, Maximum Leaf Spanning Tree, Maximum Full-Degree Spanning Tree, Maximum
Eulerian Subgraph, Steiner Tree, or Maximum Leaf Tree.

4 Polyhedral Decompositions

We introduce in this sectionpolyhedral decompositionsof graphs embedded in surfaces. LetG
be an embedded graph, and letN be a noose in the surface. Similarly to [6], we use the notationGSN
for the graph obtained by cuttingG along the nooseN and gluing a disk on the obtained boundaries.

Definition 4.1 Given a graph G= (V,E) embedded in a surface of Euler genusγ, a polyhedral
decompositionof G is a set of graphsG = {H1, . . . ,Hℓ} together with a set of vertices A⊆ V such
that
• |A| = O(γ) ;
• Hi is a minor of G[V \ A], for i = 1, . . . , ℓ ;
• Hi has a polyhedral embedding in a surface of Euler genus at mostγ, for i = 1, . . . , ℓ ; and
• G[V \A] can be constructed by joining the graphs ofG applying clique sums of size0, 1, or 2.

Remark 4.1 Note that an embedded graph H is not polyhedral if and only if there exists a noose N
of length at most 2 in the surface in which H is embedded, such that either N is non-contractible or
V(H)∩N separates H. Indeed, if H has representativity at most 2, then there exists a non-contractible
noose N of length at most 2. Otherwise, since H is not polyhedral, H has a minimal separator S of
size at most 2. It is then easy to see that there exists a noose containing only vertices of S .

Algorithm 1 provides an efficient way to construct a polyhedral decomposition, as it is stated in
Proposition 4.1.

In the above algorithm, the addition of an edge{u, v} represents the existence of a path inG
betweenu andv that is not contained in the current component.

Proposition 4.1 Given a graph G on n vertices embedded in a surface, Algorithm1 constructs a
polyhedral decomposition of G inO(n3) steps.
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12 Juanjo Rué , Ignasi Sau , Dimitrios M. Thilikos

Algorithm 1 Construction of a polyhedral decomposition of an embedded graphG
Input: A graphG embedded in a surface of Euler genusγ.
Output: A polyhedral decomposition ofG.

A = ∅, G = {G} (the elements inG, which are embedded graphs, are calledcomponents).
while G contains a non-polyhedral componentH do

Let N be a noose as described in Observation 4.1 in the surface in which H is embedded,
and letS = V(H) ∩ N.
if N is non-surface-separatingthen

Add S to A, and replace inG componentH with H[V(H) \ S]SN.
if N is surface-separatingthen

Let H1, H2 be the subgraphs ofHSN corresponding to the two surfaces occurring after splitting H
if S = {u} ∪ {v} and{u, v} < E(H) then

Add the edge{u, v} to Hi , i = 1,2.
Replace inG componentH with the components ofHSN containing at least one edge ofH.

return {G,A}.

Proof: We first prove that the output{G,A} of Algorithm 1 is indeed a polyhedral decomposition of
G, and then we analyze the running time.

Let us see that each component ofG is a minor ofG[V \ A]. Indeed, the only edges added toG
by Algorithm 1 are those between two non-adjacent verticesu, v that separate a componentH into
several componentsH1, . . . ,Hℓ. For each componentHi , i = 1, . . . , ℓ, there exists a path betweenu
andv in H \ Hi (provided that the separators of size 1 have been already removed, which can we
assumed w.l.o.g.), and therefore the graph obtained fromHi by adding the edge{u, v} is a minor of
H, which is inductively a minor ofG[V \ A]. Also, each component ofG is polyhedral by definition
of the algorithm.

As a non-separating noose is necessarily non-contractible, each time some vertices are moved to
A the Euler genus of the surfaces strictly decreases [24, Lemma 4.2.4]. Therefore,|A| = O(γ).

By the construction of the algorithm, it is also clear that each component ofG has a polyhedral
embedding in a surface of Euler genus at mostγ. Finally,G[V \A] can be constructed by joining the
graphs ofG applying clique sums of size 0, 1, or 2.

Thus,{G,A} is a polyhedral decomposition ofG by Definition 4.1.
We now analyze the running time of the algorithm. Separatorsof size at most 2 can be found

in O(n2) steps [22]. A noose with respect to a graphH corresponds to a cycle in the radial graph
of H, hence can also be found3 in O(n2) (using that the number of edges of a bounded-genus graph
is linearly bounded by its number of vertices). Since each time that we find asmall separator we
decrease the size of the components, the running time of the algorithm isO(n3). �

3A shortest non-contractible cycle can be found inO(2O(γ logγ)n4/3) steps [6]. This time improves onO(n3) for a big range
of values ofγ.
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5 Some Topological Lemmata

In this section we state some topological lemmata that are used in Sections 6 and 7. In particular,
Lemmata 5.1 and 5.2 are used in the proof of Theorem 6.1 while Lemma 5.3 is used in the proof of
Theorem 7.1.

Given a graphG embedded in a surface of Euler genusγ, its dualG∗ and a spanning treeC∗ of
G∗, we callC = {e ∈ E(G) | e∗ ∈ E(C∗)} a spanning cotreeof G. We define atree-cotree partition
(cf. [15]) of an embedded graphG to be a triple (T,C,X) whereT is a spanning tree ofG, C is
a spanning cotree ofG, X ⊆ E(G), and the three setsE(T), C, andX form a partition ofE(G).
Eppstein proved [15, Lemma 3.1] that ifT andC∗ are forests such thatE(T) andC are disjoint, we
can makeT become part of a spanning treeT′ andC become part of a spanning cotree disjoint from
T′, extendingT andC to a tree-cotree decomposition. We can now announce the following lemma
from [15, Lemma 3.2].

Lemma 5.1 (Eppstein [15]) If (T,C,X) is a tree-cotree decomposition of a graph G embedded in a
surface of Euler genusγ, then|X| = O(γ).

Lemma 5.2 LetΣ be a surface without boundary. Let S be a set of (not necessarydisjoint)O(γ(Σ))
cycles such thatΣ \ S has2 connected components. Let H be the graph corresponding to the union
of the cycles in S . Then

∑

v∈V(H)(d(v) − 2) = O(γ(Σ)).

Proof: Let κ be the number of cycles, so by assumptionκ = O(γ(σ)). The first step consists in sim-
plifying the problem. LetH′ be the graph obtained fromH by dissolving vertices of degree 2 (except
from the case of isolated cycles, where we obtain a single vertex of degree 2 and a loop). Each dissol-
ved vertex had degree 2, so the sum

∑

v∈V(H′)(d(v)−2) coincides with
∑

v∈V(H)(d(v)−2). Additionally,
by assumptionH′ separatesΣ into 2 connected componentsΣ′ andΣ′′. Let H′1,H

′
2, . . . ,H

′
r be the

maximal connected subgraphs ofH′. In particular,r ≤ κ.
Some of these connected subgraphs may be incident withΣ′ but not withΣ′′, or conversely.

Additionally, there is at least one connected subgraphH′i incident with both connected components.
W.l.o.g. we assume that the subgraphsH′1,H

′
2, . . . ,H

′
p are incident only withΣ′, H′p+1, . . . ,H

′
q are

incident with both components, andH′q+1, . . . ,H
′
r are incident only withΣ′′. It is obvious that there

exists a path joining a vertex ofH′i with a vertex ofH′i+1 if 1 ≤ i ≤ q− 1 or p+ 1 ≤ i ≤ r − 1.
From graphsH′1,H

′
2, . . . ,H

′
p, . . . ,H

′
q (the ones which are incident withΣ′) we construct a new

graphG1 in the following inductive way : we start takingH′q andH′q−1, and a path joining a vertex
of H′q to a vertex ofH′q−1. This path exists becauseH′q andH′q−1 are incident withΣ′. Consider the
graph obtained fromH′q andH′q−1 by adding an edge that joins this pair of vertices. Then, delete H′q
andH′q−1 from the initial list and add this new connected graph. This procedure is doneq− 1 times.
At the end, we obtain a connected graphG′ incident with bothΣ′ andΣ′′ where each vertex has
degree at least 3. Finally, we apply the same procedure withG′,H′q+1, . . . ,H

′
r , obtaining a connected

graphG. Observe also that
∑

v∈V(H)

(d(v) − 2) ≤
∑

v∈V(G)

(d(v) − 2) <
∑

v∈V(G)

d(v) = 2|E(G)|.
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14 Juanjo Rué , Ignasi Sau , Dimitrios M. Thilikos

In what follows, we obtain upper bounds for 2|E(G)|. Observe thatH′ defines a pair of faces over
Σ, not necessarily disks. In the previous construction ofG, every time we add an edge either we
subdivide a face into two parts or not. Consequently, the number of faces thatG defines overΣ is
at most 2+ κ. The next step consists in reducing the surface in the following way : let f be a face
determined byG overΣ. If f is contractible, we do nothing. If not, there is a non-contractible cycle
S

1 contained onf . Consider the connected component ofΣSS1 which containsG (call it Σ1). It
is obvious thatG defines a decomposition ofΣ1, γ(Σ1) ≤ γ(Σ), and the number of faces has been
increased by at most one. Observe that for each operationS we reduce the Euler genus and we
create at most one face. As the Euler genus is finite, the number of S operations is also finite. This
gives rise to a surfaceΣs, wheres ≤ γ(Σ), such that all faces determined byG are contractible.
Additionally, the number of faces thatG determines overΣs is smaller than 2+ κ + γ(Σ).

G defines a map onΣs (i.e., all faces are contractible), and consequently we canapply Euler’s
formula. Then|F(G)|+ |V(G)| = |E(G)|+2−γ(Σs). Then,|F(G)| ≤ 2+κ+γ(Σ), so|E(G)|+2−γ(Σs) =
|V(G)|+ |F(G)| ≤ |V(G)|+2+κ+γ(Σ). The degree of each vertex is at least 3, thus 3|V(G)| ≤ 2|E(G)|.
Substituting this condition in the previous equation, we obtain

|E(G)| + 2− γ(Σs) ≤ |V(G)| + 2+ κ + γ(Σ) ≤ 2
3
|E(G)| + 2+ κ + γ(Σ).

Isolating|E(G)|, we get that 2|E(G)| ≤ 6κ + 6γ(Σs) + 6γ(Σ) ≤ 6κ + 12γ(Σ). This bound immediately
translates into the statement of the Lemma. �

We need another topological result, which deals with cyclesthat separate a given surface, and
whose proof is an immediate consequence of [24, Proposition4.2.1].

Lemma 5.3 LetΣ be a surface with boundary and letS1 be a separating cycle. Let V1 and V2 be the
connected components ofΣSS1. Thenγ(Σ) = γ(V1) + γ(V2).

6 Surface Cut Decompositions

Sphere cut decompositions [28] have proved to be very usefulto analyze the running time of
algorithms based on dynamic programming over branch decompositions on planar graphs [12–14,
27]. In this section we generalize sphere cut decompositions to graphs on surfaces ; we call them
surface cut decompositions. First we need a topological definition. A subsetΠ of a surfaceΣ is fat-
connectedif for every two pointsp, q ∈ Π, there exists a pathP ⊆ Π such that for everyx ∈ P,
x , p, q, there exists a subsetD homeomorphic to an open disk such thatx ∈ D ⊆ Π. We can now
define the notion of surface cut decomposition.

Definition 6.1 Given a graph G embedded in a surfaceΣ, a surface cut decompositionof G is a
branch decomposition(T, µ) of G such that, for each edge e∈ E(T), there is a subset of vertices
Ae ⊆ V(G) with |Ae| = O(γ(Σ)) and either
• |mid(e) \ Ae| ≤ 2, or
• there exists a polyhedral decomposition{G,A} of G and a graph H∈ G such that
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◦ Ae ⊆ A ;
◦ mid(e) \ Ae ⊆ V(H) ;
◦ the vertices inmid(e) \ Ae are contained in a setN of O(γ(Σ)) nooses, such that the total

number of occurrences inN of the vertices inmid(e) \ Ae is |mid(e) \ Ae| + O(γ(Σ)) ; and
◦ Σ \⋃N∈N N contains exactly two connected components, which are bothfat-connected.

Note that a sphere cut decomposition is a particular case of asurface cut decomposition whenγ = 0,
by takingAe = ∅,G containing only the graph itself, and all the vertices of each middle set contained
in a single noose.

We need some definitions and auxiliary results to be applied for building surface cut decompo-
sitions. In the same spirit of [20, Theorem 1] we can prove thefollowing lemma. We omit the proof
here since the details are very similar4 to the proof in [20].

Lemma 6.1 Let (G, τ) and (G∗, τ) be dual polyhedral embeddings in a surface of Euler genusγ

and let (MG, τ) be the medial graph embedding. Thenmax{bw(G), bw(G∗)} ≤ cw(MG)/2 ≤ 6 ·
bw(G) + 2γ + O(1). In addition, given a branch decomposition of G of width at most k, a carving
decomposition of MG of width at most12k can be found in linear time.

Lemma 6.2 (folklore) The removal of a vertex from a non-acyclic graph decreases its branchwidth
by at most1.

Lemma 6.3 Let G1 and G2 be graphs with at most one vertex in common. Thenbw(G1 ∪ G2) =
max{bw(G1), bw(G2)}.

Proof: Assume first thatG1 andG2 share one vertexv. Clearlybw(G1∪G2) ≥ max{bw(G1), bw(G2)}.
Conversely, fori = 1, 2, let (Ti , µi) be a branch decomposition ofGi such thatw(Ti, µi) ≤ k. For
i = 1, 2, let Tv

i be the minimal subtree ofTi containing all the leavesui of Ti such thatv is an
endpoint ofµi(ui). For i = 1, 2, we take an arbitrary edge{ai , bi} of Tv

i , we subdivide it by adding
a new vertexwi , and then we build a treeT from T1 andT2 by adding the edge{w1,w2}. We claim
that (T, µ1 ∪ µ2) is a branch decomposition ofG1 ∪G2 of width at mostk. Indeed, let us compare
the middle sets of (T, µ1 ∪ µ2) to those of (T1, µ1) and (T2, µ2). First, it is clear that the vertices
of V(G1) ∪ V(G2) − {v} appear in (T, µ1 ∪ µ2) in the same middle sets as in (T1, µ1) and (T2, µ2).
Secondly,mid({w1,w2}) = {v}, sincev is a cut-vertex ofG1 ∪G2. Also, for i = 1, 2, mid({ai,wi}) =
mid({wi , bi}) = mid({ai , bi}), and the latter has size at mostk asw(Ti, µi) ≤ k. For all other edgese
of Ti , i = 1, 2, mid(e) is exactly the same inT and inTi, since ife ∈ E(Tv

i ) thenv ∈ mid(e) in both
T andTi , and ife ∈ E(Ti \ Tv

i ) thenv < mid(e) in bothT andTi .
If G1 andG2 share no vertices, we can merge two branch decompositions (T1, µ1) and (T2, µ2)

by subdividing a pair of arbitrary edges, without increasing the width. �

4The improvement in the multiplicative factor of the Euler genus is obtained by applying more carefully Euler’s formula
in the proof analogous to that of [20, Lemma 2].
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Lemma 6.4 ([19]) Let G1 and G2 be graphs with one edge f in common. Thenbw(G1 ∪ G2) ≤
max{bw(G1), bw(G2), 2}. Moreover, if both endpoints of f have degree at least2 in at least one of
the graphs, thenbw(G1 ∪G2) = max{bw(G1), bw(G2)}.

Lemma 6.5 Let G be a graph and letG be a collection of graphs such that G can be construc-
ted by joining graphs inG applying clique sums of size 0, 1, or 2. Given branch decompositions
{(TH, µH) | H ∈ G)}, we can compute in linear time a branch decomposition(T, µ) of G such that
w(T, µ) ≤ max{2, {w(TH, µH) | H ∈ G}}. In particular,bw(G) ≤ max{2, {bw(H) | H ∈ G}}.

Proof: Note that ifG1 andG2 are graphs with no vertex (resp. a vertex, an edge) in common,then
G1∪G2 = G1⊕0G2 (resp.G1⊕1G2, G1⊕2G2). We have to show how to merge branch decompositions
(T1, µ1), (T2, µ2) of two graphsH1, H2 in G. We distinguish four cases :

(a) H1 andH2 share two verticesv1, v2, and the edgee= {v1, v2} ∈ E(G). We take the leaves inT1

andT2 corresponding toe, we identify them, and we add a new edge whose leave corresponds
to e (see Figure 1(a)).

(b) H1 andH2 share two verticesv1, v2, and the edgee = {v1, v2} < E(G). We take the leaves
in T1 andT2 corresponding toe, we identify them, and we dissolve the common vertex (see
Figure 1(b)).

(c) H1 andH2 share one vertexv. We take two edgesb, c in T1,T2 whose leaves correspond to
edges containingv, we subdivide them and add a new edge between the newly created vertices
(see Figure 1(c)).

(d) H1 andH2 share no vertices. We do the construction of case (c) for any two edges of the two
branch decompositions.

The above construction does not increase the branchwidth byLemmata 6.3 and 6.4. �

Given an embedded graphG and a carving decomposition (T, µ) of its medial graphMG, we
define aradial decomposition(T∗, µ∗) of the dual graphRG, whereT∗ = T andµ∗ is a bijection from
the leaves ofT to the set of faces ofRG defined as follows : for each edgee ∈ E(T), µ∗(e) = f , where
f is the face inRG corresponding to the vertexuf ∈ V(MG) such thatµ(e) = uf . Each edgee ∈ E(T∗)
partitions the faces ofRG into two setsF1 andF2. We define theborder setof e, denotedbor(e),
as the set of edges ofRG that belong to bothF1 andF2. Note thatF1 andF2 may intersect also
in vertices, not only in edges. If (T, µ) is a bond carving decomposition ofMG, then the associated
radial decomposition (also calledbond) has nice connectivity properties. Indeed, in a bond carving
decomposition, every cut set partitions the vertices ofMG into two subsetsV1,V2 such that both
MG[V1] andMG[V2] are non-null and connected. This property, seen in the radial decomposition of
RG, implies that each edgee ∈ E(T∗) corresponds to a partition of the faces ofRG into two setsF1

andF2, namelyblackandwhite faces (naturally partitioning the edges intoblack, white, andgrey),
such that it is possible to reach any black (resp. white) facefrom any black (resp. white) face only
crossing black (resp. white) edges. In other words, each setof monochromatic faces is fat-connected.

Remark 6.1 Recall that all the faces of a radial graph RG are tiles, that is, each face has exactly
4 edges. Also, each one of those tiles corresponds to a pair ofdual edges e and e∗ of G and G∗,
respectively. Given a carving decomposition(T, µ) of MG (or equivalently, a radial decomposition
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Fig. 1 – Merging branch decompositions (T1, µ1) and (T2, µ2) of two componentsH1 and H2 in
a polyhedral decomposition{G,A} of G = (V,E). There are three cases : (a)H1 andH2 share two
verticesv1, v2 and the edgee= {v1, v2} is in E ; (b) H1 andH2 share two verticesv1, v2 ande= {v1, v2}
is not in E ; (c) H1 andH2 share one vertexv.

(T∗, µ∗) of RG), one can obtain in a natural way branch decompositions of G and G∗ by redefining
the bijectionµ from the leaves of T to the edges of G (or G∗) that correspond to the faces of RG.

We provide now an algorithm to construct a surface graph decomposition of an embedded graph.
The proof of Theorem 6.1 uses Proposition 4.1, topological Lemmata 5.1 and 5.2, and the results of
the current section.

Algorithm 2 Construction of a surface cut decomposition of an embedded graphG
Input: An embedded graphG.
Output: A surface cut decomposition ofG.

Compute a polyhedral decomposition{G,A} of G, using Algorithm 1.
for each componentH of G do

1. Compute a branch decomposition (T ′H , µ
′
H) of H, using [1, Theorem 3.8].

2. Transform (T ′H , µ
′
H) to a carving decomposition (Tc

H , µ
c
H) of the medial graphMH , using Lemma 6.1.

3. Transform (Tc
H , µ

c
H) to abondcarving decomposition (Tb

H , µ
b
H) of MH , using [28].

4. Transform (Tb
H , µ

b
H) to a branch decomposition (TH , µH) of H, using Observation 6.1.

Construct a branch decomposition (T, µ) of G by merging, using Lemma 6.5, the branch decompositions
{(TH , µH) | H ∈ G}, and by adding the set of verticesA to all the middle sets.

return (T, µ).

Theorem 6.1 Given a graph G on n vertices embedded in a surface of Euler genusγ, with bw(G) ≤
k, Algorithm 2 constructs, in23k+O(logk)n3 steps, a surface cut decomposition(T, µ) of G of width at
most27k+ O(γ).
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Proof: We prove, in this order, that (1) the output (T, µ) of Algorithm 2 is indeed a surface cut
decomposition ofG ; (2) the width of (T, µ) is at most 27bw(G)+O(γ) ; and (3) the claimed running
time.

(1) (T, µ) is a surface cut decomposition ofG.
We shall prove that all the properties of Definition 6.1 are fulfilled. For eache ∈ E(T) we set
Ae = A ∩ mid(e), whereA is the set of vertices output by Algorithm 1. Hence, by Proposi-
tion 4.1,|A| = O(γ).
By construction, it is clear that (T, µ) is a branch decomposition ofG. In (T, µ), there are
some edges that have been added in the last step of Algorithm 2, in order to merge branch
decompositions of the graphs inG, with the help of Lemma 6.5. Lete be such an edge. Since
{G,A} is a polyhedral decomposition ofG, any pair of graphs inG share at most 2 vertices,
hence|mid(e) \ Ae| ≤ 2.
All other edges of (T, µ) correspond to an edge of a branch decomposition of some polyhedral
componentH ∈ G. Let henceforthe be such an edge. Therefore,mid(e) \ Ae ⊆ V(H). To
complete this part of the proof, we prove in a sequence of three claims that the remaining
conditions of Definition 6.1 hold.

Claim 1 The vertices inmid(e) \ Ae are contained in a setN ofO(γ) nooses.

Proof: The proof uses the tree-cotree partition defined in Section 5.
Recall thate is an edge that corresponds to a branch decomposition (TH, µH) of a polyhedral
componentH of G. The branch decomposition (TH, µH) of H has been built by Algorithm 2
from a bond carving decomposition of its medial graphMH , or equivalently from a bond radial
decomposition of its radial graphRH . Due to the fact that the carving decomposition ofMH is
bond, edgee partitions the vertices ofMH into two sets – namely,blackandwhitevertices –
each one inducing a connected subgraph ofMH . There are three types of edges :black, white,
andgrey, according to whether they belong to faces of the same color (black or white) or not.
Therefore, the corresponding black and white faces also induce connected subgraphs ofRH , in
the sense that it is always possible to reach any black (resp.white) face from any black (resp.
white) face only crossing black (resp. white) edges.
Let us now see which is the structure of the subgraph ofRH induced by the edgesF belonging
to both black and white faces look like. Since each edge ofRH contains a vertex ofH and
another fromH∗, the vertices inmid(e) are contained inRH [F], so it suffices to prove that
RH [F] can be partitioned into a set ofO(γ) cycles (possibly sharing some vertices).
To this end, first note that inRH [F] all vertices have even degree. Indeed, letv ∈ V(RH[F]),
and consider a clockwise orientation of the edges incident to v in RH [F]. Each of such edges
alternates from a black to a white face, or viceversa, so beginning from an arbitrary edge and
visiting all others edges in the clockwise order, we deduce that the number of edges incident
to v is necessarily even.
Therefore,RH [F] can be partitioned into a set of cycles. Let us now bound the number of such
cycles. For simplicity, let us identify a pair of dual edgese ande∗ as the same edge. Since the
subgraph induced by the black (resp. white) faces is connected, we can consider a spanning
treeT∗B (resp.T∗W) of the black (resp. white) faces. Merge both trees by addingan edgee∗0, and
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let T∗ be the resulting tree. LetT be a spanning tree of the dual graph disjoint fromT∗ (such
a spanning tree exists by [15, Lemma 3.1]). Now consider the tree-cotree partition (T,T∗,X),
whereX is the set of edges ofRH that are neither inT nor inT∗.
The edges ofT∗, excepte∗0, separate faces of the same color. Therefore, the setF ∈ E(RH) of
edges separating faces of different color is contained inT ∪ {e0} ∪ X. SinceT is a tree, each
cycle ofRH [F] uses at least one edge in{e0} ∪ X. Therefore,RH [F] can be partitioned into at
most 1+ |X| cycles. The result follows from the fact that (T,T∗,X) is a tree-cotree partition
and therefore|X| = O(γ) by Lemma 5.1. �

Claim 2
⋃

N∈N N separatesΣ into 2 fat-connected components.

Proof: By Claim 1, the vertices inmid(e)\Ae are contained in
⋃

N∈N N. The claim holds from
the fact that for each componentH of G, (Tb

H , µ
b
H) is a bond carving decomposition ofMH ,

and by taking into account the discussion before Observation 6.1 in Section 6. �

Claim 3 The total number of occurrences inN of the vertices inmid(e) \Ae is |mid(e) \Ae|+
O(γ).

Proof: By Claim 2,
⋃

N∈N N separatesΣ into 2 fat-connected components. LetH be the graph
induced inΣ by the nooses inN. The claim can then be rephrased as

∑

v∈V(H)(d(v)−2)= O(γ),
which holds by Lemma 5.2 in Section 5. �

(2) The width of (T, µ) is at most27 · bw(G) + O(γ).
For simplicity, letk = bw(G). By Proposition 4.1, each polyhedral componentH is is a minor
of G, hencebw(H) ≤ k for all H ∈ G. In Step 1 of Algorithm 2, we compute a branch
decomposition (T′H, µ

′
H) of H of width at mostk′ = 9

2k, using Amir’s algorithm [1, Theorem
3.8]. In Step 2, we transform (T′H , µ

′
H) to a carving decomposition (Tc

H, µ
c
H) of the medial graph

MH of H of width at most 12k′, using Lemma 6.1. In Step 3, we transform (Tc
H, µ

c
H) to abond

carving decomposition (Tb
H , µ

b
H) of MH of width at most 12k′, using the algorithm of [28].

Then, using Observation 6.1, we transform in Step 4 (Tb
H , µ

b
H) to a branch decomposition

(TH , µH) of H. By the proof of Claim 1, the discrepancy betweenw(TH , µH) andw(Tb
H, µ

b
H)/2

is at most the bound provided by Lemma 5.2, i.e.,O(γ). Therefore,w(TH, µH) ≤ 6k′ +O(γ) =
27k+ O(γ), for all H ∈ G.
Finally, we merge the branch decompositions of the polyhedral components to obtain a branch
decomposition (T, µ) of G, by adding the vertices inA to all the middle sets. Combining the
discussion above with Lemmata 6.2 and 6.5, and using that|A| = O(γ), we get that

w(T, µ) ≤ max{2, {w(TH, µH) | H ∈ G}} + |A|
≤ 27k+ O(γ) + |A|
= 27k+ O(γ).

(3) Algorithm 2 runs in 23k+O(logk)n3 steps.
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We analyze sequentially the running time of each step. First, we compute a polyhedral de-
composition ofG using Algorithm 1 inO(n3) steps, by Proposition 4.1. Then, we run Amir’s
algorithm in each component in Step 1, which takesO(23kk3/2n2) steps [1, Theorem 3.8]. Step
2 can be done in linear time by Lemma 6.1. Step 3 can be done inO(n2) time [28]. Step 4
takes linear time by Observation 6.1. Merging the branch decompositions can clearly be done
in linear time. Finally, since any two elements inG share at most two vertices, the overall
running time is the claimed one.

�

How surface cut decompositions are used for dynamic programming. We shall now discuss
how surface cut decompositions guarantee good upper boundson the size of the tables of dynamic
programming algorithms for problems in Category (C). The size of the tables depends on how many
ways a partial solution can intersect a middle set during thedynamic programming algorithm. The
interest of a surface cut decomposition is that the middle sets are placed on the surface in such a way
that permits to give a precise asymptotic enumeration of thesize of the tables. Indeed, in a surface
cut decomposition, once we remove a set of vertices whose size is linearly bounded byγ, the middle
sets are either of size at most two (in which case the size of the tables is bounded by a constant) or
are situated around a set ofO(γ) nooses, where vertices can be repeated at mostO(γ) times. In such a
setting, the number of ways that a partial solution can intersect a middle set is bounded by the num-
ber of non-crossing partitions of the boundary-vertices ina fat-connected subset of the surface (see
Definition 6.1). By splitting the boundary-vertices that belong to more than one noose, we can as-
sume that these nooses are mutually disjoint. That way, we reduce the problem to the enumeration of
the non-crossing partitions ofO(γ) disjoint nooses containingℓ vertices, which are 2O(ℓ) · ℓO(γ) ·γO(γ),
as we prove in the following section (Theorem 7.2). Observe that the splitting operation increases
the size of the middle sets by at mostO(γ), thereforeℓ = k + O(γ) and this yields an upper bound
of 2O(k) · kO(γ) · γO(γ) on the size of the tables of the dynamic programming. In Section 7 we use
singularity analysis over expressions obtained by the symbolic method to count the number of such
non-crossing partitions. Namely, in Sections 7.1 and 7.2 wegive a precise estimate of the number of
non-crossing partitions in surfaces with boundary. Then weincorporate in Section 7.5 two particula-
rities of surface cut decompositions : Firstly, we deal withthe setA of vertices originating from the
polyhedral decomposition. These vertices are not situatedaround the nooses that disconnect the sur-
face into two connected components, and this is why they are treated asapicesin the enumeration.
Secondly, we take into account that, in fact, we need to countthe number of non-crossingpackings
rather than the number of non-crossing partitions, as a solution may not intersectall the vertices of
a middle set, but only a subset. The combinatorial results ofSection 7 are of interest by themselves,
as they are a natural extension to higher-genus surfaces of the classical non-crossing partitions in the
plane, which are enumerated by the Catalan numbers (see e.g.[17]).
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7 Non-crossing Partitions in Surfaces with Boundary

In this section we obtain upper bounds for non-crossing partitions in surfaces with boundary. The
concept of a non-crossing partition in a general surface is not as simple as in the case of the disk,
and must be defined carefully. In fact, the study of non-crossing partitions is a particular case of the
study of hypermaps [7]. These objects can be also viewed as bipartite maps. In Section 7.1 we set up
our notation. In Section 7.2 we obtain a tree-like structurethat provides a way to obtain asymptotic
estimates. These estimates are obtained in detail in Sections 7.3 and 7.4, where we employ as a main
tool map enumeration techniques. To conclude, in Section 7.5 we extend the enumeration to two
more general families.

7.1 2-zone decompositions and non-crossing partitions

Let Σ be a surface with boundary. A 2-zone decomposition ofΣ is a decomposition ofΣ where
all vertices lay in the boundary ofΣ and there is a coloring of the faces using 2 colors (black and
white) such that every vertex is incident (possibly more than once) with a unique black face. Black
faces are also calledblocks. A 2-zone decomposition isregular if every block is contractible. All
2-zone decompositions arerooted: every connected component of the boundary ofΣ is edge-rooted.
We denote bySΣ(k),RΣ(k) the set of general and regular 2-zone decompositions ofΣ with k ver-
tices, respectively. A 2-zone decompositions overΣ defines a non-crossing partitionπΣ(s) over the
set of vertices. LetΠΣ(k) be the set of non-crossing partitions ofΣ with k vertices. The main ob-
jective in this section consists in obtaining bounds for|ΠΣ(k)|. The critical observation is that each
non-crossing partition is defined by a 2-zone decomposition. Consequently,|ΠΣ(k)| ≤ |SΣ(k)|. The
strategy to enumerate this second set consists in reducing the enumeration to simpler families of
2-zone decompositions. More specifically, Proposition 7.1shows that it is sufficient to study regular
decompositions. First we need a definition and a basic topological lemma.

Let Σ1 andΣ2 be surfaces with boundary, possibly not connected. We writeΣ2 ⊂ Σ1 if there
exists a continuous injectioni : Σ2 →֒ Σ1 such thati(Σ2) is homeomorphic toΣ2. If s is a 2-zone
decomposition ofΣ2 andΣ2 ⊂ Σ1, then the injectioni induces a 2-zone decompositioni(s) on Σ1

such thatπΣ2(s) = πΣ1(i(s)). In other words, all 2-zone decompositions overΣ2 can be realized on a
surfaceΣ1 which containsΣ2. Consequently, informally speaking,ΠΣ2(k) ⊆ ΠΣ1(k) if Σ2 ⊂ Σ1.

Lemma 7.1 Let m∗ be a regular2-zone decomposition ofΣ1. LetΣ1 ⊂ Σ. Then m∗ defines a regular
2-zone decomposition m overΣ such thatπΣ1(m

∗) = πΣ(m).

Proof: Let i : Σ1 →֒ Σ be the corresponding injective application, and considerm = i(m∗). In
particular, a blockπ of m∗ is topologically equivalent to the blocki(π) : i is a homeomorphism
betweenΣ andi(Σ). Hencei(π) is an open contractible set andm is regular. �

Proposition 7.1 Let s ∈ SΣ be a2-zone decomposition ofΣ and letπΣ(s) be the associated non-
crossing partition. Then there exists a regular2-zone decomposition m∈ RΣ such thatπΣ(s) = πΣ(m).
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Proof: The basic idea is the construction of a finite sequence of 2-zone decompositionss0 =

s, s1, . . . , st = m, such thatπΣ(s0) = · · · = πΣ(st) and st = m is regular. First, consider a non-
contractible blockf of s. Suppose that the boundary off consists of more than one connected
component. We define the operation ofjoining boundariesas follows : letl be a path that joins a
vertexv in one component of the boundary off with a vertexu in another component. This path
exists becausef is a face. Consider also a pair of pathsl1, l2 that joins these two vertices around
the initial pathl, as illustrated in Figure 2. We define the facef ′ as the one obtained fromf by
deleting the face defined byl1 andl2 which containsl. Let s1 be the resulting 2-zone decomposition.
Observe that the number of connected components of the boundary of f ′ is the same as forf mi-
nus one, and thatπΣ(s) = πΣ(s1). We can apply this argument overf as many times as the number
of components of the boundary off . At the end, we obtain a 2-zone decompositionsp1 such that
πΣ(s) = πΣ(s1) = · · · = πΣ(sp1).

Suppose now that the boundary of the blockf has one connected component. Additionally, in
this block there are vertices on its boundary which are incident with f more than once. Letv be a
vertex incidentr > 1 times withf . In this case we define the operation ofcutting verticesas follows :
consider the intersection of a small neighborhood ofv with f , and delete vertexv. This intersection
hasr connected components. We define a face by pastingv with only one of these components, and
disconnecting the others fromv (see Figure 2). Then the resulting 2-zone decomposition hasthe
same associated non-crossing partition, andv is incident with the corresponding block exactly once.

u

v

l

u

l
l1

v

l2

v v

Fig. 2 – The operations of joining boundaries and cutting vertices.

Summarizing, we construct froms a regular 2-zone decomposition in the following way : apply
the operation of joining boundaries, and then the operationof cutting vertices. After this, every block
has one boundary and each vertex is incident with its corresponding block exactly once. In this case,
a block is either contractible or not. If it is not contractible, letS1 be a non-contractible cycle, which
can be cut using the operatorS. For all blocks, the number of times we need to apply this operator is
bounded byγ(Σ). At the end, all blocks are contractible and the resulting surface isΣ1 ⊂ Σ. So, the
resulting 2-zone decompositionm∗ is regular, and then by Lemma 7.1 there exists a regular 2-zone
decompositionm overΣ such thatπΣ (m) = πΣ1 (m∗) = πΣ(s), as claimed. �

In other words,|ΠΣ(k)| ≤ |RΣ(k)| for each value ofk. Instead of counting|RΣ(k)|, we reduce
our study to the family of regular 2-zone decompositions where each face (block or white face) is
contractible. The reason is, as we show later, that this subfamily provides the greatest contribution
to the asymptotic enumeration. This set is called the set ofirreducible2-zone decompositions ofΣ,
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and it is denoted byPΣ(k). Equivalently, an irreducible 2-zone decomposition cannot be realized in
a proper surface contained inΣ. The details follow.

A generalization of the notion of irreducibility. We shall provide an equivalent definition and
an additional property of irreducible 2-zone decompositions. Recall the definition about inclusion
of surfaces stated before Lemma 7.1. We say that a non-crossing partitionπΣ1 is irreducible in Σ1 if
there is no realization ofπΣ1 in a surfaceΣ2 such thatΣ2 ⊂ Σ1. This definition is compatible with the
notion introduced in Section 7.1, as shown in the following lemma :

Lemma 7.2 Let m be an irreducible2-zone decomposition ofΣ. Then the faces of m are all contrac-
tible.

Proof: We only need to deal with white faces. For a white face whose interior is not an open polygon,
there exists a non-contractible cycleS1. Cutting alongS1 using the operatorS we obtain a new
surface with boundaryΣ′ such thatΣ′ ⊂ Σ andm is induced inΣ′. As a conclusion, all faces are
contractible. �

7.2 Tree-like structures, enumeration, and asymptotic counting

In this section we provide estimates for the number of irreducible 2-zone decompositions, which
are obtained directly for the surfaceΣ. This approach is novel and gives upper bounds close to the
exact values. The usual technique consists in reducing the enumeration to surfaces of smaller genus,
and returning back to the initial one by topological “pasting” arguments. The main point consists in
exploiting tree-like structures of the dual graph associated to an irreducible 2-zone decomposition.
The main ideas are inspired by [4], where they are used in the context of map enumeration. For
simplicity of the presentation, the construction is explained on the disk. The dual graph of a non-
crossing partition on the disk is a tree whose internal vertices are bicolored (black color for blocks).
An example of this construction is shown in Figure 3. We use this family of trees (and some related
ones) in order to obtain a decomposition of elements of the set PΣ(k). In Section 7.3 the enumeration
of this basic family is done, as well as the enumeration of therelated families.

Fig. 3 – A non-crossing partition tree.

The construction for general surfaces is a generalization of the previous one. An example is
shown in the leftmost picture of Figure 4. For an elementm ∈ PΣ(k), denote byM the resulting map
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onΣ (recall the definition ofΣ in Section 2). FromM we reconstruct the initial 2-zone decomposition
mby pasting vertices of degree 1 which are incident to the sameface, and taking the dual map. From
M we define a new rooted map onΣ in the following way : we start deleting recursively vertices of
degree 1 which are not roots. Then we continue dissolving vertices of degree 2. The resulting map
hasβ(Σ) faces and all vertices have degree at least 3 (apart from root vertices, which have degree 1).
The resulting map is called thescheme associatedto M ; we denote it bySM. See Figure 4 for an
example.

Fig. 4 – The construction of the scheme of an element inPΣ. We consider the dual of an irreducible 2-
zone decomposition (leftmost figure). After deleting vertices of degree 1 recursively and dissolving
vertices of degree 2, we obtain the associated scheme (rightmost figure).

An inverse construction can be done using maps overΣ and families of plane trees. Using these
basic pieces, we can reconstruct all irreducible 2-zone decompositions. The details of this construc-
tion can be found in Section 7.3. Exploiting this decomposition and using singularity analysis (see
Section 2.4 for the basic definitions), we get the following theorem, whose proof is provided in
Section 7.4 (Γ denotes the classical Gamma function [16]) :

Theorem 7.1 LetΣ be a surface with boundary. Then the number|ΠΣ(k)| verifies

|ΠΣ(k)| ≤k→∞
C(Σ)

Γ (3/2γ(Σ) + β(Σ) − 3)
· k3/2γ(Σ)+β(Σ)−4 · 4k, (2)

where C(Σ) is a function depending only onΣ that is bounded byγ(Σ)O(γ(Σ)).

7.3 Enumeration of non-crossing partitions of the disk and related construc-
tions

We first introduce some terminology related to trees that arise as dual graphs of non-crossing
partitions on the disk. Then, we use these concepts to obtainthe number of non-crossing partitions
of the disk withn vertices. At last, we introduce some families of related trees, which are used in the
construction of the dual map of a non-crossing partition in asurface of higher genus.

The dual graph of a non-crossing partition is a tree, which iscalled the (non-crossing partition)
tree associated to the non-crossing partition. Vertices ofdegree 1 (that is, the leafs of the tree) are
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calleddanglings. Vertices of the tree are calledblock verticesif they are associated to a block of
the non-crossing partition. The remaining vertices are eithernon-polygon verticesor danglings. By
construction, all vertices adjacent to a polygon vertex arenon-polygon vertices. Conversely, each
vertex adjacent to a non-polygon vertex is either a block vertex or a dangling. Graphically, we use
the symbols� for block vertices,� for non-polygon vertices and◦ for danglings.

Denote byT the set of non-crossing partitions trees, and letT = T(z, u) =
∑

k,n>0 tk,mzkum be
the corresponding GF. The variablez marks danglings andu marks block vertices. We use also
an auxiliary familyB, defined as the set of trees which are rooted at a non-polygon vertex. Let
B = B(z, u) =

∑

k,n>0 bk,mzkum be the associated GF. The next lemma gives the exact enumeration of
T andB.

Lemma 7.3 The number of non-crossing trees counted by the number of danglings and block ver-
tices is enumerated by

T(z, u) =
1− z(1− u) −

√

(z(1− u) − 1)2 − 4zu

2zu
. (3)

Furthermore,B(z, u) = zT(z, u).

Proof: We establish combinatorial relations betweenB andT , from which we deduce the desired
result. First, observe that there is no restriction on the size of the blocks. Hence the degree of every
block vertex is arbitrary. This condition is translated symbolically via the following relation :T =
� × Seq(B). Similarly,B can be written in the formB = {◦} × Seq(T × {◦}).

These combinatorial conditions translate using Table 1 into the system of equations

T =
u

1− B
, B =

z
1− zT

.

If we substitute the expression ofB in the first equation, one obtains thatT satisfies the equation
zT2 + (z(1− u)− 1)T + u = 0. The valid solution of this equation is (3). Solving the previous system
of equations in terms ofB, we obtain thatB = zT, as claimed. �

Observe that writingu = 1, we obtain thatT(z) = T(z, 1) = 1−
√

1−4z
2z , andB(z) = B(z, 1) = zT(z),

and we recover the GF for Catalan numbers.
We need also a set of families of trees that are quite related to the previous ones. We call them

double trees. A double tree is obtained in the following way : consider a path where we concatenate
vertices of type� with vertices of type�. A double tree is a tree obtained by pasting on every
internal vertex of type� a pair of elements ofT (one at each side of the path), and similarly for
internal vertices of type�. We say that a double tree is of type either�−� �−�, or�−� depending
on the type of the ends of the path. An example for a double treeof type�−� is shown in Figure 5.

We denote these families byT�−�, T�−�, andT�−�, and the corresponding GF byT1(z, u) = T1,
T2(z, u) = T2 and T3(z, u) = T3, respectively. Recall that in all casesz marks danglings andu
marks block vertices. A direct application of the symbolic method provides a way to obtain explicit
expressions for the previous GFs. The decomposition and theGFs of the three families is summarized
in Table 2.
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Fig. 5 – A double tree and its decomposition.

Family Developement Compact expression

T�−� 1+ 1
uB2T2 + 1

u2 B4T4 + . . . 1/(1− T2B2/u)

T�−� B2 + 1
uB4T2 + 1

u2 B6T4 + . . . B2/(1− T2B2/u)

T�−� 1
uT2 + 1

u2 B2T4 + 1
u3 B4T6 + . . . 1

uT2/(1− T2B2/u)

Tab. 2 – GFs for double trees.

To conclude, the family ofpointednon-crossing treesT • is built pointing a dangling over each
tree. In this case, the associated GF isT• = z ∂

∂zT. Similar definitions can be done for the familyB.
Pointing a dangling define a unique path between this distinguished dangling and the root of the tree.

7.4 Proof of Theorem 7.1

The steps towards the proof of Theorem 7.1 are developed in Sections 7.4.1, 7.4.2, and 7.4.3.
Basically, we start characterizing the combinatorial decomposition in terms of plane trees. This
combinatorial decomposition is exploited in Proposition 7.2 of Section 7.4.1 in order to count irredu-
cible 2-zone decompositions. The constantC(Σ) is related to the enumeration of cubic maps [3,21].
Bounds forC(Σ) are given in Section 7.4.2 (see Proposition 7.4). Finally,we prove in Section 7.4.3
that the asymptotic of|RΣ(k)| coincides with the one obtained for irreducible 2-zone decompositions.
The argument uses a double induction on the number of boundaries and the genus of the surface,
and Lemma 5.3 of Section 5.

7.4.1 Combinatorial decomposition and enumeration

We use the notation and definitions introduced in Section 7.3(i.e., families of trees, double trees
and pointed trees, and the corresponding GFs). To simplify the notation, we denote byPΣ(k,m)
the set of irreducible 2-zone decompositions ofΣ with k vertices andm blocks. We writepΣk,m for
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the cardinal of this set. LetpΣk =
∑

m>0 pΣk,m. The GF associated to the numberspΣk,m is denoted by

PΣ(z, u). We denote bySΣ the set of rooted maps onΣ with β(Σ) faces, whose vertices are bicolored
(either� or�) and have degree at least 3. In particular, endpoints of a given edge can have the same
color. This notation is used in Sections 7.4.3, 7.5.1, and 7.5.2. Observe that in our framework, each
map hasβ(Σ) roots, in contrast to the classical theory of enumeration of rooted maps (where a unique
root is considered).

Applying Euler’s formula for maps onΣ imples that|SΣ| is finite, because the number of faces
is fixed. It is also obvious that ifSM is the scheme associated to a mapM, thenSM ∈ SΣ. These
observations provide a way to establish a combinatorial bijection, that can be exploited to obtain the
enumeration ofPΣ. More concretely, each elementM can be constructed from an elementS of SΣ
in the following way :

1. For an edge ofS with both end-vertices of type�, we paste a double tree of type� − � along
it. Similar operations can be realized for edges with end-vertices{�,�} and{�,�}.

2. For a block vertexv of S, not incident with any root, we paste d(v) elements ofT (identifying
the roots of trees inT with v), one in each region determined by consecutive half-edges.

3. For a set of roots with an end-point in the same block vertexv, we paste an element ofT •
along each one of the roots (the marked leaf determines whichis the dangling root). Overv
we paste trees ofT as we have done in the previous case. We do not paste trees between a root
and a half-edge ofS. A similar operation is done if the vertex is of type�.

This construction is shown for a concrete example in Figure 6. Let us introduce some notation.

Fig. 6 – The decomposition into bicolored trees and the associated scheme.

Consider an elementS of SΣ. Let v1(S), v2(S) be the set of block vertices and non-polygon vertices
of S, respectively. WriteB(S),W(S) for the number of roots which are incident with a vertex of type
� and�, respectively. In particular,B(S)+W(S) = β(Σ). Denote bye1(S) the number of edges inS
of type� − �. We similarly definee2(S) ande3(S) for edges of type� − � and� − �, respectively.
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Observe thate1(S)+ e2(S)+ e3(S)+ B(S)+W(S) is the number of edges ofS, that ise(S) = |E(S)|.
For a vertexx of S, denote byr(x) the number of roots which are incident with it.

The previous decomposition provides a direct way to obtain the desired enumeration.

Proposition 7.2 LetΣ be a surface with boundary. Then the coefficient[zk]PΣ(z, 1) has an asympto-
tic expansion of the form

[zk]PΣ(z, 1) = pΣk =k→∞
C(Σ)

Γ (−3χ(Σ)/2+ β(Σ))
k−3χ(Σ)/2+β(Σ)−14k(1+ O(k−1/2)), (4)

where C(Σ) is a function depending only onΣ.

Proof: According to the previous observations,PΣ(z, u) can be written in the following form : for
eachS ∈ SΣ, we replace edges (not roots) with double trees, roots with pointed trees, and vertices
with sets of trees. More concretely, the GF we obtain is

∑

S∈SΣ
u|v1(S)|Te1(S)

1 Te2(S)
2 Te3(S)

3

(

T
u

)

∑

x∈v1(S)(d(x)−2r(x))

B
∑

y∈v2(S)(d(y)−2r(y))

(

T•

u

)B(S)

(B•)W(S)
. (5)

Observe that termsT andT• appear divided byu. The reason is that we paste non-crossing trees
through the root, which is a block vertex. In order to do it, wedelete the corresponding block vertex,
we paste the trees identifying their roots without countingthe root, and finally we add the total
number of block vertices (thus the termu|v1(S)|). To obtain the asymptotic behavior in terms of the
number of danglings, we writeu = 1 in Equation (5). To study the resulting GF, we need the
expression of each factor of Equation (5) when we writeu = 1. In Table 3 all the expressions
are shown. This table is built from the expressions forT and B deduced in Lemma 7.3 and the
expressions for double trees in Table 2. The GF in Equation (5) is a finite sum (a total of|SΣ|

GF Expression

T1(z) 1/16(1− 4z)−1/2 − 1/8(1− 4z)1/2 + 1/16(1− 4z)3/2

T2(z) 1/4(1− 4z)−1/2 + 1/2+ (1− 4z)1/2

T3(z) z2
(

1/16(1− 4z)−1/2 − 1/8(1− 4z)1/2 + 1/16(1− 4z)3/2
)

T(z) 1/(2z)(1− (1− 4z)1/2)

B(z) 1/2
(

1− (1− 4z)1/2
)

T•(z) 1/z(1− 4z)−1/2 − 1/(2z2)(1− (1− 4z)−1/2)

B•(z) (1− 4z)−1/2

Tab. 3 – Univariate GF for all families of trees.

terms), so its singularity is located atz= 1/4 (since each addend has a singularity at this point). For
each choice ofS,

T(z, 1)
∑

x∈v1(S)(d(x)−2r(x))B(z, 1)
∑

y∈v2(S)(d(y)−2r(y)) =

f (S)
∑

n=0

fn(z)(1− 4z)n/2, (6)
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where the positive integerf (S) depends only onS, fn(z) are functions analytic atz = 1/4, and
f0(z) , 0 atz= 1/4. For the other multiplicative terms, we obtain

T1(z, 1)e1(S)T2(z, 1)e2(S)T3(z, 1)e3(S)T•(z, 1)B(S)B•(z, 1)W(S) = GS(z)(1− 4z)−
e(S)

2 + . . . , (7)

whereGS(z) is an analytic function atz= 1/4. The reason of this fact is that each GF in the previous
formula can be written in the formp(z)(1−4z)−1/2+ . . . , wherep(z) is a function analytic atz= 1/4,
ande1(S)+ e2(S)+ e3(S)+ B(S)+W(S) is the total number of edges. Multiplying Equation (6) and
Expression (7) we recover the contribution of a mapS in PΣ(z, 1). More concretely, the contribution
of a single mapS to Equation (5) can be written in the form

gS(z)(1− 4z)−e(S)/2 + . . . ,

wheregS(z) is an analytic function atz = 1/4. From Equation (1), the maps giving the greatest
contribution to the asymptotic ofpΣk are the ones which maximize the value ofe(S). Applying Euler’s

formula (recall that all maps inSΣ haveβ(Σ) faces) onΣ gives that these maps are the ones where
each vertex have degree 3 (i.e., cubic maps). In particular,cubic maps withβ(Σ) faces andβ(Σ) roots
have 2β(Σ)−3χ(Σ) edges. Hence, as a consequence of the Transfer Theorem for singularity analysis,
the singular expansion ofPΣ(z, 1) atz= 1/4 is

PΣ(z, 1) =z→1/4 C(Σ)(1− 4z)3χ(Σ)/2−β(Σ)
(

1+ O((1− 4z)1/2)
)

, (8)

whereC(Σ) =
∑

S∈SΣ gS(1/4). Applying the Transfer Theorem in this expression yieldsthe claimed
result. �

7.4.2 BoundingC(Σ) in terms of cubic maps

In this section we obtain bounds forC(Σ). A more refined analysis over functionsgS(z) provides
upper bounds forC(Σ). This is done in the following proposition :

Proposition 7.3 The function C(Σ) defined in Proposition 7.2 satisfies

C(Σ) ≤ 2β(Σ)|SΣ|. (9)

Proof: For eachS ∈ SΣ, we obtain bounds forgS(1/4). We use Table 4, which is a simplification of
Table 3. We are only concerned now about the constant term of each GF. Table 4 brings the following
information : the greatest contribution from double trees,trees, and families of pointed trees comes
from T�−�, T , andT •, respectively. The constants are 1/4, 2, and 4, respectively. Each cubic map
has 2β(Σ) − 3χ(Σ) edges (β(Σ) of them being roots) andβ(Σ) − 2χ(Σ) vertices (β(Σ) of them being
incident with roots). This characterization provides the following upper bound forgS(1/4) :

gS(1/4) ≤
(

1
4

)2β(Σ)−3χ(Σ)−β(Σ)
2−3·2χ(Σ)+β(Σ)4β(Σ) = 2β(Σ). (10)

�
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GF Expression Developement atz= 1/4

T1(z) 1/16(1− 4z)−1/2 + . . . 1/16(1− 4z)−1/2 + . . .

T2(z) 1/4(1− 4z)−1/2 + . . . 1/4(1− 4z)−1/2 + . . .

T3(z) z2/16(1− 4z)−1/2 + . . . 1/256(1− 4z)−1/2 + . . .

T(z) 1/(2z) + . . . 2+ . . .

B(z) 1/2+ . . . 1/2+ . . .

T•(z) 1/z(1− 4z)−1/2 + . . . 4(1− 4z)−1/2 + . . .

B•(z) (1− 4z)−1/2 (1− 4z)−1/2

Tab. 4 – A simplification of Table 3 used in Proposition 7.2.

The value ofSΣ can be bounded using the results in [3, 21]. Indeed, Gao showsin [21] that the
number of rooted cubic maps withn vertices in an orientable surface of genus5 g is asymptotically
equal to

tg · n5(g−1)/2 · (12
√

3)n,

where the constanttg tends to 0 asg tends to∞ [3]. A similar result is also stated in [21] for non-
orientable surfaces. By duality, the number of rooted cubicmaps in a surfaceΣ of genusχ(Σ) with
β(Σ) faces is asymptotically equal totχ(Σ) · β(Σ)5(χ(Σ)−1)/2 · (12

√
3)β(Σ). This value is clearly bounded

by γ(Σ)O(γ(Σ)).
To conclude, we observe that the elements ofSΣ are obtained from rooted cubic maps withβ(Σ)

faces by adding a root on each face different from the root face. Observe that each edge is incident
with at most two faces, and that the total number of edges is−3χ(Σ). Consequently, the number of
ways of rooting a cubic map withβ(Σ) − 1 unrooted faces is bounded by

(−6χ(Σ)
β(Σ)−1

)

, which is bounded

by γ(Σ)O(γ(Σ)).
By the above discussion, the following proposition holds.

Proposition 7.4 The constant C(Σ) verifies

C(Σ) ≤ tχ(Σ) · β(Σ)5(χ(Σ)−1)/2 · (12
√

3)β(Σ)
(

−6χ(Σ)
β(Σ) − 1

)

2β(Σ).

In particular, C(Σ) = γ(Σ)O(γ(Σ)).

Combining Propositions 7.2 and 7.4, we obtain that

pΣk ≤k→∞
C(Σ)

Γ (3/2γ(Σ) + β(Σ) − 3)
· k3/2γ(Σ)+β(Σ)−4 · 4k, (11)

whereC(Σ) = γ(Σ)O(γ(Σ)) is a function depending only onΣ.

5thegenus g(Σ) of an orientable surfaceΣ is defined asg(Σ) = γ(Σ)/2 (see [24]).
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7.4.3 Irreducibility vs reducibility

For conciseness, we use the notationa(Σ) to denote the constant term which appears in all the
asymptotic expressions in Section 7.3.

For a non-irreducible regular elements of RΣ (recall Lemma 7.2) there is a non-contractible
cycleS1 contained in a white 2-dimensional region ofs. Additionally, s induces a regular 2-zone
decomposition over the surfaceΣSS1 = Σ′, which can be irreducible or not. By Lemma 7.1, each
element ofRΣ′ defines an element onRΣ. To prove that irreducible 2-zone decompositions overΣ
give the maximal contribution to the asymptotic, we apply a double induction argument on the pair
(γ(Σ), β(Σ)). The critical point is the initial step, which corresponds toγ(Σ) = 0 :

Proposition 7.5 LetΣ be a surface obtained from the sphere deletingβ disjoints disks. Then

|RΣ(k)| ≤k→∞ |PΣ(k)|.

Proof: Induction onβ. The caseβ = 1 corresponds to the disk. We deduced in Section 7.3 the exact
expression forPΣ(z, u) (see Equation (3)). In this case the equality|RΣ(k)| = |PΣ(k)| holds for every
value ofk. Let us consider now the caseβ = 2, which corresponds to the cylinder. From Equation
(11), the number of irreducible 2-zone decompositions overthe cylinder verifies

|PΣ(k)| =k→∞ a(Σ) · k · 4k(1+ O(k−1/2)). (12)

Let us calculate upper bounds for the asymptotic of non-irreducible 2-zone decompositions on a
cylinder. A non-contractible cycleS1 on a cylinder separates it into a pair of cylinders. In other words
Σ′ = ΣSS1 is a pair of disks. The asymptotic in this case is of the form [zk]T(z, 1)2 =k→∞ O(k−3/24k).
The subexponential term in Equation (12) is greater, so the claim of the proposition holds forβ = 1.

Let us proceed to apply the inductive step. Letβ > 1 be the number of boundaries ofΣ. A non-
contractible cycleS1 always separatesΣ into two connected components, namelyΣ1 andΣ2. Let
β1, β2 < β be the number of boundaries ofΣ1 andΣ2, respectively. By induction hypothesis,

|RΣ j (k)| ≤k→∞ |PΣ j (k)|,

for j = 1, 2. Consequently, we only need to deal with irreducible decompositions ofΣ1 andΣ2. The
GF of 2-zone regular decompositions that reduces to decompositions overΣ1 andΣ2 has the same
asymptotic asPΣ1(z, 1) · PΣ2(z, 1). The estimate of its coefficients is

[zk]PΣ1(z, 1) · PΣ2(z, 1) ≤ a(Σ1) · a(Σ2)[zk](1 − 4z)−5/2β1+3 · (1− 4z)−5/2β2+3 =k→∞ O
(

k5/2β−7 · 4k
)

.

Consequently, the above term is smaller thanpΣk whenk is large enough (the value is of the form
(

k5/2β−44k
)

, and does not depend on howΣ is cut. �

The next step is to adapt the previous argument to surfaces ofgenus greater than 0. LetΣ be a
surface with boundary and Euler genusγ(Σ). Consider a non-contractible cycleS1 and the resulting
surfaceΥ = ΣSS1. Two situations can occur :
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1. Υ is connected andβ(Υ) = β(Σ). In this case, the Euler genus has been decreased by either 1
if the cycle is one-sided or by 2 if the cycle is two-sided. This result appears as Lemma 4.2.4
in [24].

2. The resulting surface is not connected,Υ = Υ1⊔Υ2. In this case, the total number of bounda-
ries isβ(Υ) = β(Υ1) + β(Υ2). By Lemma 5.3,γ(Σ) = γ(Υ1) + γ(Υ2) − 2.

The induction argument distinguishes between these two cases : ifΥ = ΣSS1 is connected, by
induction on the genus,|RΥ(k)| ≤k→∞ |PΥ(k)|. Additionally, by Expression (11), an upper bound for
|PΥ(k)| is

[zk]PΥ(z, 1) = a(Υ) · k3/2γ(Υ)+β(Υ)−4 · 4k(1+ O(k−1/2)) =k→∞ O
(

k3/2γ(Σ)+β(Σ)−4 · 4k
)

.

If Υ is not connected, thenΥ = Υ1⊔Υ2, β(Σ) = β(Υ)−2 = β(Υ1)+β(Υ2), andγ(Σ) = γ(Υ1)+γ(Υ2).
Again, by induction hypothesis we only need to look at the irreducible ones. Consequently,

[zk]PΥ1(z, 1)PΥ2(z, 1) = a(Υ1) · a(Υ2)[zk](1 − 4z)−3/2(γ(Υ1)+γ(Υ2))−(β(Υ1)+β(Υ2))+6.

The exponent of (1−4z) can be written as−3/2γ(Σ)−β(Σ)+6. Consequently, the value [zk]PΥ1(z, 1)PΥ2(z, 1)
is bounded, fork large enough, by

k3/2γ(Σ)+β(Σ)−6−1 · 4k = k3/2γ(Σ)+β(Σ)−7 · 4k = O
(

k3/2γ(Σ)+β(Σ)−4 · 4k
)

.

Hence the contribution is smaller than the one given by|PΣ(k)|, as claimed.

7.5 Additional constructions

So far, we enumerated families of non-crossing partitions with boundary. Here, we first deal in
Section 7.5.1 with a set of additional vertices that play therole of apices(cf. the last paragraph of
Section 6). Secondly, we show in Section 7.5.2 how to extend the enumeration from non-crossing
partitions to non-crossing packings. In both cases, we showthat the modifications over genera-
ting functions (GFs for short) do not depend on the surfaceΣ where non-crossing partitions are
considered. The analysis consists in symbolic manipulation of GFs and application of singularity
analysis over the resulting expressions. Finally, we provide the resulting asymptotic estimation in
Section 7.5.3.

The first problem can be stated in general as follows : for a sequence of positive numbers{pk,r },
such that we know the GF

∑

k,r>0 pk,rzkur , we want to estimate the value of
∑k

r=1 r l pk,r for a fixed
valuel. This problem arises from the fact that we have a set of vertices (theapices), such that every
vertex of the set can be associated to an arbitrary block of a non-crossing partition. The details of the
analysis of this problem are done in Section 7.5.1. Basically, this problem only introduces a variation
in the subexponential term of the asymptotic stated in Theorem 7.1.

The second problem consists in generalizing from non-crossing partitions to non-crossing pa-
ckings. In other words, for a fixed number ofk vertices, fix an arbitrary subset ofi ≤ k vertices, and
consider the set of non-crossing partitions onΣ on this set ofi vertices. This value is precisely|ΠΣ(i)|.
Among the total set ofk vertices, this set ofi vertices can be chosen in

(

k
i

)

ways. Hence, we want to
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estimate the sum
∑k

i=0

(

k
i

)

|ΠΣ(i)|. Observe that this construction is quite close to Bell numbers, which
count the number of ways a set ofk elements can be partitioned into nonempty subsets. The details
of the analysis can be found in Section 7.5.2. In this case, a combinatorial trick (Lemma 7.4) shows
that the modification only affects the base of the exponential term.

7.5.1 Dealing with a set of “apices”

Due to the definition of surface cut decomposition, we need tomodify the familyPΣ of irre-
ducible 2-zone decompositions in the following way : consider a set ofl vertices{1, 2, . . . , l} = [l]
disjoint from the set of vertices overΣ. This set of vertices is called set ofapices. For every value
of k we want to count the number of pairs (sr , f ), wheresr ∈ PΣ(k) hasr blocks, andf is an ar-
bitrary applicationf : [l] → [r]. The number of such pairs is

∑k
r=1 r l pΣk,r (recall that the number

of irreducible 2-zone decompositions withk vertices andr blocks ispΣk,r , and the associated GF is
PΣ(z, u)). The aim of this section is to obtain estimates for this sum. This problem can be stated in
the following equivalent way : letF(z, u) be a GF with expansionF(z, u) =

∑

k,r≥0 fk,rzkur , such that
[zkur ]F(z, u) = 0 if r > k. For a non-negative integerl, we want to estimate the sum

k
∑

r=0

r l fk,r = [zk]
∑

k≥0

∞
∑

r=0

r l fk,rz
kur

∣

∣

∣

u=1
,

for k large enough. LetΘ be the pointing operator on the second variable :ΘF(z, u) = u ∂
∂uF(z, u) =

uFu(z, u). Applying l times the operatorΘ overF(z, u) givesΘlF(z, u) =
∑∞

k,m≥0 ml fk,rzkum, so our
problem consists in estimating [zk]ΘlF(z, u)

∣

∣

∣

u=1
. The strategy we use to obtain the estimate consists

in simplifying this expression up to a function from which weknow to get the asymptotic. Firstly,
observe thatΘl can be written as

∑l
i=1 qi(u) ∂

i

∂ui , whereqi(u) is a polynomial onu. For i = l, the value
of ql(u) is ul . We show that the greatest contribution to the enumeration comes from the termi = l.
As a consequence, we only need to deal withul ∂l

∂ul F(z, u). To do this, it is also convenient to observe
the following : forb < a positive real numbers, the asymptotic of (1− 4z)−a is greater than the one
for (1 − 4z)−b : from the Transfer Theorem for singularity analysis (Equation (1)), both GFs have
an exponential growth of the form 4k. However, their asymptotic growth is not the same : while the
first one has a subexponential growth of the formka−1, the second one is of the formkb−1, which
is smaller. Generalizing this to a linear combination of terms of the form (1− 4z)−ai , whereai is a
positive real number, the asymptotic of the whole function comes from the valueai with the greatest
modulus.

Let us return to studyPΣ(u, z). Observe that GFs for double trees can be factorized in the follo-
wing way (consult Table 2) :

G(z, u)

1− 1
uT2B2/u

=
−2uz2G(z, u)

((u+ 1) z− 1)
√

(z(1− u) − 1)2 − 4zu+ z2(u− 1)2 − 2z(u+ 1)+ 1
,

whereG(z, u) is either 1,T2/u or B2. For conciseness, writef = (z(1 − u) − 1)2 − 4zu, g =
((u+ 1) z − 1) andh = z2(u − 1)2 − 2z(u + 1) + 1. The previous formula can be written in the
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form −2uz2G(z, u)/(h + g
√

f). Additionally, g(z, 1) = 2z− 1, f(z, 1) = 1 − 4z andh(z, 1) = 1 − 4z.
For u = 1, the smallest singularity of the function is located atz = 1/4, where function

√
f ceases

to be analytic. Consequently, the source of the singularityon a double tree comes exclusively from
the term

√
f. Furthermore, when we writeu = 1, the smallest singularity of every derivative (with

respect tou) of −2uz2G(z, u)/(h+ g
√

f) is located atz= 1/4, because the denominator is always the
same (possibly with a greater exponent). A similar argumentapplies to the families of pointed trees
(same behavior,f−1/2).

Taking into account this, and rationalizing the previous expressions, Expression (5) can be writ-
ten in the form

PΣ(z, u) =
∑

S∈SΣ

(

gS(z, u)f−e(S)/2 + . . .
)

,

where “. . . ” means that the exponent of the other terms is smaller in modulus (and they give smaller
contributions to the asymptotic enumeration). Observe that g(z, u) is analytic at (z, u) = (1/4, 1), and
satisfies thatgS(z, 1) = gS(z). This presentation forPΣ(z, u) is the correct one to deal with the operator
Θl : observe that the greatest contribution (using the Transfer Theorem) comes from cubic maps,
which are the ones with maximize the number of edges (i.e., the valuee(S) = 3γ(Σ) + 2β(Σ) − 6).
For conciseness on the formulas, until the end of this section we writee= 3γ(Σ) + 2β(Σ) − 6.

We need to study the derivative∂
l

∂ul

(

gS(z, u)f−e/2
)

, which is the main contribution of each cu-

bic map. When we apply this derivative overgS(z, u)f−e/2, the greatest contribution comes from
gS(z, u)ul ∂

∂ul f
−e/2, because this term maximizes the exponent (in modulus) of the singular term. In

this case, the singular term with greatest exponent corresponds to

ulgS(z, u)
(−1)lΓ(e/2+ l)
Γ(e/2)

(fu(z, u))l

f(z, u)e/2+l
,

wherefu(z, u) is the derivative off with respect tou. Writing u = 1, the previous expression is
simplified into

gS(z)
Γ(e/2+ l)
Γ(e/2)

(2z)l

(1− 4z)e/2+l
.

To estimate the value of thek-th coefficient of the previous GF, we apply the Transfer Theorem for
singularity analysis (Equation (1)), obtaining

gS(1/4)
1

Γ(e/2)
2−l · ke/2+l−1 · 4k(1+ O(k−1/2)).

To conclude, recall that this above term is the contributionof a single cubic map. Summing over all
cubic maps, we obtain the following proposition :

Proposition 7.6 Let pΣk,r be the number of irreducible2-zone decompositions ofΣ. For a fixed posi-
tive integer l, the following asymptotic approximation holds :

k
∑

r=1

r l pΣk,r =k→∞
C(Σ) · 2−l

Γ(3γ(Σ)/2+ β(Σ) − 3)
· k3γ(Σ)/2+β(Σ)−4+l · 4k(1+ O(k−1/2)), (13)

where an upper bound for C(Σ) is stated in Proposition 7.3.
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7.5.2 Bell structures : from partitions to packings

For a fixed number ofk vertices, fix an arbitrary subset ofi ≤ k vertices, and consider the
set of non-crossing partitions overΣ using this set ofi vertices. This value is preciselypΣi . This

set of i vertices can be chosen in
(

k
i

)

ways. Consequently, we want to estimate the sum
∑k

i=0

(

k
i

)

pΣi .
Observe that this construction is quite close to Bell numbers, which count the number of ways a
set ofk elements can be partitioned into nonempty subsets. The mainresult of this section uses the
following combinatorial trick :

Lemma 7.4 Let A(z) =
∑

n>0 anzn. Then the sum
∑n

i=0

(

n
i

)

ai is [zn] 1
1−zA( z

1−z).

Proof: It is a consequence of the Taylor development of1
1−zA( z

1−z) and the relation zn

(1−z)n+1 =
∑∞

i=0

(

n+i
i

)

zn+i , which can be proved by induction. �

Consequently,PΣ(z, 1) is modified via Lemma 7.4 to obtain the GF for the numbers
∑k

i=0

(

k
i

)

pΣi .

The singularity ofPΣ(z, 1) is located atz = 1/4, and therefore the singularity of11−zPΣ(z/(1− z), 1)
is located atz = 1/5. Its singular behavior (i.e., the singular exponent) is the same as the one for
PΣ(z, 1). The modification is made only on the position of the singularity, and not on its nature.

Summarizing, the estimate of
∑k

i=0

(

k
i

)

pΣi for k big enough has exponential term equal to 5k,

and subexponential term equal to the one ofpΣk . In other words, we have proved the following
proposition :

Proposition 7.7 The following estimate holds :

∑k
i=0

(

k
i

)

pΣi
pΣk

=k→→∞

(

5
4

)k+1
(

1+ O(k−1/2)
)

.

7.5.3 Putting the pieces together

Combining the univariate asymptotic obtained in Theorem 7.1 with the constructions described
above (Propositions 7.6 and 7.7 in Sections 7.5.1 and 7.5.2,respectively) we obtain the following
theorem, which gives the bound on the size of the tables when using surface cut decompositions :

Theorem 7.2 Let ΠΣ,l(k) be the set of non-crossing partitions ofΣ with k vertices and a set of l
apices. Then the value

∑k
i=0

(

k
i

) ∣

∣

∣ΠΣ,l(k)
∣

∣

∣ is upper-bounded, for large k, by

C(Σ)
22+lΓ (3/2γ(Σ) + β(Σ) − 3)

· k3/2γ(Σ)+β(Σ)−4+l · 5k+1, (14)

where C(Σ) is a function depending only onΣ that is bounded byγ(Σ)O(γ(Σ)).
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8 Conclusions and Open Problems

Our results can be summarized as follows.

Theorem 8.1 Given a problem P belonging to Category (C) in a graph G embedded in a surface of
Euler genusγ, with bw(G) ≤ k, the size of the tables of a dynamic programming algorithm to solve
P on a surface cut decomposition of G is bounded above by2O(k) · kO(γ) · γO(γ).

As we mentioned, the problems tackled in [11] are those in Category (B), which are included
in Category (C). As a result of this, we reproduce all the results of [11]. Moreover, as our approach
does not use planarization, our analysis provides algorithms where the dependence on the Euler
genusγ is better than the one in [11]. In particular, the running time of the algorithms in [11] is
2O(γ·bw+γ2·log(bw)) · n, while in our case the running time is 2O(bw+γ·log(bw)+γ·logγ) · n.

Dynamic programming is important for the design of subexponential exact or parameterized
algorithms. Using the fact that bounded-genus graphs have branchwidth at mostO(

√
γ · n) [18], we

derive the existence of exact algorithms inO∗(2O(
√
γn+γ·log(γ·n))) steps for all problems in Category (C).

Moreover, using bidimensionality theory (see [9, 10]), on can derive 2O(γ·
√

k+γ·log(γ·k)) · nO(1) step
parameterized algorithms for all bidimensional problems in Category (C).

Note that the running time of our algorithms is conditioned by the construction of an appropriate
surface cut decomposition. This preprocessing step takes 23k+O(logk)n3 steps by Theorem 6.1 of Sec-
tion 6. Finding an alternative preprocessing algorithm with better polynomial dependance remains
open.

A natural extension of our results is to consider more general classes of graphs than bounded-
genus graphs. This has been done in [13] for problems in Category (B), where the tables of the
algorithms encode pairings of the middle set. To extend these results for problems in Category (C)
(where tables encode subsets of the middle set), using the planarization approach of [13], appears to
be a quite complicated task. We believe that our surface-oriented approach could be more successful
in this direction.

Notice that Categories (A), (B), and (C) can be seen as the first levels of a more general hierarchy
of dynamic programming algorithms designed for gradually more complicated combinatorial pro-
blems. For instance, higher level classes of algorithms canbe defined for tables encoding connected
pairings (or even connected packings) of subsets of the middle set. In a sense, what we prove in this
paper is the collapse of the time bounds in Category (C) to those in Category (A) when inputs are
topologically restricted. It seems to be an interesting task to define such a hierarchy and to check
whether this collapse extends to its higher levels.
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