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Résumé :Dans cet article nous construisons dfimmeworkpour résoudre une classe trés large de
problémes d’optimisation dans les graphs plongeablesuansurface, en utilisant des algorithmes
de programmation dynamique sur des décompositions enteandn graphe eglongeabledans
une surfac& s'il peut étre dessiné daissans croisements d’arétes. Les graphes planaires corres-
pondent au cas quarkiest la sphére. Informellement, aiécomposition en branchel&un graphe
est une décomposition de ce graphe sous forme d’un arbrsi.lAlargeur de branchegen anglais,
branchwidth mesure sa “proximité” avec un arbre. Etant donné une déositipn en branches de
largeurk d’un graphe & sommets, de nombreux problémes peuvent étre résolus ea BP9 .n
en utilisant programmation dynamique. Se “débarrassefadieur log est trés desirable mais ne
pas toujours possible; typiqueméndoit avoir “peu d'arétes” et le probleme ne doit pas étregtro
compliqué”. Les algorithmes en tempd*2 - n s’appellensimple-exponentiels

Nous développons une approche pour concevoir des alg@sthsimple-exponentiels pour la
classe des graphes plongeables dans une surface et pouokliéses tels que lgablesde la pro-
grammation dynamique encodent partitions d’ensembleshengts. Ce résultat élargi remarqua-
blement la classe de problémes simple-exponentiels etqogkt améliore plusieurs algorithmes
éxistants. L'ingredient principal de I'approche est la diéifin dessurface cut decompositionsne
décomposition en branches pour les graphes dans les sugiaiggenéralise lesphere cut decompo-
sitionsdéfinies par Seymour et Thomas pour les graphes planairesristruction desurface cut
decompositionatilise un outil topologique appeli@éécomposition polyhedriquke résultat princi-
pal est que si la programmation dynamique se fait sursumniace cut decompositipalors le temps
d’exécution est simple-exponentiel. Pour prouver cetdppeté, on utilise des techniques de la théo-
rie topologique des graphes et de combinatoire analytigag@articulier, on étend ledructures de
Catalan(qui comptent lemon-crossing partitionslans les graphes planaires) pour les graphes dans
les surfaces.
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Mots-clés : ALgorithmes parametrées, combinatoire analytique, ggaglans les surfaces, largeur
de branches, programmation dynamique, méthode symbofiquitions non-croiseés.
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Dynamic Programming for Graphs on Surfaces

Abstract: We provide a framework for the design di® - n step dynamic programming algorithms
for surface-embedded graphsmuertices of branchwidth at mokt Our technique applies to graph
problems for which dynamic programming uses tables engpsk partitions. For general graphs,
the best known algorithms for such problems run #!9% . n steps. That way, we considerably
extend the class of problems that can be solved by algoritfimse running times havesingle ex-
ponential dependenam branchwidth, and improve the running time of severaltexgsalgorithms.
Our approach is based on a new type of branch decompositite cairface cut decompositipn
which generalizes sphere cut decompositions for plangrhgraand where dynamic programming
should be applied for each particular problem. The con8tmof such a decomposition uses a new
graph-topologicaltool calledolyhedral decompaositioif he main result is that if dynamic program-
ming is applied on surface cut decompositions, then the tiepeendence on branchwidthdgigle
exponentialThis fact is proved by a detailed analysis of how non-craggiartitions are arranged
on surfaces with boundary and uses diverse techniques fipaidgical graph theory and analytic
combinatorics.

Key-words: Parameterized algorithms, analytic combinatorics, gsagph surfaces, branchwidth,
dynamic programming, polyhedral embeddings, symbolicwmetnon-crossing partitions.
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1 Introduction

One of the most important parameters in the design and asaygraph algorithms is the
branchwidth of a graph. Branchwidth, together with its twarameter of treewidth, can be seen as
a measure of the topological resemblance of a graph to altsealgorithmic importance has its
origins in the celebrated theorem of Courcelle (see e.. $8jting that graph problems expressible
in Monadic Second Order Logic can be solved {bw) - n (herebw is the branchwidfhandn is the
number of vertices of the input graph). Using the paramatdrcomplexity terminology, this implies
that a huge number of graph problems are fixed-parametdaldacwhen parameterized by the
branchwidth of their input graph. As the bounds f@low) provided by Courcelle’s theorem are huge,
the design of tailor-made dynamic programming algorithorsspecific problems, so th&{bw) is
a simple (preferably single exponential) function, becamatural (and unavoidable) ingredient for
many papers on algorithms design (see [2,5,12,29]).

Dynamic programming. Dynamic programming is applied in a bottom-up fashion on @ed
branch decomposition of the input graph, that roughly is g tsadecompose the graph into a tree
structure of edge bipartitions (the formal definition is iec8on[2). Each bipartition defines a sepa-
rator of the graph callethiddle setof cardinality bounded by the branchwidth of the input drap
The decomposition is routed in the sense that one of the phetach bipartition is the “lower part
of the middle set”, i.e. the so-far processed one. For eagphgproblem, dynamic programming
requires the suitable definition of tables encoding how mitdé(global) solutions of the problem
are restricted in the middle set and the corresponding Ipaer The size of these tables reflects
the dependence d&fw in the running time of the dynamic programming. Defining thielés is not
always an easy task, as they depend on the particularitieaaf problem (some typical examples
are shown in Sectidn 3). In many cases, problems are groogethier according to the similarities
in the way to treat them, and usually this leads to distingtaupounds for the functioh(bw). We
define the following categories of dynamic programming gthms (belowS denotes a the middle
set of a branch decomposition) :

(A) those where the tables encode a fixed numbereofex subsets 8 ;
(B) those where the tables encode a fixed numbepahected pairings of vertices 8f and
(C) those where the tables encode a fixed numbeoohected packings & into sets

In Categories (B) and (C), by the teroonnectedor the pairings (resp. packings) we mean that
they correspond to a packing of paths (resp. trees) in therlpart of the middle se$. The above
classification also induces a classification of graph probkldepending on whether they can be sol-
ved by some algorithm in some of the above categories. Ttitédeiour presentation, we present
in Sectior 8 the dynamic programming algorithms for a probie Category (A) and a problem in
Category (C). Notice that the problems in Category (A) bglalso to Category (B), and problems
in Category (B) are also problems in Category (C). Cleatlg, size of the tables for problems in
Category (A) is a single exponential function of the middi¢ size. Therefore, for such problems

1The original statement of Courcelle’s theorem used therparer of treewidth instead of branchwidth. The two parame-
ters are approximately equivalent, in the sense that thésameonstant factor approximation of the other [25].
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we have thaf (ow) = 2°®"), Such problems are, for instance, 8:GriNG, VERTEX CoVER, DOMINA-
TING SET, Of INDEPENDENT SET, WhOSe common characteristic is that the certificate of thetien is a
set (or a fixed number of sets) of vertices whose choice isewtticted by some global condition.
Unfortunately, when connectivity conditions are applita@, tables of the dynamic programming are
of size 2EW10gbw) or more. This happens because one needs to encode moreatitorran the
way a possible solution of the problem is situated in the heidétS, which usually classifies the
problems in categories (B) or (C). Typical problems in CatgdB) are Longest Parn and Himicro-
NiaN CycLg, where pairings correspond to the connected portions diiieo to the lower part of the
middle set. Typical problems in Category (C) arexSectep VerTEx Cover and MaxiMum INDUCED
Fores1, where the connected portions of a solution may be identifjeskts of arbitrary cardinality.
For Category (B), the size of the tables is lower-boundecdhleynumber of perfect matchings of a
complete bipartite graph dfvertices, that is by 299 For Category (C), the size of the tables is
lower bounded by thi-th Bell number, that is again lower-bounded %94, In both cases, this
implies algorithms wheré (bw) = 20(w-ogbw)

Single-exponentiality : results and techniques. The most desired characteristic of any dynamic
programming algorithm is the single exponential depend@mcthe branchwidth of the input graph
(according to the results in [23], this dependence is optimamany combinatorial problems).
Exponential dependence is trivial for problems in Catedé)y and may become possible for the
other two categories when we take into accountdtrectural propertiesf the input graph. For
planar graphs, the first step in this direction was done i} fé4 problems in Category (B) and
certain problems in Category (C) such ag¥r TSP (see [27] for extensions of this technique for
more problems in Category (C)). The idea in [14] is to use &igpeype of branch decomposition
calledsphere cutdecomposition (introduced in [28]) that can guarantee tthatpairings are non-
crossing pairings (because of the connectivity demandjrata virtual edge-avoiding cycle (called
noos@ of the plane wher& is embedded. This restricts the number of tables correspgrid a
middle set of siz& by thek-th Catalan number, which 8ngle-exponentiah k. The same approach
was extended for graphs of Euler genus [11] for problems in Category (B). The idea was to
perform aplanarizatiorof the input graph by splitting the potential solution intonaosty pieces
and then applying the sphere cut decomposition technigy&4dfto a more general version of
the problem where the number of pairings is still boundeddmes Catalan number. This made it
possible to avoid dealing with the combinatorial strucsuire surfaces, where the arrangement of
the solutions are harder to handle. The same idea was ajp(i£8] for H-minor free graphs using
much more involved Catalan structures, again for problen@ategory (B).

Our results. In this paper, we follow a diierent approach in order to design single exponential
(in bw) algorithms for graphs embedded in surfaces. In particulardeviate significantly from the
planarization technique of [11]. Instead, we extend thecephof sphere cut decomposition from
planar graphs to surfaces and we exploit directly the coatbial structure of the potential solutions
in the topological surface. Our approach permits us to pl@eombinatorial bounds for problems

2Notice that the Mxmmum INpucep Forest problem is equivalent to theeFbeack Vertex Ser problem. We choose this
way to present it in order to make more visible its classiitzainto Category (C).

RR n° 7166
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in Category (C). Apart from those mentioned above, exampiesich problems are Mivum d-
DEGREE-BoUNDED CONNECTED SUBGRAPH, MAXIMUM d-DEGREE-BOUNDED CONNECTED |NDUCED SUBGRAPH

and all the variants studied in [27],08NecTED DOMINATING SET, CONNECTED I'-DoMINATION, CONNEC-

TED FVS, MaxiMmuMm LEAF SPANNING TREE, MaxiMum FuLL-DEGREE SPANNING TREE, MAXIMUM EULERIAN
SuBGrAPH, STEINER TREE, and Maxivum Lear Tree. As Category (C) includes the problems in Cate-
gory (B), our results imply all the results in [11], and witlmning times whose genus dependence
is better than the ones in [11], as discussed in SeLtion 8.

Our techniques. Our analysis is based on a special type of branch decomposifiembedded
graphs with nice topological properties, which we @liface cut decompositiqisee Sectiofl6).
Roughly, the middle sets of such a decomposition are siualteng a bounded (by the genus
set of nooses of the surface with few (again boundeg)gommon points. The construction of
such a decomposition is based on the concepbbfhedral decompositicimtroduced in Sectiof4.
In Sectior b, we prove some basic properties of surface adrdpositions that make it possible
to bound the sizes of the tables of the dynamic programmihgyTorrespond to the number of
non-crossing partitions of vertex sets laying in the boupad a generic surface. To count these
partitions, we use a powerful technique of analytic comtairies : singularity analysiover expres-
sions obtained by theymbolic methodfor more on this technique, see the monograph of Flajolet
and Sedgewick [16]). The symbolic method gives a precisenpgytic enumeration of the number
of non-crossing partitions, that yields the single expaiadity of the table size (see Sectibh 7). To
solve a problem in Category (C), our approach resides on anmmnpreprocessing step that is to
construct thesurface cut decompositigAlgorithm([2 in SectiofB). Then, what remains is just to run
the dynamic programming algorithm on such a surface cutdeosition. The exponential bound on
the size of the tables of this dynamic programming algorithiprovided as a result of our analysis
in Theoreni 8.1 of Sectidd 8. We first provide the necessarjnpirearies and examples of dynamic
programming algorithms in Sectiofs 2 4dd 3, respectively.

2 Preliminaries

Section§ ZJ1, 212, 2.3, ahd P.4 contain the basic backgranddhe notation we will use concer-
ning topological surfaces, graphs embedded in surfa@s]itte decompositions of graphs, and the
symbolic method and analytic combinatorics, respectively

2.1 Topological surfaces

In this article, surfaces are compact and their boundargiisgomorphic to a finite set (possibly
empty) of disjoint circles. We denote I8¢>) the number of connected components of the boundary
of a surface&. The Surface Classification Theorem [24] asserts that a aohamd connected surface
without boundary is determined, up to homeomorphism, byEitter characteristigq/(X) and by
whether it is orientable or not. More precisely, orientaflefaces are obtained by addigg> 0
handlesto the spher&?, obtaining theg-torusTy with Euler characteristig(Tg) = 2 — 2g, while

INRIA
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non-orientable surfaces are obtained by adting0 cross-capso the sphere, hence obtaining a non-
orientable surfac®, with Euler characteristig(Pn) = 2 — h. We denote by the surface (without
boundary) obtained frorB by gluing a disk on each of th&X) components of the boundary. It is
then easy to show thg(Z) = B(Z) + (). A subsefl of a surface® is surface-separating  \ I1
has at least 2 connected components.

As a conclusion, our surfaces are determined, up to homegison, by their orientability, their
Euler characteristic and the number of connected compsréiheir boundary. For computational
simplicity, it is convenient to work with th&uler genusy(X) of a surfacex, which is defined as

¥(E) =2-x(2).

2.2 Graphs embedded in surfaces

Our main reference for graphs on surfaces is the monographobfr and Thomassen [24].
For a graphs we use the notatiorG, 7) to denote that is an embedding d& in £, whenever the
surfaceX is clear from the context. An embedding hastices edges andfaces which are 0, 1,
and 2 dimensional open sets, and are denv{&), E(G), andF(G), respectively. We use(G) to
denotelE(G)|. In a 2-cell embeddingalso calledmap each face is homeomorphic to a disk. The
degree d{) of a vertexv is the number of edges incident with counted with multiplicity (loops
are counted twice). An edge of a map has two ends (also dadiieedge} and either one or two
sides, depending on the number of faces which is incidemt Viitmap isrootedif an edge and one
of its half-edges and sides are distinguished as the ragd;adot-end and root-side, respectively.
Notice that the rooting of maps on orientable surfaces lsaalits the choice of a root-side because
the underlying surface is oriented and maps are considgréa erientation preserving homeomor-
phism. Our choice of a root-side is equivalent in the oriblgg@ase to the choice of an orientation
of the surface. The root-end and -sides define the rootwartd -face, respectively. Rooted maps
are considered up to cell-preserving homeomorphisms ptiegethe root-edge, -end, and -side. In
figures, the root-edge is indicated as an oriented edgeipgiatvay from the root-end and crossed
by an arrow pointing towards the root-side (this last, pdegithe orientation in the surface).

For a graplt, theEuler genu®f G, denoted/(G), is the smallest Euler genus among all surfaces
in which G can be embedded. Determining the Euler genus of a graph i$amaktd problem [30],
hence we assume throughout the paper that we are given adaleenbedded graph. A@-arc
is a subset ok homeomorphic t&!. A subset oft meeting the drawing only at vertices Gfis
called G-normal If an O-arc isG-normal, then we call it amoose The lengthof a noose is the
number of its vertices. Many results in topological grapdotty rely on the concept eépresentati-
vity [26, 28], also calledace-width which is a parameter that quantifies local planarity andsitgn
of embeddings. The representativigp(G, 7) of a graph embeddings 7) is the smallest length of a
non-contractible (i.e., non null-homotopic) noos&inVe call an embedding3, 7) polyhedral[24]
if Gis 3-connected anetp(G, ) > 3, orif Gis a clique and k |V(G)| < 3. With abuse of notation,
we also say in that case that the gr&phiself is polyhedral.

For a given embeddin@3 7), we denote by&*, 7) its dual embedding. ThuS* is the geometric
dual of G. Each vertex (resp. facer) in (G, 1) corresponds to some faeg (resp. vertex*) in
(G*, 7). Also, given a seb C E(G), we denote a§* the set of the duals of the edgesSnLet (G, 1)

RR n° 7166
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be an embedding and lgB{(, 7) be its dual. We define thadial graph embeddingRs, 7) of (G, 1)
(also known awertex-face graph embeddings follows :Rg is an embedded bipartite graph with
vertex setV(Rs) = V(G) U V(G*). For each paie = {v,u}, & = {u*,v*} of dual edges irG and
G*, Rg contains edgefy, v}, {v*, u}, {u, u*}, and{u*, v}. Mohar and Thomassen [24] proved that, if
[V(G)| = 4, the following conditions are equivaleri) (G, ) is a polyhedral embeddindij) (G*, )

is a polyhedral embedding; arii) (Rs,7) has no multiple edges and every 4-cycleRgf is the
border of some face. Thaedial graph embeddin@Mg, 7) of (G, 1) is the dual embedding of the
radial embeddingRg, 7) of (G, 7). Note that Mg, 7) is aX-embedded 4-regular graph.

2.3 Tree-like decompositions of graphs

Let G be a graph om vertices. Abranch decompositiofiT, u) of a graphG consists of an
unrooted ternary tre€ (i.e., all internal vertices are of degree three) and a tigag: : L — E(G)
from the setL of leaves ofT to the edge set ob. We define for every edge of T the middle
setmid(e) C V(G) as follows : LetT; andT, be the two connected componentsiof {e}. Then let
Gi be the graph induced by the edge gdtf) : f € L nV(T;)} fori € {1, 2}. Themiddle sefs the
intersection of the vertex sets 6 andG,, i.e.,mid(e) := V(G;1) N V(Gy). Thewidth of (T, ) is
the maximum order of the middle sets over all edge§,dfe.,w(T, i) := max|mid(e)|: e T}. An
optimal branch decomposition &fis defined by a tre& and a bijectionu which give the minimum
width, thebranchwidth denoted byow(G).

LetG = (V, E) be a connected graph. F&rc V, we denote by (S) the set of all edges with an
end inS and an end iV \ S. Let {V1, V2} be a partition olV. If G[V \ V1] andG[V \ V] are both
non-null and connected, we callV;) abondof G [28].

A carving decompositio(iT, u) is similar to a branch decomposition, only with théfelience
thatu is a bijection between the leaves of the tree and the verteafsbe graphG. For an edge
e of T, the counterpart of the middle set, called the setcut(e), contains the edges & with
endvertices in the leaves of both subtrees. The countesparanchwidth iscarvingwidth and is
denoted byw(G). In abond carving decompositioevery cut set is a bond of the graph. That is, in
a bond carving decomposition, every cut set separates dp gmto two connected components.

Let G; andG; be graphs with disjoint vertex-sets and ket 0 be an integer. Far= 1,2, let
W ¢ V(Gj) form a clique of sizek and letG] (i = 1,2) be obtained fronG; by deleting some
(possibly no) edges fro@;[Wi] with both endpoints iW. Consider a bijectioh : Wy — W,. We
define acligue sum Gof G; andG,, denoted byG = G; & G, to be the graph obtained from the
union of G| andG,, by identifyingw with h(w) for all w € W;. The integek is called thesizeof the
cligue sum.

2.4 The symbolic method and analytic combinatorics

The main reference in enumerative combinatorics is [16& fflamework introduced in this book
gives a language to translate combinatorial conditionséeth combinatorial classes into equations.
This is what is called theymbolic methodn combinatorics. Later, we can treat these equations
as relations between analytic functions. This point of vigvwes us the possibility to use complex
analysis techniques to obtain information about the coatbifial classes. This is the origin of the
termanalytic combinatorics

INRIA
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For a setA of objects, lef - | be an application fronA to N, which is called thesize A pair
(A, |-]) is called acombinatorial classDefine the formal power series (called generating function
or GF associated to the class)2) = Yac2 2% = Yo aZ. The constructions we use in this work
and their translation into the language of GFs are shown lieTh

Construction | GF The unionA U B of A and8B refers to the disjoint
Union AUB | A(D+B(2 union of the classes. The cartesian product &
Product AxXB A(2B(2 of A andB is the sef(a,b) : ae A, be B}. The
Sequence SeA) Wl(z) sequence Se(H) of a setA corresponds to the set
Pointing A Za%A(Z) EUAUAXAUAXAXAU. . .. Atlast, the pointing

operatortA°® of a setA consists in pointing one of
Tas. 1 — Constructions and translations into Gfhe atoms of each elemeat A.

The study of the growth of the cfiiients of GFs can be obtained by considering GFs as com-
plex functions which are analytic arouné: 0. This is the philosophy of analytic combinatorics. The
growth behavior of the cdicients depends only on the smallest positive singularith@GF. Itdo-
cationprovides theexponential growtlof the codficients, and itbehaviorgives thesubexponential
growthof the codficients.

The basic results in this area are the so-calleshsfer Theorems for singularity analysihese
results allows us to deduce asymptotic estimates of an tmélyction using its asymptotic ex-
pansion near its dominant singularity. The precise statémseclaimed in [16]. We use the follo-
wing reduced version of the theorem (without taking careeghhical conditions, which are sa-
tisfied in all cases) : leF(2) be a GF with positive cdBcients, such thap is its smallest real
singularity. Suppose thdt(z) admits a singular expansion around= p of the formF(2) =,
C(l-z/p)™™+0 ((1 - z/p)*“”/z), whereC is a constant. Then the Transfer Theorem for singularity
analysis states that, farbig enough, the following estimate holds

-1
[ZF(2) =koe0 C%p_k (1+0(k™2)). (1)

3 Examples of Dynamic Programming Algorithms

In this section we present two examples of typical dynamigmmming algorithms on graphs
of bounded branchwidth. The first algorithm solves the¥x Cover problem and belongs in Cate-
gory (A) while he second solves the@Ectep Vertex Cover problem and belongs in Category (C)
but not in (B) (nor in (A)).

The standard dynamic programming approach on branch dexsitiogns requires the so called
rootedbranch decomposition defined as a tripley, &) where [T, ) is a branch-decomposition of
G whereT is a tree rooted on a leaf incident to some edgg of T. We insist that no edge @ is
assigned t@; and thusnid(e;) = 0 (for this, we take any edge of a branch decomposition, studheliv
it and then connect bg the subdivision vertex with a new legj. The edges of can be oriented
towards the roog; and for each edge € E(T) we denote byE, the edges o5 that are mapped
to leaves ofT that are descendants @fWe also seG, = G[E.] and we denote by (T) the edges
of T that are incident to leaves @f. Given an edge heading at a non-leaf vertex we denote by

RR n° 7166
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e, e € E(T) the two edges with tail. As both examples below are variants of the vertex cover
problem, we can also assume th&a€T)| = O(k - n) as, otherwise, the answer for each problem is
trivially negative.

Dynamic programming for Vertex Cover. LetG be a graph an¥, X’ C V(G) whereXn X’ = 0.
We say thawvc(G, X, X") < kif G contains a vertex cove where|S| < kandX ¢ S ¢ V(G) \ X'.
Let Re = {(X,K) | ve(Ge, X, mid(€) \ X) < k} and observe thatc(G) < K iff (0,k) € R, . For each
e € E(T) we can comput®. by using the following dynamic programming formula :

(KX #0AK> X)) if e L(T)
Re = {(X, k) | H(X]_, kl) € Rel, H(Xg, kg) S Rez .
(X1UX2)mmid(e)=X/\k1+k2—|X1r1X2|§k} ifeg L(T)

Notice that for eacle € E(T), |Re| < 2™d@©) . k. Therefore, the above algorithm can check whether
ve(G) < kin 0(2°M© .k-|V(T))|) steps. Clearly, this simple algorithm is single exporamnbw(G).
Moreover the above dynamic programming machinery can bptad@o many other combinatorial
problems where the certificate of the solution is a (nonrigetl) subset of vertices (e.goRiNaTING

Ser, 3-CoLORING, INDEPENDENT SET, @among others).

Dynamic programming for Connectep Vertex Cover. Suppose now that we are looking for a
connectedertex cover of siz& k. Clearly, the above dynamic programming formula does nokwo
for this variant as we should book-keep more informatiorXalmwards encoding the connectivity
demand.

Let G be a graphX ¢ V(G) andH be a (possibly empty) hypergraph whose vertex set is a
subset ofX, whose hyperedges are non-empty, pairwise non-intenggethd such that each vertex
of H belongs to some of its hyperedges (we call such a hypergrapial packingof X). Suppose
that#H is a partial packing omid(e). We say thatvdG, H) < k if G contains a vertex coves
where|S| < k and such that i€ is the collection of the connected component&gfS], then either
[E(H)| =|Cland K {XNV(C)|CeC}) =HorE(H)=0andC| =1.

As before, leiQe = {(H,K) | cvdG, H) < k} and observe thatvgG) < Kiff ((0,0),K) € Qg .
The dynamic programming formula for computi@g for eache € E(T) is the following.

((H,K) | min{k, [E(H)| + 1) = V(H)| = 1 if e e L(T)
{(H,K) | A(H1, ki) € Qe,, A(H2, k2) € Qe

V(H) N (mid(er) N mid(ey)) = V(H2) N (mid(er) N mid(ey)),

(Hi® H)[mid(e)] = H, ki + ko = [V(H1) N V(Ho)| < Kk},

if E(H) = 0 then|E(H; & H>)| = 1,and

if E(H) # 0 then|E(H1 & Ho)| = |E(H)| if e ¢ L(T).

Qe =

In the above formulaH; & H- is the hypergraph with vertex s€(7#1) U V(H>) where each of its
hyperedges contains the vertices of each of the connectedatents ofH; U Ho.
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Clearly eachH corresponds to a collection of subsetsXoénd the number of such collections
for a given setnid(e) of r elements is given by theth Bell number ofr, denoted byB;. By taking
the straightforward upper boumig| = 2°0'°9" we have that one can check whether an input graph
G has a connected vertex cover of size at nkdgtQ(2°V(©)1e9®W©) . k. |V/(T))) steps.

As the growth ofB; is not single exponential, we cannot hope for a single exptiglgin bw(G))
running time for the above dynamic programming procedudsremalgorithm is known for this pro-
blem that runs in time that is single exponentiabin(G). The same problem appears for numerous
other problems where further restrictions apply to theluson certificates. Such problems can be
connected variants of problems in Category (A) and otherks a8 Mixivum INpucep Forest, MaxI-
MuM 0d-DEeGREE-BouNDED CoONNECTED SuBGrRAPH, MaxiMuM d-DEeGREE-BOUNDED CONNECTED INDUCED
Suscrapa and all the variants studied in [27]pfNeEcTED DOMINATING SET, CONNECTED I -DOMINATION,
CoNNEcTED FVS, MaximuMm LEAF SPANNING TREE, MAXiMUM FULL-DEGREE SPANNING TREE, MAXIMUM
EULERIAN SUBGRAPH, STEINER TREE, OF MAXIMUM LEAF TREE.

4 Polyhedral Decompositions

We introduce in this sectiopolyhedral decompositiorsf graphs embedded in surfaces. Get
be an embedded graph, andNebe a noose in the surface. Similarly to [6], we use the nat&ieN
for the graph obtained by cutting along the noos&l and gluing a disk on the obtained boundaries.

Definition 4.1 Given a graph G= (V,E) embedded in a surface of Euler genysa polyhedral
decompositiorof G is a set of graphg = {Hs, ..., H/} together with a set of vertices @ V such
that

Al =0(y);

HjisaminorofGVv \ A],fori=1,...,¢;

H; has a polyhedral embedding in a surface of Euler genus atmdeti=1,...,¢; and
G[V \ A] can be constructed by joining the graphg®&pplying clique sums of sife 1, or 2.

Remark 4.1 Note that an embedded graph H is not polyhedral if and onlyéfé exists a noose N

of length at most 2 in the surface in which H is embedded, dwatteither N is non-contractible or

V(H)NN separates H. Indeed, if H has representativity at moste?) there exists a non-contractible
noose N of length at most 2. Otherwise, since H is not polydigdrhas a minimal separator S of
size at most 2. It is then easy to see that there exists a noosaiicing only vertices of S.

Algorithm[I provides anféicient way to construct a polyhedral decomposition, as itatesl in
Proposition Z4.11.

In the above algorithm, the addition of an edgev} represents the existence of a path@n
betweeru andv that is not contained in the current component.

Proposition 4.1 Given a graph G on n vertices embedded in a surface, Algoffffconstructs a
polyhedral decomposition of G @(n®) steps.
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12 Juanjo Rué , Ignasi Sau , Dimitrios M. Thilikos

Algorithm 1 Construction of a polyhedral decomposition of an embeddapty>

Input: A graphG embedded in a surface of Euler genus
Output: A polyhedral decomposition @.

A =0, G = {G} (the elements ig7, which are embedded graphs, are cattethponenis
while G contains a hon-polyhedral componéhido
Let N be a noose as described in Observdfioh 4.1 in the surfaceigh Whs embedded,
and letS = V(H)n N.
if N is non-surface-separatiigen
Add S to A, and replace iF componentd with H[V(H) \ S]>=N.
if N is surface-separatirtpen
Let H,, H, be the subgraphs ¢f=N corresponding to the two surfaces occurring after spgjtkin
if S = {u}U{v}and{u,v}¢ E(H) then
Add the edgdu, v} toH;,i =1,2.
Replace inG component with the components dfi=N containing at least one edge lgf
return {G,A}.

Proof: We first prove that the outp{&, A} of Algorithm([1 is indeed a polyhedral decomposition of
G, and then we analyze the running time.

Let us see that each componenibis a minor ofG[V \ A]. Indeed, the only edges added®o
by Algorithm[] are those between two non-adjacent verticeghat separate a componéhtinto
several componentdy, ..., H,. For each componeti;,i = 1,...,¢, there exists a path betwean
andv in H \ H; (provided that the separators of size 1 have been alreadgverinwhich can we
assumed w.l.0.g.), and therefore the graph obtained fipbyy adding the edggy, v} is a minor of
H, which is inductively a minor oG[V \ A]. Also, each component @ is polyhedral by definition
of the algorithm.

As a non-separating noose is necessarily non-contragctibbd time some vertices are moved to
Athe Euler genus of the surfaces strictly decreases [24, lemh4]. ThereforgAl = O(y).

By the construction of the algorithm, it is also clear thatleaomponent o§ has a polyhedral
embedding in a surface of Euler genus at mog$tinally, G[V \ A] can be constructed by joining the
graphs ofg applying clique sums of size @, or 2.

Thus,{G, A} is a polyhedral decomposition &f by Definition[4.].

We now analyze the running time of the algorithm. Separatbsize at most 2 can be found
in O(n?) steps [22]. A noose with respect to a graglcorresponds to a cycle in the radial graph
of H, hence can also be foufhuh 0O(n?) (using that the number of edges of a bounded-genus graph
is linearly bounded by its number of vertices). Since eactetthat we find amall separator we
decrease the size of the components, the running time ofgbétam isO(n°). ]

3A shortest non-contractible cycle can be foundi@2(r'°99)n%3) steps [6]. This time improves aB(n3) for a big range
of values ofy.
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5 Some Topological Lemmata

In this section we state some topological lemmata that s imsSectionEl6 arid 7. In particular,
Lemmatd 5.l and 5.2 are used in the proof of Thedrein 6.1 wieierhd 5.8 is used in the proof of
Theoreni 7.

Given a graplG embedded in a surface of Euler genysts dualG* and a spanning tre&* of
G*, we callC = {e e E(G) | & € E(C*)} aspanning cotre®f G. We define dree-cotree partition
(cf. [15]) of an embedded grap@ to be a triple T, C, X) whereT is a spanning tree dg, C is
a spanning cotree d, X C E(G), and the three set&(T), C, and X form a partition of E(G).
Eppstein proved [15, Lemma 3.1] thaflifandC* are forests such th&(T) andC are disjoint, we
can makel become part of a spanning trééandC become part of a spanning cotree disjoint from
T’, extendingT andC to a tree-cotree decomposition. We can now announce thenioly lemma
from [15, Lemma 3.2].

Lemma 5.1 (Eppstein [15]) If (T, C, X) is a tree-cotree decomposition of a graph G embedded in a
surface of Euler genug, then|X| = O(y).

Lemma 5.2 LetX be a surface without boundary. Let S be a set of (not necedsgiomt) O(y(X))
cycles such thaX \ S has2 connected components. Let H be the graph correspondinggtariton
of the cycles in S. TheH cy)(d(v) — 2) = O(¥(2)).

Proof: Let x be the number of cycles, so by assumption O(y(o)). The first step consists in sim-
plifying the problem. LeH’ be the graph obtained frohh by dissolving vertices of degree 2 (except
from the case of isolated cycles, where we obtain a singlexef degree 2 and a loop). Each dissol-
ved vertex had degree 2, so the spijay ) (d(v) — 2) coincides withy.y ) (d(v) - 2). Additionally,

by assumptiorH’ separate& into 2 connected componer$ andX”. Let H], H), ..., H/ be the
maximal connected subgraphshf. In particularr < «.

Some of these connected subgraphs may be incident3ithut not withX”, or conversely.
Additionally, there is at least one connected subgtdpmcident with both connected components.
W.l.o.g. we assume that the subgrapt{sHy, ..., H}, are incident only withe’, HY ..., Hg are
incident with both components, ait],, ..., H/ are incident only witlE”. It is obvious that there
exists a path joining a vertex ¢f with a vertex ofH/  if1 <i<g-lorp+1<i<r-1.

From graphsHi, Hj, ..., Hp, ..., Hg (the ones which are incident wifiX) we construct a new
graphG; in the following inductive way : we start takinig; and H;H, and a path joining a vertex
of Hg to a vertex ofHg ;. This path exists becaus€; andH;_; are incident withz’. Consider the
graph obtained fronki, andH(’]_l by adding an edge that joins this pair of vertices. Then,td¢lg
andH/ _, from the initial list and add this new connected graph. Tha&xpdure is dong — 1 times.
At the end, we obtain a connected graphincident with bothY’ andX” where each vertex has
degree at least 3. Finally, we apply the same procedure@Vjﬂdéﬂ, ..., H/, obtaining a connected
graphG. Observe also that

Z dv) - 2) < Z dv) - 2) < Z d(v) = 2IE(G)!.

veV(H) veV(G) veV(G)

RR n° 7166



14 Juanjo Rué , Ignasi Sau , Dimitrios M. Thilikos

In what follows, we obtain upper bounds foiE2G)|. Observe thaH’ defines a pair of faces over
¥, not necessarily disks. In the previous constructiospevery time we add an edge either we
subdivide a face into two parts or not. Consequently, thebmrmof faces thaG defines ovek is

at most 2+ k. The next step consists in reducing the surface in the fatigwvay : letf be a face
determined byG overX. If f is contractible, we do nothing. If not, there is a non-coctitde cycle

S! contained onf. Consider the connected componentisfs! which containsG (call it ;). It

is obvious thaG defines a decomposition &f, y(£1) < y(X), and the number of faces has been
increased by at most one. Observe that for each operatiove reduce the Euler genus and we
create at most one face. As the Euler genus is finite, the nuafilse operations is also finite. This
gives rise to a surfacEs, wheres < y(Z), such that all faces determined Byare contractible.
Additionally, the number of faces th& determines oveXs is smaller than 2- « + y(%).

G defines a map oB; (i.e., all faces are contractible), and consequently weaggily Euler’s
formula. TherF(G)|+|V(G)| = |E(G)|+2-y(Xs). Then |F(G)| < 2+« +y(Z), SOIE(G)|+2—y(Zs) =
IV(G)|+|F(G)| < IV(G)|+2+k+7y(X). The degree of each vertex is at least 3, thW¢@)| < 2|E(G)|.
Substituting this condition in the previous equation, weaab

[E(G)| + 2 —y(Zs) < IV(G)|+ 2+ k+y(2) < glE(G)l + 2+ k+y(2).

Isolating|E(G)|, we get that FE(G)| < 6k + 6y(Zs) + 6y(Z) < 6k + 12y(X). This bound immediately
translates into the statement of the Lemma. m]

We need another topological result, which deals with cythes separate a given surface, and
whose proof is an immediate consequence of [24, Propogitibi].

Lemma 5.3 LetX be a surface with boundary and It be a separating cycle. Let;\and \ be the
connected componentsDfSt. Theny(X) = y(Vi) + y(Va).

6 Surface Cut Decompositions

Sphere cut decompositions [28] have proved to be very usefahalyze the running time of
algorithms based on dynamic programming over branch deositigns on planar graphs [12—14,
27]. In this section we generalize sphere cut decompositiorgraphs on surfaces; we call them
surface cut decompositionBirst we need a topological definition. A sub§ebf a surfacet is fat-
connectedf for every two pointsp, q € II, there exists a patR C II such that for everx € P,

X # P, q, there exists a subsBthomeomorphic to an open disk such that D C I1. We can now
define the notion of surface cut decomposition.

Definition 6.1 Given a graph G embedded in a surfatea surface cut decompositiaaf G is a
branch decompositiofiT, 1) of G such that, for each edgeee E(T), there is a subset of vertices
Ae € V(G) with |A¢| = O(y(X)) and either

e Imid(e) \ Agl < 2, or

e there exists a polyhedral decompositigh A} of G and a graph He G such that
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o AcCA;

o mid(e) \ Ae € V(H);

o the vertices imid(e) \ Ac are contained in a selV of O(y(X)) nooses, such that the total
number of occurrences i of the vertices imid(e) \ Ac is |mid(e) \ A¢ + O(¥(X)) ; and

o 2\ Unen N contains exactly two connected components, which arefabttonnected.

Note that a sphere cut decomposition is a particular casswfface cut decomposition wher= 0,
by takingAe = 0, G containing only the graph itself, and all the vertices ofreaiddle set contained
in a single noose.

We need some definitions and auxiliary results to be appbethdilding surface cut decompo-
sitions. In the same spirit of [20, Theorem 1] we can provefoflewing lemma. We omit the proof
here since the details are very sinfiléw the proofin [20].

Lemma 6.1 Let (G, r) and (G*, 1) be dual polyhedral embeddings in a surface of Euler genus
and let(Mg, 7) be the medial graph embedding. TheraxXbw(G), bw(G*)} < cw(Mg)/2 < 6-
bw(G) + 2y + O(1). In addition, given a branch decomposition of G of width at tdgsa carving
decomposition of M of width at mostL2k can be found in linear time.

Lemma 6.2 (folklore) The removal of a vertex from a non-acyclic graph decreasdsrénchwidth
by at mostl.

Lemma 6.3 Let G; and G, be graphs with at most one vertex in common. The(G; U Gy) =
maxbw(Ga), bw(Gy)}.

Proof: Assume first thas; andG, share one vertex Clearlybw(G1UG;) > maxbw(G;), bw(Gy)).
Conversely, foii = 1,2, let (T;, ;) be a branch decomposition & such thatw(T;, u) < k. For
i = 1,2, letTY be the minimal subtree df; containing all the leaves; of T; such thatv is an
endpoint ofy;(u;). Fori = 1,2, we take an arbitrary edde;, bj} of T, we subdivide it by adding
a new vertexy;, and then we build a tre€ from T, and T, by adding the edgéw:, w,}. We claim
that (T, u1 U up) is a branch decomposition &1 U G, of width at mostk. Indeed, let us compare
the middle sets of T, u1 U u2) to those of Ty, u1) and (T2, u2). First, it is clear that the vertices
of V(Gy1) U V(Gy) — {v} appear in T, u1 U up) in the same middle sets as ify(u1) and (T2, u2).
Secondlymid({wy, W»}) = {v}, sincev is a cut-vertex of5; U G,. Also, fori = 1,2, mid({a;, w;}) =
mid({w;, bi}) = mid({a;, b;}), and the latter has size at masasw(T;, ;) < k. For all other edges
of Ti, i = 1,2, mid(e) is exactly the same il and inT;, since ife € E(T) thenv € mid(e) in both
T andT;, and ife € E(T; \ TY') thenv ¢ mid(€) in bothT andT;.

If G1 andG; share no vertices, we can merge two branch decomposifiang.{ and (T2, u»)
by subdividing a pair of arbitrary edges, without incregdime width. m|

4The improvement in the multiplicative factor of the Eulengs is obtained by applying more carefully Euler’s formula
in the proof analogous to that of [20, Lemma 2].
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Lemma 6.4 ([19]) Let G; and G be graphs with one edge f in common. Them(G; U G,) <
maxbw(G1), bw(G,), 2}. Moreover, if both endpoints of f have degree at least at least one of
the graphs, thebw(G; U G2) = maxbw(G;), bw(G,)}.

Lemma 6.5 Let G be a graph and leg be a collection of graphs such that G can be construc-
ted by joining graphs irG applying clique sums of size 0, 1, or 2. Given branch decoitipos
{(Tw,un) | H € G)}, we can compute in linear time a branch decomposifibyu) of G such that
W(T, 1) < max2, {(w(Ty, un) | H € G}}. In particular,bw(G) < max2, {bw(H) | H € G}}.

Proof: Note that ifG; andG, are graphs with no vertex (resp. a vertex, an edge) in comthen,
G1UG; = G1®0G; (resp G191 G2, G18,G»). We have to show how to merge branch decompositions
(T, 1), (To, u2) of two graphdHs, Hz in G. We distinguish four cases :

(a) Hy andH; share two verticeg, v,, and the edge = {v1, 2} € E(G). We take the leaves ify
andT, corresponding te, we identify them, and we add a new edge whose leave corrdspon
to e (see Figur€ll(a)).

(b) Hy andH; share two vertices,, v», and the edge = {v1,Vv2} ¢ E(G). We take the leaves
in T; andT, corresponding t@, we identify them, and we dissolve the common vertex (see
Figure[1(b)).

(c) Hy andH; share one vertex. We take two edgels, c in T, T2 whose leaves correspond to
edges containing, we subdivide them and add a new edge between the newly dneztices
(see Figurgll(c)).

(d) Hi andH; share no vertices. We do the construction of case (c) fonaoytges of the two
branch decompositions.

The above construction does not increase the branchwidtlelmynatd 6.3 and 6.4. o

Given an embedded gragh and a carving decompositioi () of its medial graphMg, we
define aradial decompositiolfT*, u*) of the dual grapfRg, whereT* = T andu* is a bijection from
the leaves oT to the set of faces d®s defined as follows : for each edge E(T), u*(€) = f, where
f is the face irRgs corresponding to the vertex € V(Mg) such thaj(e) = us. Each edge € E(T%)
partitions the faces dRs into two setsk; andF,. We define théborder setof e, denotedbor(e),
as the set of edges &G that belong to both-; andF,. Note thatF; and F, may intersect also
in vertices, not only in edges. IT(u) is a bond carving decomposition bfg, then the associated
radial decomposition (also calldmbnd has nice connectivity properties. Indeed, in a bond carvin
decomposition, every cut set partitions the verticedef into two subsetd/1, V> such that both
Mg[V1] and Mg[V-] are non-null and connected. This property, seen in thealagicomposition of
Rg, implies that each edgee E(T*) corresponds to a patrtition of the facesRef into two setsF;
andF,, namelyblack andwhitefaces (naturally partitioning the edges iftiack white, andgrey),
such that it is possible to reach any black (resp. white) fema any black (resp. white) face only
crossing black (resp. white) edges. In other words, eaabf sebnochromatic faces is fat-connected.

Remark 6.1 Recall that all the faces of a radial graphcRare tiles, that is, each face has exactly

4 edges. Also, each one of those tiles corresponds to a paiuafedges e and*eof G and G,
respectively. Given a carving decomposit{dnu) of Mg (or equivalently, a radial decomposition
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X

éi ; éT\l p . ;
a e e b a e e b a b ¢ d
a e b a b a b ¢ d

(a) (b) (c)

Fic. 1 — Merging branch decomposition§;(u1) and (T2, u2) of two componentdd; and H; in
a polyhedral decompositioi@, A} of G = (V, E). There are three cases : (d) andH, share two
verticesvy, o and the edge = {vy, v} isin E ; (b) H; andH; share two verticeg,, v, ande = {v1, vo}
isnotin E; (c) Hy andH; share one vertex

(T*, u*) of Rs), one can obtain in a natural way branch decompositions ofn@ @ by redefining
the bijectionu from the leaves of T to the edges of G (d1) @at correspond to the faces o§R

We provide now an algorithm to construct a surface graphmigosition of an embedded graph.
The proof of Theoremn 611 uses Proposifiod 4.1, topologieahmatéd 511 and 5.2, and the results of
the current section.

Algorithm 2 Construction of a surface cut decomposition of an embeddsthG

Input: An embedded grapB.
Output: A surface cut decomposition &f.

Compute a polyhedral decomposititi®, A} of G, using Algorithnil.
for each componertt of G do
1. Compute a branch decompositidrf,(uy,) of H, using [1, Theorem 3.8].
2. Transform T},, u;,) to a carving decompositiorTf;, uf,) of the medial graptMy, using Lemma®6I1.
3. Transform T, 1&,) to abondcarving decompositionT(, &) of My, using [28].
4. Transform T5, 1% to a branch decompositiof g, un) of H, using Observation 8l.1.
Construct a branch decompositioh, 1) of G by merging, using Lemmia_8.5, the branch decompositions
{(Th,un) | H € G}, and by adding the set of verticAgo all the middle sets.
return (T, u).

Theorem 6.1 Given a graph G on n vertices embedded in a surface of Eulargemwith bw(G) <
k, Algorithm2 constructs, ig%+2009Kn3 steps, a surface cut decompositi@nu) of G of width at
most27k + O(y).
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Proof: We prove, in this order, that (1) the outp(, f:) of Algorithm[2 is indeed a surface cut
decomposition 06 ; (2) the width of [T, i) is at most 2Bw(G) + O(y) ; and (3) the claimed running
time.

(1) (T,p) is a surface cut decomposition o6.
We shall prove that all the properties of Definitlonl6.1 arilfed. For eache € E(T) we set
Ae = An mid(e), whereA is the set of vertices output by Algorithih 1. Hence, by Prepos
tion[4.1,|Al = O(y).
By construction, it is clear thafl(u) is a branch decomposition &. In (T, u), there are
some edges that have been added in the last step of Algdrtimo2der to merge branch
decompositions of the graphsgdh with the help of LemmB®&l5. Letbe such an edge. Since
{G, A} is a polyhedral decomposition &, any pair of graphs iz share at most 2 vertices,
hencgmid(e) \ A < 2.
All other edges of T, u) correspond to an edge of a branch decomposition of soméedigl
componentH € G. Let hencefortte be such an edge. Thereforajd(e) \ Ac € V(H). To
complete this part of the proof, we prove in a sequence oktktaims that the remaining
conditions of Definitiod 61 hold.

Claim 1 The vertices imid(e) \ Ac are contained in a seW of O(y) nooses.

Proof: The proof uses the tree-cotree partition defined in Seftion 5

Recall thate is an edge that corresponds to a branch decomposifignu(;) of a polyhedral
component of G. The branch decompositiofl{, uy) of H has been built by Algorithria] 2
from a bond carving decomposition of its medial gréh, or equivalently from a bond radial
decomposition of its radial grapRy. Due to the fact that the carving decompositiorMyf is
bond, edgee partitions the vertices dfly into two sets — nameljplack andwhite vertices —
each one inducing a connected subgraphlgf There are three types of edgdsdack white
andgrey, according to whether they belong to faces of the same cblack or white) or not.
Therefore, the corresponding black and white faces alsacimdonnected subgraphsRyf, in
the sense that it is always possible to reach any black (vésife) face from any black (resp.
white) face only crossing black (resp. white) edges.

Let us now see which is the structure of the subgragR ohduced by the edgds belonging
to both black and white faces look like. Since each edgBpotontains a vertex o and
another fromH*, the vertices irmid(e) are contained ifRy[F], so it sufices to prove that
Ry [F] can be partitioned into a set 6Xy) cycles (possibly sharing some vertices).

To this end, first note that iRy4[F] all vertices have even degree. Indeed Met V(R4[F]),
and consider a clockwise orientation of the edges incidenin Ry[F]. Each of such edges
alternates from a black to a white face, or viceversa, sonpégg from an arbitrary edge and
visiting all others edges in the clockwise order, we dedhe¢ the number of edges incident
to vis necessarily even.

ThereforeRy[F] can be partitioned into a set of cycles. Let us now bound threlyer of such
cycles. For simplicity, let us identify a pair of dual edgesnde* as the same edge. Since the
subgraph induced by the black (resp. white) faces is cordgete can consider a spanning
treeTg (resp.Ty,) of the black (resp. white) faces. Merge both trees by addingdges;, and
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let T* be the resulting tree. Lt be a spanning tree of the dual graph disjoint fréin(such
a spanning tree exists by [15, Lemma 3.1]). Now considerré®¢totree partitionT(, T*, X),
whereX is the set of edges &y that are neither i norinT*.

The edges o, excepte];, separate faces of the same color. Therefore, the seE(Ry) of
edges separating faces offdrent color is contained ifi U {ep} U X. SinceT is a tree, each
cycle of Ry[F] uses at least one edge{ig} U X. ThereforeRy[F] can be partitioned into at
most 1+ |X| cycles. The result follows from the fact that,(T*, X) is a tree-cotree partition
and thereforgX| = O(y) by Lemmd5.1l. m|

Claim 2 (Jyeny N separate into 2 fat-connected components.

Proof: By Claim[d, the vertices imid(€) \ Ac are contained iftJycp N. The claim holds from
the fact that for each componertof G, (Tb,uﬂ) is a bond carving decomposition &y,
and by taking into account the discussion before Obsemni&iid in Sectionl. m]

Claim 3 The total number of occurrences M of the vertices imid(€) \ Ac is |mid(e) \ Al +
o).

Proof: By Claim[2,nen N separates into 2 fat-connected components. ll¢be the graph
induced inZ by the nooses iw. The claim can then be rephrasedasy ) (d(v) —2) = O(y),
which holds by LemmBa35l2 in Secti@h 5. o

(2) The width of (T, ) is at most27 - bw(G) + O(y).
For simplicity, letk = bw(G). By Proposition. 4]1, each polyhedral componidris is a minor
of G, hencebw(H) < k for all H € G. In Step 1 of Algorithn[ R, we compute a branch
decompositionT;,, u;,) of H of width at mosk’ = gk, using Amir’s algorithm [1, Theorem
3.8]. In Step 2, we transfornT(,, u,) to a carving decompositiofT f;, u},) of the medial graph
My of H of width at most 1R’, using Lemmagl1. In Step 3, we transforfif(4y,) to abond
carving decompositionT®, 42) of My of width at most 1%, using the algorithm of [28].
Then, using Observatidn 6.1, we transform in StepTﬁ,yﬂ) to a branch decomposition
(Th, un) of H. By the proof of ClainiL, the discrepancy betwee(T, un) andw(Tg, ub,)/2
is at most the bound provided by Lemmal5.2, i¥y). Thereforew(Ty, un) < 6K + O(y) =
27k + O(y), forallH € G.
Finally, we merge the branch decompositions of the poly&ledqmponents to obtain a branch
decompositionT, u) of G, by adding the vertices iA to all the middle sets. Combining the
discussion above with Lemmadiab.2 6.5, and usindAhatO(y), we get that
W(T, p) max2, {w(Tw, un) | H € GI} + |A
27+ O(y) + |A

27k + O().

IN A

(3) Algorithm Blruns in 230009k 3 steps.
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We analyze sequentially the running time of each step.,Rirstcompute a polyhedral de-
composition ofG using Algorithni inO(n®) steps, by Propositidn4.1. Then, we run Amir’s
algorithm in each componentin Step 1, which ta@¢2%k%2n?) steps [1, Theorem 3.8]. Step
2 can be done in linear time by Lemral6.1. Step 3 can be dog¥nf) time [28]. Step 4
takes linear time by Observatibn B.1. Merging the brancloagmsitions can clearly be done
in linear time. Finally, since any two elementsghshare at most two vertices, the overall
running time is the claimed one.
mi

How surface cut decompositions are used for dynamic programing. We shall now discuss
how surface cut decompositions guarantee good upper baumte size of the tables of dynamic
programming algorithms for problems in Category (C). The sif the tables depends on how many
ways a partial solution can intersect a middle set duringlymeamic programming algorithm. The
interest of a surface cut decomposition is that the middkea® placed on the surface in such a way
that permits to give a precise asymptotic enumeration osibe of the tables. Indeed, in a surface
cut decomposition, once we remove a set of vertices whoséssiinearly bounded by, the middle
sets are either of size at most two (in which case the sizeeofatbles is bounded by a constant) or
are situated around a set@fy) nooses, where vertices can be repeated at @@3times. In such a
setting, the number of ways that a partial solution can ssefra middle set is bounded by the num-
ber of non-crossing partitions of the boundary-vertices fat-connected subset of the surface (see
Definition[6.1). By splitting the boundary-vertices thatdygy to more than one noose, we can as-
sume that these nooses are mutually disjoint. That way, dugceethe problem to the enumeration of
the non-crossing partitions 6f(y) disjoint nooses containingvertices, which are®? . £00) .00

as we prove in the following section (Theoréml7.2). Obseat the splitting operation increases
the size of the middle sets by at ma@3ty), therefore/ = k + O(y) and this yields an upper bound
of 2000 . KOO) . ,00) on the size of the tables of the dynamic programming. In 8e€li we use
singularity analysis over expressions obtained by the sjimimethod to count the number of such
non-crossing partitions. Namely, in Sectignd 7.1[andl 7.gwe a precise estimate of the number of
non-crossing partitions in surfaces with boundary. Themneerporate in Sectidn 7.5 two particula-
rities of surface cut decompositions : Firstly, we deal vifth setA of vertices originating from the
polyhedral decomposition. These vertices are not situateagind the nooses that disconnect the sur-
face into two connected components, and this is why theyrasged aspicesin the enumeration.
Secondly, we take into account that, in fact, we need to cthnhumber of non-crossinmackings
rather than the number of non-crossing partitions, as disolmay not intersecll the vertices of

a middle set, but only a subset. The combinatorial resul&ectior ¥ are of interest by themselves,
as they are a natural extension to higher-genus surfacke ofdssical non-crossing partitions in the
plane, which are enumerated by the Catalan numbers (sg& &)Q.
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7 Non-crossing Partitions in Surfaces with Boundary

In this section we obtain upper bounds for non-crossingtjmars in surfaces with boundary. The
concept of a non-crossing partition in a general surfaceisas simple as in the case of the disk,
and must be defined carefully. In fact, the study of non-éngsgartitions is a particular case of the
study of hypermaps [7]. These objects can be also viewedastide maps. In Sectidn 1.1 we set up
our notation. In Section 7.2 we obtain a tree-like structhet provides a way to obtain asymptotic
estimates. These estimates are obtained in detail in 36cfi® an@ 714, where we employ as a main
tool map enumeration techniques. To conclude, in Segfifirwe. extend the enumeration to two
more general families.

7.1 2-zone decompositions and non-crossing partitions

Let X be a surface with boundary. AZbne decomposition &f is a decomposition af where
all vertices lay in the boundary &f and there is a coloring of the faces using 2 colors (black and
white) such that every vertex is incident (possibly morentbace) with a unique black face. Black
faces are also calleblocks A 2-zone decomposition igegular if every block is contractible. All
2-zone decompositions ame@oted: every connected component of the boundary of edge-rooted.
We denote bySs(K), Rz(K) the set of general and regular 2-zone decompositiontswith k ver-
tices, respectively. A 2-zone decomposit®averX defines a non-crossing partitiag(s) over the
set of vertices. Leflz(k) be the set of non-crossing partitionsXfvith k vertices. The main ob-
jective in this section consists in obtaining bounds|fég(k)|. The critical observation is that each
non-crossing partition is defined by a 2-zone decomposittmmsequenthyllz(k)| < |Ss(k)|. The
strategy to enumerate this second set consists in reduoengrtumeration to simpler families of
2-zone decompositions. More specifically, Propositiofhshdws that it is sflicient to study regular
decompositions. First we need a definition and a basic tgpdblemma.

Let ; andX; be surfaces with boundary, possibly not connected. We \lste X if there
exists a continuous injectian: X, — X; such that(XZ;) is homeomorphic t&,. If sis a 2-zone
decomposition ok, andX, c Xi, then the injection induces a 2-zone decompositii{s) on X;
such thatrs, (s) = 75, (i(S)). In other words, all 2-zone decompositions o¥grcan be realized on a
surfacex; which contain&,. Consequently, informally speakinGs, (k) C Iy, (k) if £, c Z;.

Lemma 7.1 Let nt be a regular2-zone decomposition &f. LetX; c . Then m defines a regular
2-zone decomposition m ovEisuch thatrs, (M) = ns(mM).

Proof: Leti : ¥; — X be the corresponding injective application, and considet i(m*). In
particular, a blockr of m* is topologically equivalent to the blodir) : i is a homeomorphism
betweerk andi(X). Hencei(rr) is an open contractible set ants regular. m]

Proposition 7.1 Let se Sy be a2-zone decomposition &f and letrz(s) be the associated non-
crossing partition. Then there exists a regulazone decomposition mRs such thatrs(s) = ws(m).
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Proof: The basic idea is the construction of a finite sequence ofn&zecompositions, =

S S1,...,& = M, such thatrg(sg) = -+ = #x(s) ands = mis regular. First, consider a non-
contractible blockf of s. Suppose that the boundary 6fconsists of more than one connected
component. We define the operationjoihing boundariesas follows : letl be a path that joins a
vertexv in one component of the boundary bfwith a vertexu in another component. This path
exists becausé is a face. Consider also a pair of pathd, that joins these two vertices around
the initial pathl, as illustrated in FigurEl2. We define the faffeas the one obtained frorh by
deleting the face defined by andl, which containg. Let s; be the resulting 2-zone decomposition.
Observe that the number of connected components of the hoyoéf’ is the same as fof mi-
nus one, and thats(s) = ns(s1). We can apply this argument ovéras many times as the number
of components of the boundary &f At the end, we obtain a 2-zone decompositgnsuch that
ns(S) = 7s(S1) = - -+ = 72(Spy)-

Suppose now that the boundary of the bldckas one connected component. Additionally, in
this block there are vertices on its boundary which are midvith f more than once. Let be a
vertex incident > 1 times withf. In this case we define the operatiorcotting verticeas follows :
consider the intersection of a small neighborhood with f, and delete vertex This intersection
hasr connected components. We define a face by pastimith only one of these components, and
disconnecting the others from(see Figuré]2). Then the resulting 2-zone decompositiortheas
same associated non-crossing partition,aisdncident with the corresponding block exactly once.

\

Fic. 2 — The operations of joining boundaries and cutting vestic

Summarizing, we construct froma regular 2-zone decomposition in the following way : apply
the operation of joining boundaries, and then the operaticntting vertices. After this, every block
has one boundary and each vertex is incident with its cooredipg block exactly once. In this case,
a block is either contractible or not. If it is not contradgiflet S* be a non-contractible cycle, which
can be cut using the operatsr For all blocks, the number of times we need to apply this afoeiis
bounded byy(Z). At the end, all blocks are contractible and the resultindege ist; c . So, the
resulting 2-zone decompositiont is regular, and then by Lemria¥.1 there exists a regular 2-zon
decompositiomn overX such thatrs (m) = s, (M) = 72(S), as claimed. m|

In other words|IIx(K)| < |Rx(K)| for each value ok. Instead of countingRx(k)|, we reduce
our study to the family of regular 2-zone decompositionseteach face (block or white face) is
contractible. The reason is, as we show later, that thisasoibf provides the greatest contribution
to the asymptotic enumeration. This set is called the setadfucible 2-zone decompositions &f,
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and it is denoted b¥s (k). Equivalently, an irreducible 2-zone decomposition are realized in
a proper surface containedin The details follow.

A generalization of the notion of irreducibility. We shall provide an equivalent definition and
an additional property of irreducible 2-zone decomposiidRecall the definition about inclusion
of surfaces stated before Lemmal7.1. We say that a non-agpgaititionsy, is irreduciblein £, if
there is no realization ofs, in a surface; such that, c X;. This definition is compatible with the
notion introduced in Sectidn 4.1, as shown in the followiggina :

Lemma 7.2 Let m be an irreducibl@-zone decomposition &f Then the faces of m are all contrac-
tible.

Proof: We only need to deal with white faces. For a white face whotggior is not an open polygon,
there exists a non-contractible cy@é. Cutting alongS* using the operatoss we obtain a new

surface with boundar¥’ such tha’ c ¥ andm s induced inX’. As a conclusion, all faces are
contractible. mi

7.2 Tree-like structures, enumeration, and asymptotic couting

In this section we provide estimates for the number of iro#ole 2-zone decompositions, which
are obtained directly for the surfa&e This approach is novel and gives upper bounds close to the
exact values. The usual technique consists in reducingtimeration to surfaces of smaller genus,
and returning back to the initial one by topological “pagtiarguments. The main point consists in
exploiting tree-like structures of the dual graph asseddb an irreducible 2-zone decomposition.
The main ideas are inspired by [4], where they are used in @héegt of map enumeration. For
simplicity of the presentation, the construction is expdai on the disk. The dual graph of a non-
crossing partition on the disk is a tree whose internal estare bicolored (black color for blocks).
An example of this construction is shown in Figlie 3. We usefdmily of trees (and some related
ones) in order to obtain a decomposition of elements of theg). In Sectio 7.8 the enumeration
of this basic family is done, as well as the enumeration ofé¢feted families.

Fic. 3 — A non-crossing partition tree.

The construction for general surfaces is a generalizatfahe previous one. An example is
shown in the leftmost picture of Figuré 4. For an elenmart Py (k), denote byM the resulting map
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onZ (recall the definition oE in Sectior2). FronM we reconstruct the initial 2-zone decomposition
mby pasting vertices of degree 1 which are incident to the daoes and taking the dual map. From
M we define a new rooted map @rin the following way : we start deleting recursively versosf
degree 1 which are not roots. Then we continue dissolvinticesrof degree 2. The resulting map
hasp(X) faces and all vertices have degree at least 3 (apart frotwestices, which have degree 1).
The resulting map is called treeheme associated M ; we denote it bySy. See Figuré€l4 for an
example.

Fic. 4 — The construction of the scheme of an elemefsinWe consider the dual of an irreducible 2-
zone decomposition (leftmost figure). After deleting v of degree 1 recursively and dissolving
vertices of degree 2, we obtain the associated schemer(rigifigure).

An inverse construction can be done using maps Bvand families of plane trees. Using these
basic pieces, we can reconstruct all irreducible 2-zonemeositions. The details of this construc-
tion can be found in Sectidn_7.3. Exploiting this decomposiaind using singularity analysis (see
Section[ 2.4 for the basic definitions), we get the followihgdrem, whose proof is provided in
Sectior 7} 1 denotes the classical Gamma function [16]) :

Theorem 7.1 LetX be a surface with boundary. Then the numfbgi(k)| verifies

CE) 2D gk
M=l S F 3725y 7 AE) —3) KYZEHE4 . 4K, @

where @) is a function depending only dhthat is bounded by (X)),

7.3 Enumeration of non-crossing partitions of the disk and elated construc-
tions

We first introduce some terminology related to trees thateaais dual graphs of non-crossing
partitions on the disk. Then, we use these concepts to othitainumber of non-crossing partitions
of the disk withn vertices. At last, we introduce some families of relatedsrevhich are used in the
construction of the dual map of a non-crossing partition sndace of higher genus.

The dual graph of a non-crossing partition is a tree, whidalked the (non-crossing partition)
tree associated to the non-crossing partition. Verticedegfee 1 (that is, the leafs of the tree) are
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calleddanglings Vertices of the tree are callddock verticesf they are associated to a block of
the non-crossing partition. The remaining vertices ateegiton-polygon verticesr danglings By
construction, all vertices adjacent to a polygon vertexrame-polygon vertices. Conversely, each
vertex adjacent to a non-polygon vertex is either a blockexeor a dangling. Graphically, we use
the symbola for block verticesp for non-polygon vertices anefor danglings.

Denote by7™ the set of non-crossing partitions trees, andTlet T(z U) = Yy o0 tkmZU™ be
the corresponding GF. The varial#denarks danglings and marks block vertices. We use also
an auxiliary family 8, defined as the set of trees which are rooted at a non-polygadaxv Let
B = B(z U) = Ykns0bkmZU™ be the associated GF. The next lemma gives the exact enuomesét
7 and8.

Lemma 7.3 The number of non-crossing trees counted by the number gflidgs and block ver-
tices is enumerated by

1-2z1-u)- /(z(1-u)-1)2-4zu

T(zu) = 270

3
Furthermore B(z u) = ZT(z u).

Proof: We establish combinatorial relations betwegand7, from which we deduce the desired
result. First, observe that there is no restriction on the ef the blocks. Hence the degree of every
block vertex is arbitrary. This condition is translated $ptically via the following relation 7~ =
m x Seq(B). Similarly, B can be written in the formB = {o} x Seq(7 x {o}).

These combinatorial conditions translate using Tabled tim: system of equations

u 4

T=1B-1m

If we substitute the expression Bfin the first equation, one obtains thktsatisfies the equation
ZT2 + (z(1 - u) - 1)T + u = 0. The valid solution of this equation {sl (3). Solving the\poais system
of equations in terms d8, we obtain thaB = ZT, as claimed. m]

Observe that writingi = 1, we obtain thaT (2) = T(z 1) = 3% andB(2) = B(z 1) = ZT(2),
and we recover the GF for Catalan numbers.

We need also a set of families of trees that are quite relatékt previous ones. We call them
double treesA double tree is obtained in the following way : consider ghpahere we concatenate
vertices of typem with vertices of typea. A double tree is a tree obtained by pasting on every
internal vertex of typam a pair of elements of (one at each side of the path), and similarly for
internal vertices of typa. We say that a double tree is of type eitimerm m— 0, oro— o depending
on the type of the ends of the path. An example for a doublesrggem — m is shown in Figurglb.

We denote these families 94 _u, 70-a, aNd7o_g, and the corresponding GF By (z u) = Ty,
Ta(zu) = T, andT3(z u) = T3, respectively. Recall that in all casesnarks danglings and
marks block vertices. A direct application of the symboliethod provides a way to obtain explicit
expressions for the previous GFs. The decomposition an@dfisef the three families is summarized
in Table[2.
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Fic. 5 — A double tree and its decomposition.

‘ Family H Developement ‘ Compact expressimh
To-u 1+1B2T2+ 3BT + ... 1/(1-T?B?/u)
Ta-n B?+ 1B4T2+ IBST* + ... B2/(1 - T2B?/u)
Too || oT?+ 3BT+ B Té+... | (T%/(1-T%B?/v)

Tas. 2 — GFs for double trees.

To conclude, the family opointednon-crossing treeg* is built pointing a dangling over each
tree. In this case, the associated GFis= zaiZT. Similar definitions can be done for the fami#/
Pointing a dangling define a unique path between this distéingd dangling and the root of the tree.

7.4 Proof of Theorem_ 7.1

The steps towards the proof of TheorEml 7.1 are developeddtioBe[7.4.1[ 7.4]2, arld 7.4.3.
Basically, we start characterizing the combinatorial aeposition in terms of plane trees. This
combinatorial decomposition is exploited in Proposifia®d df Sectiof 7.411 in order to count irredu-
cible 2-zone decompositions. The consi@(x) is related to the enumeration of cubic maps [3, 21].
Bounds forC(X) are given in Section 7.4.2 (see Proposifiod 7.4). Finallyprove in Sectioh 7.4.3
that the asymptotic dRx(k)| coincides with the one obtained for irreducible 2-zone degositions.
The argument uses a double induction on the number of boiasdand the genus of the surface,
and LemmaX’]3 of Sectidn 5.

7.4.1 Combinatorial decomposition and enumeration

We use the notation and definitions introduced in Secfiok{i&3 families of trees, double trees
and pointed trees, and the corresponding GFs). To simgi#ynotation, we denote s (k, m)
the set of irreducible 2-zone decompositionsofith k vertices andn blocks. We writep);-,rn for
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the cardinal of this set. Leti; = Ym.0 Py, The GF associated to the numbefs, is denoted by

Ps(z u). We denote byss the set of rooted maps @with 5(2) faces, whose vertices are bicolored
(eitherm or o) and have degree at least 3. In particular, endpoints ofengidge can have the same
color. This notation is used in Sectidns 714.3, 4.5.1,[@aBd7Observe that in our framework, each
map hag(Z) roots, in contrast to the classical theory of enumeratfonated maps (where a unique
root is considered).

Applying Euler’s formula for maps oB imples thatSs| is finite, because the number of faces
is fixed. It is also obvious that By is the scheme associated to a nMpthenSy € Ss. These
observations provide a way to establish a combinatoriathign, that can be exploited to obtain the
enumeration ofs. More concretely, each elemeldt can be constructed from an elemé&nof Sg
in the following way :

1. For an edge o with both end-vertices of typm, we paste a double tree of tyme- m along
it. Similar operations can be realized for edges with endiices{o, m} and{o, a}.

2. For a block vertex of S, not incident with any root, we pastewielements of/™ (identifying
the roots of trees ifi” with v), one in each region determined by consecutive half-edges.

3. For a set of roots with an end-point in the same block vertexe paste an element Gf*
along each one of the roots (the marked leaf determines wittte dangling root). Over
we paste trees of as we have done in the previous case. We do not paste treesdmeawoot
and a half-edge d5. A similar operation is done if the vertex is of type

This construction is shown for a concrete example in Figlilee6 us introduce some notation.

Fic. 6 — The decomposition into bicolored trees and the assutiatheme.

Consider an eleme® of Gx. Letvy(S), v2(S) be the set of block vertices and non-polygon vertices
of S, respectively. WriteB(S), W(S) for the number of roots which are incident with a vertex qfey

m andO, respectively. In particulaB(S) + W(S) = B(Z). Denote bye; (S) the number of edges &

of typem — m. We similarly define(S) andes(S) for edges of typex — m ando — O, respectively.
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Observe thag (S) + ex(S) + e3(S) + B(S) + W(S) is the number of edges & that ise(S) = |E(S)|.
For a vertexx of S, denote by (X) the number of roots which are incident with it.
The previous decomposition provides a direct way to obtadiesired enumeration.

Proposition 7.2 LetX be a surface with boundary. Then the giméent[Z]Ps(z 1) has an asympto-
tic expansion of the form

C)
I'(=3¢(2)/2+ (X))
where Q%) is a function depending only &h

k- X®/2AE)-14k (1 4+ O(k™Y?)), )

[Z]Ps(z. 1) = P§ =koeo

Proof: According to the previous observation;(z u) can be written in the following form : for
eachS € Gy, we replace edges (not roots) with double trees, roots wathted trees, and vertices
with sets of trees. More concretely, the GF we obtain is

V1(S)|T€1(S) T €(S) T €3(S)
> umEITEOTEOTS

SeGy

T Zixevy (5)(A(X)=2r (X)) Te B(S)
(_) BZysvz(S)(d(Y)*zr(Y)) (U) (B')W(S) . (5)

Observe that term$ andT* appear divided by. The reason is that we paste non-crossing trees
through the root, which is a block vertex. In order to do it,detete the corresponding block vertex,
we paste the trees identifying their roots without counting root, and finally we add the total
number of block vertices (thus the teutS)). To obtain the asymptotic behavior in terms of the
number of danglings, we writa = 1 in Equation[(b). To study the resulting GF, we need the
expression of each factor of Equatidd (5) when we write= 1. In Table[B all the expressions
are shown. This table is built from the expressionsToand B deduced in LemmB_4.3 and the
expressions for double trees in Table 2. The GF in Equalipris(a finite sum (a total ofSy|

GF Expression
Ti(2) || 1/16(1- 422 - 1/8(1- 42)Y/2 + 1/16(1- 42)3/2
T2(2) 1/4(1—-42)°Y2 + 1/2 + (1 - 42)2/2
T3(2) || 2(1/16(1- 42)"%2 - 1/8(1- 422 + 1/16(1- 42)?)
T@ 1/(29(1~- (1-42"?)
B(2) 1/2(1-(1-49*?)
T2 1/2(1 - 42)72 - 1/(22)(1 - (1 - 42)~2/?)
B*(2) (1-4271?

Tas. 3 — Univariate GF for all families of trees.

terms), so its singularity is locatedat 1/4 (since each addend has a singularity at this point). For
each choice o8,

f(S)
T(Zo 1)2x€v1(5)(d(x)’2r(x)) B(Z9 1)2y5v2(5)(d(y)’2r()’)) — Z fn(z)(l _ 4z)n/2’ (6)
n=0
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where the positive integef(S) depends only o8, f,(2 are functions analytic a¢ = 1/4, and
fo(2) # 0 atz = 1/4. For the other multiplicative terms, we obtain

T1(z D5OTH(2 1)2OT5(2 O T (2 1)BOB 2 )V = Gs((1-42) T +...,  (7)

whereGs(2) is an analytic function at = 1/4. The reason of this fact is that each GF in the previous
formula can be written in the form(2)(1-42)~Y?+. .., wherep(2) is a function analytic at = 1/4,
ande; (S) + e(S) + e3(S) + B(S) + W(S) is the total number of edges. Multiplying Equatiéh (6) and
Expression[{[7) we recover the contribution of a nSaim Pg(z 1). More concretely, the contribution
of a single mafs to Equation[(b) can be written in the form

9s(@(L—- 4292 4,

wheregs(2) is an analytic function at = 1/4. From Equation[{1), the maps giving the greatest
contribution to the asymptotic gf: are the ones which maximize the valuetf). Applying Euler’s
formula (recall that all maps i®x haveg(Z) faces) or® gives that these maps are the ones where
each vertex have degree 3 (i.e., cubic maps). In particulaic maps wittB(X) faces ang(X) roots
have B(X) — 3y(X) edges. Hence, as a consequence of the Transfer Theoreimgolesity analysis,
the singular expansion &%(z 1) atz= 1/4 is

Ps(z 1) =214 C(E)(1 - 42> 2+ (14 0((1 - 49"77)), ®)

whereC(X) = Y sce, 9s(1/4). Applying the Transfer Theorem in this expression yiglisclaimed
result. m]

7.4.2 BoundingC(Z) in terms of cubic maps

In this section we obtain bounds f6(X). A more refined analysis over functiogs(2) provides
upper bounds fo€(X). This is done in the following proposition :

Proposition 7.3 The function @) defined in Proposition 712 satisfies
C(®) < 22®|zg). (9)

Proof: For eactts € S5, we obtain bounds fogs(1/4). We use Tablel4, which is a simplification of
Table3. We are only concerned now about the constant teracbf@F. TablEl4 brings the following
information : the greatest contribution from double tréeses, and families of pointed trees comes
from 75_a, 7, and7*, respectively. The constants argt12, and 4, respectively. Each cubic map
has B(Z) — 3y(X) edgesg(X) of them being roots) and(X) — 2y(X) vertices () of them being
incident with roots). This characterization provides tbkofving upper bound fogs(1/4) :

28(2)-3¢(Z)-B(2)
) 2-32v(E)+B(E) gp(E) — 2B(E) (10)

gs(1/4) < (4_1

O
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GF Expression Developementat = 1/4
T2 || 1/16(1-42) Y2+ ... 1/16(1- 42012 + . ..
To2) || 1/4(1-42)7Y2+ ... 1/4(1- 42)Y2 + ...
T3 || 2/16(1- 42" Y2+ ... | 1/256(1-42) V2 + ...
T(2 1/(22) + ... 24
B(2) 1/2+... 1/2+ ...

T2 1/2(1- 422+ ... A(1-427V2 4 .
B*(@ (1-427Y? (1- 4212

Tas. 4 — A simplification of Tabl€I3 used in Propositionl7.2.

The value ofSg can be bounded using the results in [3, 21]. Indeed, Gao shoj24] that the
number of rooted cubic maps withvertices in an orientable surface of gengss asymptotically
equalto

ty- n°O-D2. (12+/3)",

where the constarny tends to 0 ag tends toco [3]. A similar result is also stated in [21] for non-
orientable surfaces. By duality, the number of rooted cuféps in a surfacE of genusy(Z) with
B(Z) faces is asymptotically equal tasy - B(Z)°®)-D/2. (12+/3)P®). This value is clearly bounded
by y(2)00®),

To conclude, we observe that the element&gfare obtained from rooted cubic maps WH(L)
faces by adding a root on each facé&elient from the root face. Observe that each edge is incident
with at most two faces, and that the total number of edges8igX). Consequently, the number of
ways of rooting a cubic map with(X) — 1 unrooted faces is bounded ‘g)(f}) which is bounded
by y(Z)00®),

By the above discussion, the following proposition holds.

Proposition 7.4 The constant (%) verifies

C(2) < tym - BEIHS 2. (12 @f@)(ﬁ—(g(f)l)zmz)_
In particular, C(Z) = y(Z)°0&),
Combining Propositioris 7.2 abhd V.4, we obtain that

s C(Z) L3/2/(E)HBE)-4 gk
Pic Sk I'(3/2y(2) +B(E) - 3) < * -

whereC(Z) = y(X)°0®) is a function depending only aii

Sthegenus @) of an orientable surfacg is defined ag(Z) = y(2)/2 (see [24]).
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7.4.3 Irreducibility vs reducibility

For conciseness, we use the notat#gE) to denote the constant term which appears in all the
asymptotic expressions in Sectlon]7.3.

For a non-irreducible regular elemesibf Ry (recall Lemmd_ZR2) there is a non-contractible
cycle St contained in a white 2-dimensional region ©fAdditionally, s induces a regular 2-zone
decomposition over the surfage<S! = %', which can be irreducible or not. By Lemmal7.1, each
element ofRy defines an element oRs. To prove that irreducible 2-zone decompositions aver
give the maximal contribution to the asymptotic, we applyoalue induction argument on the pair
(v(%),B(2)). The critical point is the initial step, which correspartdy(X) = 0:

Proposition 7.5 Let X be a surface obtained from the sphere delefirdisjoints disks. Then
IR (K| <k=soo 1Pz(K)I.

Proof: Induction ong. The casg = 1 corresponds to the disk. We deduced in Sedfioh 7.3 the exact
expression foPs(z u) (see Equatiori{3)). In this case the equalRy(k)| = |Px(K)| holds for every
value ofk. Let us consider now the cage= 2, which corresponds to the cylinder. From Equation
(@1), the number of irreducible 2-zone decompositions dvercylinder verifies

Ps(K)] =k A(E) - k- 4L+ O(K ). (12)

Let us calculate upper bounds for the asymptotic of nordircible 2-zone decompositions on a

cylinder. A non-contractible cyclg! on a cylinder separates it into a pair of cylinders. In otherds

¥’ = =St is a pair of disks. The asymptotic in this case is of the fafil[(z, 1)? =x_... O(k~3/24%).

The subexponential term in Equatidnl(12) is greater, soldimof the proposition holds fgs = 1.
Let us proceed to apply the inductive step. Bet 1 be the number of boundariesfA non-

contractible cycleS! always separates into two connected components, nam&lyandX,. Let

B1,B2 < B be the number of boundaries®f andX,, respectively. By induction hypothesis,

|sz (k)l Zkooo |P21 (k)|7

for j = 1,2. Consequently, we only need to deal with irreducible dgmasitions of¥; and,. The
GF of 2-zone regular decompositions that reduces to decsitigrts overZ; andX, has the same
asymptotic a$s,(z 1) - Ps,(z 1). The estimate of its cdécients is

[2]P5,(2 1) Ps,(2.1) < &(51) - a(5)[2(L - 42 5/%43 - (1 49 5%2+% = O (0¥ 4Y).

Consequently, the above term is smaller tigrwhenk is large enough (the value is of the form
(k5/%8-44¥), and does not depend on has cut. O

The next step is to adapt the previous argument to surfacgerafs greater than 0. LEtbe a
surface with boundary and Euler genyg). Consider a non-contractible cycé and the resulting
surfacer = £=S*. Two situations can occur :

RR n° 7166



32 Juanjo Rué , Ignasi Sau , Dimitrios M. Thilikos

1. 7 is connected and(T) = B(X). In this case, the Euler genus has been decreased by either 1
if the cycle is one-sided or by 2 if the cycle is two-sided.Stesult appears as Lemma 4.2.4
in [24].

2. The resulting surface is not connect¥ds 1 LI T'». In this case, the total number of bounda-
ries isB(Y) = B(Y1) + B(Y2). By Lemmd 5By (Z) = v(T1) + y(T2) — 2.

The induction argument distinguishes between these twescaé = ==S* is connected, by
induction on the genuRy(K)| <k [Py (K)|. Additionally, by Expressiori{11), an upper bound for
[P (K)| is

[ZPy(z 1) = a(Y) - KY2OBM-4 . 4%1 4+ O(KY?)) =¢se0 0(k3/27(2)+ﬁ(2)*4 . 4k) .

If T is not connected, theli = 1 LT, B(Z) = B(T) —2 = B(T1) +B(2), andy(Z) = y(T1) +y(T>2).
Again, by induction hypothesis we only need to look at thedtrcible ones. Consequently,

[Z]Per,(z 1)Py,(z. 1) = a(Y1) - a(T2)[Z](1 — 42)20 T+ (F2)-(Br)+5(12)+6

The exponent of (242) can be written as 3/2y(X)—A(Z)+6. Consequently, the valug[Py, (z 1)Py,(z 1)
is bounded, fok large enough, by

(C/2EIFE6-L gl  |ADEEIT . g = O (2 DH4EI4. 44).

Hence the contribution is smaller than the one giveifyk)|, as claimed.

7.5 Additional constructions

So far, we enumerated families of non-crossing partitioits woundary. Here, we first deal in
Sectior Z.511 with a set of additional vertices that playrtie of apices(cf. the last paragraph of
Section6). Secondly, we show in Sectlon 7.5.2 how to extBecehumeration from non-crossing
partitions to non-crossing packings. In both cases, we dhaitvthe modifications over genera-
ting functions (GFs for short) do not depend on the surfaacghere non-crossing partitions are
considered. The analysis consists in symbolic manipulatioGFs and application of singularity
analysis over the resulting expressions. Finally, we glevhe resulting asymptotic estimation in
Sectior 7513

The first problem can be stated in general as follows : for asece of positive numbe(gy,},
such that we know the GE .o P ZU", we want to estimate the value §fr<:1 r'p, for a fixed
valuel. This problem arises from the fact that we have a set of \estftheapiceg, such that every
vertex of the set can be associated to an arbitrary block ohacnossing partition. The details of the
analysis of this problem are done in Secfion 7.5.1. Bagidhiis problem only introduces a variation
in the subexponential term of the asymptotic stated in TérebE. 1.

The second problem consists in generalizing from non-grggsartitions to non-crossing pa-
ckings. In other words, for a fixed numberlofertices, fix an arbitrary subset bk k vertices, and
consider the set of non-crossing partitionsoon this set of vertices. This value is preciseljis(i)|.
Among the total set df vertices, this set afvertices can be chosen ﬁh) ways. Hence, we want to
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estimate the surE!‘zo ('i‘)ll'[z(i)|. Observe that this construction is quite close to Bell nusbghich
count the number of ways a setloélements can be partitioned into nonempty subsets. Thédsdeta
of the analysis can be found in Sectfon 7.5.2. In this casen@matorial trick (Lemm&~7]14) shows
that the modification onlyféects the base of the exponential term.

7.5.1 Dealing with a set of “apices”

Due to the definition of surface cut decomposition, we neeahodlify the family P of irre-
ducible 2-zone decompositions in the following way : copsid set of vertices{1, 2,. = 1]
disjoint from the set of vertices over This set of vertices is called set apices For every value
of k we want to count the number of pairs (f), wheres € Pz(k) hasr blocks, andf is an ar-
bitrary applicationf : [I] — [r]. The number of such pairs i , .7 pfr (recall that the number
of irreducible 2-zone decompositions withvertices and blocks |sp§ and the associated GF is
Px(z u)). The aim of this section is to obtain estimates for this siilvis problem can be stated in
the following equivalent way : I6€(z, u) be a GF with expansioR(z u) = Y so fkr U7, such that
[ZU"]F(z u) = 0 if r > k. For a non-negative integgrwe want to estimate the sum

Zr fir = [Zk]ZZ M 2|,

k>0 r=0

for k large enough. Le® be the pointing operator on the second varialié-(z u) = u F(z, u) =
uFy(z u). Applying | times the operato® over F(z u) gives®'F(z u) = Y., m fkrzku S0 our
problem consists in estimating“[®'F(z, u)|u:l The strategy we use to obtain the estimate consists
in simplifying this expression up to a function from which keow to get the asymptotic. Firstly,
observe tha®' can be written ag!zl qi(u)a%, whereq;(u) is a polynomial oru. Fori = |, the value
of gi(u) is Uu'. We show that the greatest contribution to the enumeratomes from the term = |.
As a consequence, we only need to deal W‘% F(z u). To do this, it is also convenient to observe
the following : forb < a positive real numbers, the asymptotic of{%2)~2 is greater than the one
for (1 — 42~ : from the Transfer Theorem for singularity analysis (Eipra(d)), both GFs have
an exponential growth of the forn¥ 4However, their asymptotic growth is not the same : while the
first one has a subexponential growth of the fdent, the second one is of the forki~*, which
is smaller. Generalizing this to a linear combination ofrterof the form (1- 42)~%, whereg; is a
positive real number, the asymptotic of the whole functiomes from the valug; with the greatest
modulus.

Let us return to stud¥Ps(u, 2). Observe that GFs for double trees can be factorized inatee f
wing way (consult TablEI2) :

Gzu —2uZG(z u)
1-1T2B2/u  ((u+1)z-1)V(@1-u) - 1)2 - 4zu+ 2(u— 12 - 2z(u+ 1)+ 1’

where G(z u) is either 1,T?/u or B2. For conciseness, write = (z(1 — u) — 1> — 4zu, g =
(u+1)z- 1) andh = Z(u - 1)*> - 27(u + 1) + 1. The previous formula can be written in the
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form —2uZG(z u)/(h + g Vf). Additionally, g(z 1) = 2z—1,f(z1) = 1 - 4zandh(z 1) = 1 - 4z
Foru = 1, the smallest singularity of the function is locateczat 1/4, where functionvVf ceases
to be analytic. Consequently, the source of the singularita double tree comes exclusively from
the term Vf. Furthermore, when we write = 1, the smallest singularity of every derivative (with
respect tai) of —2uZG(z u)/(h + g Vf) is located arz = 1/4, because the denominator is always the
same (possibly with a greater exponent). A similar argurappties to the families of pointed trees
(same behaviof; Y/?).

Taking into account this, and rationalizing the previougressions, Expressio (5) can be writ-

ten in the form
Pr(zu) = Z (gs(z uf =2+ ),

SeCs

where “...” means that the exponent of the other terms is smaller in tasdand they give smaller
contributions to the asymptotic enumeration). Observeg{rau) is analytic at ¢, u) = (1/4,1), and
satisfies thags(z 1) = gs(2). This presentation fdPs(z u) is the correct one to deal with the operator
@' : observe that the greatest contribution (using the Trar&fieorem) comes from cubic maps,
which are the ones with maximize the number of edges (i.e.y#tuee(S) = 3y(X) + 28(Z) — 6).
For conciseness on the formulas, until the end of this segt®writee = 3y(X) + 28(X) — 6.

We need to study the derivativa%'t. (gs(z, u)f’e/z), which is the main contribution of each cu-

bic map. When we apply this derivative ovgg(z u)f~®2, the greatest contribution comes from
0s(z u)u' -4 7%2, because this term maximizes the exponent (in modulus)eosithgular term. In
this case, the singular term with greatest exponent cavretspto

(-1)T(e/2 +1) (fu(z v))'
I(e/2) f(zuez’

wherefy(z u) is the derivative off with respect tou. Writing u = 1, the previous expression is
simplified into

u'gs(z u)

re/2+1) (22
9s(2 T(e/2) (1- 422
To estimate the value of tHeth coeficient of the previous GF, we apply the Transfer Theorem for
singularity analysis (Equatiohl(1)), obtaining
1 ezl gk _1/2
95(1/4)1"(e/2)2 K 41+ O(k9)).

To conclude, recall that this above term is the contributiba single cubic map. Summing over all
cubic maps, we obtain the following proposition :

Proposition 7.6 Let g’ir be the number of irreducibl2-zone decompositions &f For a fixed posi-
tive integer I, the following asymptotic approximation ¢et

I3y(2)/2+B(Z) - 3)

where an upper bound for(€) is stated in Proposition 71 3.

k
C(z)- 2"
Z Py koo *) KI®2BE-4 gk 4 Ok Y?)), (13)
r=1
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7.5.2 Bell structures : from partitions to packings

For a fixed number ok vertices, fix an arbitrary subset of< k vertices, and consider the

set of non-crossing partitions ov&rusing this set of vertices. This value is precisely*. This
set ofi vertices can be chosen ﬂﬁ) ways. Consequently, we want to estimate the m ('I‘)plz
Observe that this construction is quite close to Bell nurabehich count the number of ways a
set ofk elements can be partitioned into nonempty subsets. The masittt of this section uses the

following combinatorial trick :
Lemma 7.4 LetA(2) = Y,.0anZ". Then the suny; , ('I‘)a. is[2 5A(%).
Proof: It is a consequence of the Taylor developmentiéjA(ﬁ) and the relation—2-— =

) ) (1_Z)n+1
%2 ("')2, which can be proved by induction. O

ConsequentlyPs(z 1) is modified via LemmB& 714 to obtain the GF for the numigls, (})p*.
The singularity ofPg(z 1) is located ar = 1/4, and therefore the singularity qf—ZPz(z/(l -2,1)
is located az = 1/5. Its singular behavior (i.e., the singular exponent) & dame as the one for
Ps(z 1). The modification is made only on the position of the siagity, and not on its nature.
Summarizing, the estimate @};0 (‘f)p,2 for k big enough has exponential term equal to 5
and subexponential term equal to the oneppf In other words, we have proved the following
proposition :

Proposition 7.7 The following estimate holds :

2o (f)pr f
ziol)Pr_ (5

(o 4

7.5.3 Putting the pieces together

k+1
) (1+0(™?)).

Combining the univariate asymptotic obtained in Thedrefhwith the constructions described
above (Propositiorls 4.6 afd17.7 in Sectipbns T.5.1[and] #&spectively) we obtain the following
theorem, which gives the bound on the size of the tables whieig surface cut decompositions :

Theorem 7.2 Let Iy (k) be the set of non-crossing partitions Bfwith k vertices and a set of |
apices. Then the valugt, ('I‘) [Tz, (K)| is upper-bounded, for large k, by

C(2) 32/ HBE) -4 | kil
PTEH® D3 < > (14)

where @) is a function depending only dhthat is bounded by(X)2¢®),
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8 Conclusions and Open Problems

Our results can be summarized as follows.

Theorem 8.1 Given a problem P belonging to Category (C) in a graph G embkddd a surface of
Euler genusy, with bw(G) < k, the size of the tables of a dynamic programming algorithisolve
P on a surface cut decomposition of G is bounded abog#y- k90 . 00,

As we mentioned, the problems tackled in [11] are those ire@atly (B), which are included
in Category (C). As a result of this, we reproduce all the Itesaf [11]. Moreover, as our approach
does not use planarization, our analysis provides algosttvhere the dependence on the Euler
genusy is better than the one in [11]. In particular, the runningetiof the algorithms in [11] is
200-bwy*log®w)) . n \while in our case the running time €@+ logbw)+ylogy) .

Dynamic programming is important for the design of subexgmtial exact or parameterized
algorithms. Using the fact that bounded-genus graphs harebwidth at mosO(+fy - n) [18], we
derive the existence of exact algorithmgin(20(v7m+r1090-m)) steps for all problems in Category (C).
Moreover, using bidimensionality theory (see [9, 10]), @n derive 90~ VkerlogtK) . n0Q) step
parameterized algorithms for all bidimensional problem€ategory (C).

Note that the running time of our algorithms is conditiongdte construction of an appropriate
surface cut decomposition. This preprocessing step take€'%Yn steps by Theoref 8.1 of Sec-
tion[@. Finding an alternative preprocessing algorithnmhvietter polynomial dependance remains
open.

A natural extension of our results is to consider more gdrmdaases of graphs than bounded-
genus graphs. This has been done in [13] for problems in Gatg@), where the tables of the
algorithms encode pairings of the middle set. To extencetihesults for problems in Category (C)
(where tables encode subsets of the middle set), usingdharitation approach of [13], appears to
be a quite complicated task. We believe that our surfaceated approach could be more successful
in this direction.

Notice that Categories (A), (B), and (C) can be seen as thdduals of a more general hierarchy
of dynamic programming algorithms designed for gradualbyrencomplicated combinatorial pro-
blems. For instance, higher level classes of algorithmbeathefined for tables encoding connected
pairings (or even connected packings) of subsets of thelmgid. In a sense, what we prove in this
paper is the collapse of the time bounds in Category (C) tedtio Category (A) when inputs are
topologically restricted. It seems to be an interesting tasdefine such a hierarchy and to check
whether this collapse extends to its higher levels.
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