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ABSTRACT

In this paper we develop a novel classification approach for high and very high resolution polarimetric synthetic
aperture radar (SAR) amplitude images. This approach combines the Markov random field model to Bayesian
image classification and a finite mixture technique for probability density function estimation. The finite mixture
modeling is done via a recently proposed dictionary-based stochastic expectation maximization approach for
SAR amplitude probability density function estimation. For modeling the joint distribution from marginals
corresponding to single polarimetric channels we employ copulas. The accuracy of the developed semiautomatic
supervised algorithm is validated in the application of wet soil classification on several high resolution SAR
images acquired by TerraSAR-X and COSMO-SkyMed.

Keywords: SAR image classification, dictionary, amplitude probability density, stochastic expectation maxi-
mization, Markov random field, copula

1. INTRODUCTION

In modern remote sensing the use of Synthetic Aperture Radar (SAR) represents an important source of
information for Earth observation. SAR images are becoming widely used in various applications, e.g., in
flood/fire monitoring, epidemiological surveillance. One of the basic problems arising in most applications is
image classification. The classification maps can either be directly used in applications or serve as input to
further SAR processing problems like segmentation or change detection.

Contemporary SAR systems are capable of providing fully polarized images (HH/HV/VH/VV). Polarimetric
SAR imagery, in comparison to single channel SAR data, have the advantage of a more complete description of
landcover’s scattering behavior. The possible gain in classification accuracy with data in several polarizations
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compared to one channel data explains the special interest to multi-polarized image classification. In this work
we investigate the Dual-polarization SAR case (which can be easily extended to multi-polarization case), as well
as single-polarization SAR as a special case.

During the past years, various methods were employed for classification of polarimetric SAR data, based on
the maximum likelihood [1], artificial neural networks [2][3], support vector machines [4], fuzzy methods [5] or
other approaches [6][7]. In this paper we develop a semiautomatic algorithm for SAR classification using solely
the amplitude data and not the complex data as the approaches above. This is considered as an important
classification framework both because several image products provided by novel high resolution satellite SAR
systems are geocoded ellipsoid-corrected amplitude (intensity) images and because this modality was the main
one for several earlier coarser resolution sensors (e.g., ERS). The proposed algorithm combines the Markov
random field (MRF) approach to Bayesian image classification with the dictionary-based stochastic expectation
maximization (DSEM) amplitude histogram estimator. MRFs represent a general family of probabilistic image
models that provide a convenient and consistent way to characterize context dependent data [8]. DSEM was
developed for the purpose of modeling the distribution of amplitudes of SAR image. Contrary to the single prob-
ability density function (pdf) modeling methods proposed earlier [9][10][11][12][13], it uses a mixture of several
distinct pdfs to accurately model the amplitude statistics, thus extending the modeling capacity to heterogenous
images. This makes the developed classification algorithm robust with respect to possibly complicated shapes
of class histograms. The DSEM-MRF technique is extended to polarimetric SAR images by modeling the joint
distributions of single channels via copulas, resulting in Copula-DSEM-MRF approach (CoDSEM). Copulas [14]
is a rapidly developing instrument in statistics designed for constructing joint distributions from marginals with
a wide variety of allowed dependence structures. Thus CoDSEM algorithm has good modeling properties based
on two flexible statistical modeling concepts.

The paper is organized as follows. In Section 2.1 we present the developed DSEM and CoDSEM approaches for
high resolution SAR classification, Sections 2.2 and 2.3 provide overviews of the DSEM approach for amplitude
distribution modeling and bivariate copula theory. Section 3 reports experiments on high resolution Dual-Pol
TerraSAR-X and Single-Pol COSMO-SkyMed images. Conclusions are drawn in Section 4.

2. COPULA-DSEM-MRF APPROACH FOR SAR CLASSIFICATION

2.1 Method overview

For the sake of simplicity we present the classification approach in case of 2 polarizations, however the proposed
method can easily be extended to multi-polarized case. Consider the Dual-Pol amplitude SAR image and the
classification into M classes.

DSEM-step. We begin by estimating class distributions from the observed data from a learning image with
ground truth. For every class the mixture pdfs pdm(y|ωm) and cumulative distribution functions (CDFs)
Fdm(yd|ωm), where ωm is the m-th class, are estimated by DSEM

pdm(yd|ωm) =

K∑
i=1

Pdmipdmi(yd|θdmi), Fdm(yd|ωm) =

K∑
i=1

PdmiFdmi(yd|θdmi), (1)

with m = 1, · · · ,M, d = 1, 2. The use of DSEM instead of single parametric pdf models proves to be ad-
vantageous when modeling inhomogeneous classes (i.e. the classes which contain several different landcover



subclasses). However, even in case of homogenous classes, DSEM can be viewed as an efficient tool for choosing
the best single pdf model from the panel of pdfs in the DSEM dictionary.

Copula-step. The joint distributions pm(y|ωm) for classes m = 1, . . . ,M are modeled then via copulas from
marginal distributions (1). Such a choice for joint distribution estimation is attractive because of a wide variety
of dependence structures provided by copulas. Thus joint pdfs are constructed as

pm(y|ωm) = p1m(y1|ωm)p2m(y2|ωm)
∂2C∗m
∂y1∂y2

(F1m(y1|ωm), F2m(y2|ωm)), (2)

where copula C∗m has been chosen for the m-th class (see Sec. 2.3).

In this work we employed the DSEM dictionary with 4 pdfs instead of the 8 ones used in [15]. This was
done in order to facilitate the calculation of (2): for all pdfs in the considered dictionary there are analytical
expressions for CDFs, whereas the rest of pdfs in [15] have no analytical expression for Fdm(yd) and the numerical
computations are costly. In addition, tests with a full dictionary of 8 pdfs reported a minor improvement in
modeling accuracy (within 1% of correlation ρ increase for the same number of components) compared to the
considered dictionary of 4.

MRF-step. In order to gain robustness against speckle, we adopt a contextual approach based on a Markov
Random Field (MRF) model. We skip here the classical definition of MRFs and hidden MRFs (see e.g., [16][17]).
Introducing an anisotropic second-order neighborhood system with only cliques C of size 2 considered, we get
the following MRF energy function with parameter β > 0 for the class labels:

H(x|β) =
∑
c

V (xc|β) =
∑

c={s,s′}∈C

[
−β δxs=xs′

]
, with δxs=xs′ =

{
1, if xs = xs′

0, otherwise
.

As in a usual hidden MRF model, the unobserved class labels are modeled as an MRF and observations are
conditionally independent given labels [16]. Given the conditional pdfs (2) and no prior information about the
proportions of classes on the testing image (which results in giving the same prior weights to all the classes) the
resulting energy function is:

U(ωm|y, β) =
∑
i∈S

− log pm(y|ωm)− β
∑

s:{i,s}∈C

δxi=xs

 . (3)

Estimation-step. As can be seen from the energy function specified in (1)-(3) there is only 1 parameter β to
estimate. This is thanks to the fact that all the parameter estimation for (1) is incorporated into DSEM.

For β estimation we suggest to use simulated annealing [18] with pseudo-likelihood function PL [17]:

logPL(x|β) = log

[∏
s∈S

p(xs|xS\{s}, β)

]
, where p(xs|xS\{s}, β) =

exp(−U(xs|xS\{s}, β))∑
zs∈XS

exp(−U(zs|xS\{s}, β))
,

with normal proposal distribution N(βt, 1) and cooling schedule Tt = 0.95Tt−1. If necessary, this procedure can
be followed by the method suggested in [19], combining Metropolis-Hastings algorithm with gradient method.

The final estimate β∗ is chosen by averaging the estimates on the last t iterations β∗ =
(∑N

i=N−t βi

)
/t.



Optimization-step. By this time the CoDSEM-MRF model is completely specified. This step involves the min-
imization of the energy (3). For this optimization the deterministic Modified Metropolis Dynamics (MMD) [20]
algorithm is suggested. It is a compromise solution between the deterministic Iterated Conditional Modes al-
gorithm [17], which is fast and finds local a minimum, and Simulated Annealing [18], that is slow, but finds the
global minimum. MMD algorithm proceeds as follows:
1. sample a random initial configuration ω0, with k = 0 and T = T0;
2. using uniform distribution pick up a global state η which differs exactly in one element from ωk;
3. compute ∆U = U(η)− U(ω) and accept η according to the rule:

ωk+1 =


η, if ∆U ≤ 0,

η, if ∆U ≥ 0 and ln(α) ≤ −∆U
T ,

ωk, otherwise.

where α is a constant threshold (α ∈ (0, 1)), chosen at the start of the algorithm;
4. decrease the temperature T = Tk+1 and goto Step 2 until convergence (∆U/U below a chosen threshold).

MMD demonstrated good results for the minimization problem (1)-(3).

In case of a single channel polarization there is no need for the Copula-step, because the DSEM-step estimates
can be directly plugged into (3), thus in single-pol case the DSEM-classification algorithm goes:

DSEM-step→MRF-step→ Estimation-step→ Optimization-step.

2.2 Dictionary-based Stochastic Expectation Maximization

The Dictionary-based Stochastic Expectation Maximization (DSEM) approach was proposed in [21], then de-
veloped and validated on high-resolution SAR in [15]. It models a SAR-image amplitude distribution as a finite
mixture model (FMM) with components taken from a dictionary of SAR-specific pdfs. DSEM integrates the
number of mixture component estimation, selection of the optimal model for each component from a dictionary
D, and parameter estimation for mixture components.

To formalize the scenario when several distinct land-cover typologies are present in the same SAR image,
a FMM [22] for the distribution of grey levels is assumed. The amplitude SAR image is modeled as a set
I = {r1, . . . , rN} of independent and identically distributed samples drawn from the mixture pdf:

pr(r|θ) =

K∑
i=1

Pifi(r|θi), r ≥ 0, (4)

where fi(r|θi) are pdfs with parameters θi, taking values in a set Θi ⊂ R`i and {Pi} are mixing proportions:∑K
i=1 Pi = 1 with 0 ≤ Pi ≤ 1, i = 1, . . . ,K. Following [21][15][16], each component fi(r|θi) in (4) is modeled

by resorting to a finite dictionary D = {f1, f2, f3, f4} (see Table 1) of 4 SAR-specific distinct parametric pdfs
fi(r|θi), parameterized by θi ∈ Ai, i = 1, . . . , 4. For descriptions of distributions in D and their physical
properties see [23].

As discussed in [21], considering the variety of estimation approaches for FMMs the choice for this particular
estimation problem is the stochastic expectation maximization (SEM) scheme [25]. SEM is an iterative esti-
mation procedure dealing with the problem of data incompleteness. In case of FMMs the complete data is



Table 1: Pdfs and MoLC equations for the parametric families included in the considered dictionary D. Here Γ(·) is the
Gamma function [24], Ψ(·) the Digamma function [24] and Ψ(ν, ·) the νth order polygamma function [24].

Family Probability density function MoLC equations

Log-normal f1(r) = 1
σr
√

2π
exp

[
− (ln r−m)2

2σ2

]
κ1 = m

κ2 = σ2

Weibull f2(r) = η
µη r

η−1 exp
[
−
(
r
µ

)η]
κ1 = lnµ+ Ψ(1)η−1

κ2 = Ψ(1, 1)η−2

Nakagami f3(r) = 2
Γ(L) (λL)

L
r2L−1 exp

(
−λLr2

)
2κ1 = Ψ(L)− lnλL

4κ2 = Ψ(1, L)
Generalized κ1 = Ψ(κ)/ν + lnσ

Gamma f4(r) = ν
σΓ(κ)

(
r
σ

)κν−1
exp

{
−
(
r
σ

)ν}
κ2 = Ψ(1, κ)/ν2

κ3 = Ψ(2, κ)/ν3

represented by the set {(ri, si), i = 1, . . . , N}, where ri are the observations (SAR amplitudes) and si are the
missing labels: given an FMM with K components, si takes value in {1, . . . ,K} and denotes to which of the K
components the i-th pixel belongs.

Instead of adopting ML estimates as in the classical SEM scheme [25], in DSEM the Method of Log-Cumulants
(MoLC) is adopted [10][21], which has been demonstrated to be a feasible and effective estimation tool for
common SAR parametric models [10] and also for all pdfs in D [15]. MoLC has recently been proposed as a
parametric pdf estimation technique suitable for distributions defined on [0,+∞), it has been widely applied in
the context of SAR-specific parametric families for amplitude and intensity data modeling, e.g., for Nakagami
distribution [10]. MoLC adopts the Mellin transform [24] by analogy to the Laplace transform in moment
generating function [26], and allows stating a set of equations relating the unknown parameters of a given
parametric model with one or several log-cumulants:

κ1 = E{lnu}, κ2 = Var{lnu}, κ3 = E{(lnu− κ1)3}.

These equations have one solution for any observed log-cumulants for all pdfs in D (see Table 1). A refined
procedure to estimate the number of mixture components was integrated in DSEM in [15].

Each iteration of DSEM goes as follows:

• E-step: compute, for each greylevel z and i-th component, the posterior probability estimates corre-
sponding to the current pdf estimates, i.e. z = 0, · · · , Z − 1, i = 1, · · · ,Kt:

τ ti (z) =
P ti p

t
i(z)∑Kt

j=1 P
t
j p
t
j(z)

;

• S-step: sample the label st(z) of each greylevel z according to the current estimated posterior probability
distribution {τ ti (z) : i = 1, · · · ,Kt}, z = 0, · · · , Z − 1;

• MoLC-step: for the i-th mixture component, compute the following histogram-based estimates of the
mixture proportion and the first three log-cumulants:

P t+1
i =

∑
z∈Qit h(z)∑Z−1
z=0 h(z)

, κt1i =

∑
z∈Qit h(z) ln z∑
z∈Qit h(z)

, κtbi =

∑
z∈Qit h(z)(ln z − κt1i)b∑

z∈Qit h(z)
,



where b = 2, 3, h(z) is the image histogram, Qit = {z : st(z) = σi} is the set of grey levels assigned to the
i-th component; then, solve the corresponding MoLC equations (see Table 1) for each parametric family
fj(·|θj) (θj ∈ Aj) in the dictionary, thus computing the resulting MoLC estimate θtij , i = 1, · · · ,Kt, j =
1, · · · ,M ;

• K-step: for all i, i = 1, · · · ,Kt: if P t+1
i is below a given threshold, eliminate the i-th component, update

Kt+1;

• Model Selection-step: for the i-th mixture component, compute the log-likelihood of each estimated
pdf fj(·|θtij) according to the data assigned to the i-th component:

Ltij =
∑
z∈Qit

h(z) ln fj(z|θtij)

and define pt+1
i (·) as the estimated pdf fj(·|θtij) yielding the highest value of Ltij , i = 1, · · · ,Kt+1, j =

1, · · · , 4.

2.3 Copulas

For the purpose of modeling the joint distribution of a multivariate random vectors given marginal distributions
we employ copulas [14]. It is worth nothing that many current SAR sensors include a Dual-Pol acquisition
modality; this further enforces the interest in the classification in two-dimensional SAR amplitude/intensity
spaces. Indeed, as mentioned earlier, many parametric models have been proposed for the marginal statistics of
SAR amplitudes or intensities, but only very few models are available for the joint distribution of several SAR
amplitudes (e.g., Nakagami-Gamma model developed in [27]). In order to overcome this limitation, we combine
the marginal pdfs provided by DSEM with copulas. Here we present a brief overview of copula concepts. For
the sake of simplicity we present only the 2D case of copulas, though all the definitions and properties presented
can be extended to multivariate cases.

2D copula is a bivariate joint distribution defined on [0, 1]2 such that marginal distributions are uniform on
[0, 1]. Specifically, A bivariate copula is a function C : [0, 1]2 → [0, 1], which satisfies the following properties:
1. both marginals are uniformly distributed on [0, 1];
2. for every u,v in [0, 1]: C(u, 0) = C(0, v) = 0, and C(u, 1) = u, C(1, v) = v;
3. for every u1 ≤ u2, v1 ≤ v2 in [0, 1]: C(u2, v2)− C(u1, v2)− C(u2, v1) + C(u1, v1) ≥ 0.

The importance of copulas in statistics is explained by Sklar’s Theorem [14], which states the existence of a
copula C, that models the joint distribution function H of arbitrary r.v.s X and Y with CDFs F and G:

H(x, y) = C(F (x), G(y)), (5)

for all x, y in R, and if F and G are continuous, then C is unique. Thus copulas link joint distribution functions
to their one-dimensional marginals.

Given absolutely continuous random variables with pdfs f(x) and g(y) and corresponding CDFs F (x) and G(y),
the pdf of the joint distribution h(x, y) corresponding to (5) is given by:

h(x, y) = f(x)g(y)
∂2C

∂x∂y
(F (x), G(y)), (6)



where ∂2C
∂x∂y (x, y) is pdf corresponding to the copula C(x, y).

An important family of copulas are archimedean copulas, which have a simple analytical form and yet exhibiting
a wide variety of modeled dependence structures.

An archimedean copula is a bivariate copula C, defined as C(u1, u2) = φ−1(φ(u1) +φ(u2)), where the generator
function φ(u) is any function satisfying the following properties: 1. φ(u) is continuous on [0, 1]; 2. φ(u) is
decreasing, φ(1) = 0; 3. φ(u) is convex.

Here we consider 5 explicitly defined copulas: 4 archimedean (Clayton, Ali-Mikhail-Haq, Gumbel, Frank) and 1
non-archimedean copula with simultaneous presence of an absolutely continuous and a singular component
(Marchal-Olkin) [14]. This choice of copulas is capable of modeling a considerable variety of dependence
structure [28]. We summarize the information about the copulas used in this work in Table 2.

Table 2: Considered copulas: Clayton, Ali-Mikhail-Haq (AMH), Gumbel, Frank and Marchal-Olkin (Marchal), defined
by their C(u, v), with θ(τ) and τ -intervals.

Copula C(u, v) θ(τ) τ interval

Clayton (u−θ + v−θ − 1)−1/θ θ = 2τ
1−τ τ ∈ (0, 1]

AMH uv
1−θ(1−u)(1−v) τ = 3θ−2

3θ −
2
3

(
1− 1

θ

)2
log(1− θ) τ ∈ [−0.181726, 1

3 ]

Gumbel exp
(
−
[
(− log(u))θ + (− log(v))θ

]1/θ)
θ = 1

1−τ τ ∈ [0, 1]

Frank − 1
θ log

(
1 + (e−θu−1)(e−θv−1)

e−θ−1

)
τ = 1− 4

θ2

θ∫
0

t
e−t−1dt τ ∈ [−1, 0) ∪ (0, 1]

Marchal min
(
u1−θv, uv1−θ) θ = 2τ

τ+1 τ ∈ [0, 1]

A common way of copula estimation is by using its connection with Kendall’s tau, which is a ranking correlation
coefficient [14]. Kendall’s tau is a concordance-discordance measure between two independent realizations
(Z1, Z2) and (Ẑ1, Ẑ2) from the same law H(x, y): τ = P{(Z1− Ẑ1)(Z2− Ẑ2) > 0}−P{(Z1− Ẑ1)(Z2− Ẑ2) < 0}.
Given two realizations z1,l and z2,l (l = 1, . . . , N), the empirical estimator of Kendall’s tau is

τ̂ =

N−1∑
l=1

N∑
k=l+1

z1,lk z2,lk(
N
2

) , where zn,lk =

{
1, if zn,l ≤ zn,k
−1, otherwise

, for n = 1, 2. (7)

By integrating in the definition of τ over the distribution of (Ẑ1, Ẑ2), we get

τ = 4

1∫
0

1∫
0

C(u, v)dC(u, v)− 1, and τ = 1 + 4

1∫
0

φ(t)

φ′(t)
dt, (8)

where the first equation gives the general connection between Kendall’s τ and the copula C associated with
H(x, y), and the second gives the connection with archimedean copulas in terms of generator function φ(t). All
copulas considered in this work are defined by a single parameter θ. By plugging the empirical estimate τ̂ (7)

in place of τ in (8), we get parameter estimates θ̂ (see Table 2).

Moreover, given an estimator of tau τ̂ one should decide whether the specific copula under consideration is
appropriate for modeling the dependence of this level τ̂ . Some copulas are specific to marginals with low level of



correlation, others deal with strongly correlated marginals and other ones are capable of modeling all levels of
rank correlation. So in every case the list of copulas is limited to those which are capable of accurately modeling
the specific value τ̂ .

Now we address the problem of copula choice (from listed in Table 2). First we discard those copulas, for which
the current estimate τ̂m is outside the τ -relevance interval (see Table 2). Then, for each m, we choose the best
fitting copula, i.e. the copula with the highest p-value in Pearson Chi-square test-of-fitness (PCS) [29]. The null
hypothesis in PCS is that the sample frequencies Cc(F1m(u1), F2m(u2)) (m = 1, . . . ,M , c = 1, . . . , 5), where
(u1, u2) are the observed data, are consistent with the theoretical frequencies for the copula c: Cc(v1, v2).

3. EXPERIMENTS

In this section we present experiments with DSEM and CoDSEM classification algorithms in application to
flooded/wet/dry soil mapping for epidemiology monitoring. Thus M = 3 classes are: water, wet, and dry soil.

We present here tests with 3 SAR images:
• TSX1, TSX2: Dual HH/VV Polarized TerraSAR-X, Stripmap (6 m ground resolution), geocoded, 2-look
image acquired over China, Sanchagang; ( c©Infoterra); see Fig. 1, Fig. 2.
• CSK1: Single HH Polarized COSMO-SkyMed, Stripmap (2.5 m ground resolution), geocoded, single-look
image acquired over Italy, Piemonte; ( c©ASI); see Fig. 3.

For all images, a small portion (around 500x500 pixels) was used for learning on manually created ground truth
(GT) maps. The rest of each image was used for testing (Optimization-step) and the resulting classification
maps and confusion matrices are reported.

(a) (b) (c)

Figure 1: TSX2. HH polarization (a), full CoDSEM-classification map (b) (black - water, grey - wet soil, white - dry
soil), and map of correct classification (c) referenced to nonexhaustive GT (white - outside GT, correctly classified water
”|”, wet soil ”\”, dry soil ”−”, black - misclassification of all types) (TerraSAR-X, c©Infoterra).



Table 3: Accuracy and confusion matrices for CoDSEM, 2D Nakagami-Gamma and K-NN classification on TSX1.

Image TSX1 (CoDSEM) TSX1 (2D Nakagami-Gamma) TSX1 (K-NN)
Overall 97.07% 90.22% 95.92%

Class water wet dry water wet dry water wet dry
water 99.37% 0.21% 0.40% 98.75% 0.92% 0.28% 98.79% 0.83% 0.36%
wet 1.00% 96.83% 2.15% 1.82% 94.63% 3.51% 0.25% 98.01% 1.74%
dry 0.09% 4.17% 95.73% 0.09% 24.33% 75.50% 0.12% 9.07% 90.80%

(a) (b)

(c) (d)

Figure 2: TSX1. HH polarization (a), CoDSEM-classification map (b) referenced to nonexhaustive GT (white - outside
GT, correctly classified water ”|”, wet soil ”\”, dry soil ”−”, black - misclassification of all types), 2D Nakagami-Gamma
classification (c), and K-NN classification (d) (TerraSAR-X, c©Infoterra).



Here are some comments to the reported experiments:
• TSX1. CoDSEM reported an overall accuracy of 97% (see Table 3). For the sake of comparison, we provide
classification maps (Fig. 2) and accuracy (see Table 3) acquired by 2D Nakagami-Gamma model [27] (Fig. 2(c))
and K-nearest neighbors [30] (Fig. 2(d)), with K∗ = 60 estimated by cross-validation. The respective models
were combined with MRF approach, same estimation and optimization procedures were used as described in
Sec. 2.1. We stress here the higher classification accuracy achieved by CoDSEM as compared to both parametric
density estimation 2D Nakagami-Gamma approach and nonparametric general classification approach K-NN.
• TSX2. CoDSEM reported an overall accuracy of 92% (see Table 4). For this image we present the full
classification map (Fig. 1(b)) and the map of correct classification referenced to nonexhaustive GT (Fig. 1(c)).
• CSK1. This image has only HH polarization, thus DSEM classification was used, reporting an overall
accuracy of 91% (see Table 4). This accuracy is somewhat inferior to those of CoDSEM, as it operates on a
single polarization. More exhaustive testing of DSEM and CoDSEM [16] revealed an average gain of 5 − 10%
in total classification accuracy from adding the second polarization channel.

Table 4: Accuracy and confusion matrices for the proposed algorithm on TSX2 and CSK1.

Image TSX2 (CoDSEM) CSK1 (DSEM)
Overall 92.00% 91.61%

Class water wet dry water wet dry
water 93.12% 6.32% 0.54% 86.20% 13.55% 0.23%
wet 5.97% 93.76% 0.26% 0.76% 92.39% 6.84%
dry 0.03% 15.54% 84.42% 0.03% 4.66% 95.29%

(a) (b)

Figure 3: CSK1. HH polarization (a), DSEM-classification map (b) referenced to nonexhaustive GT (white - outside
GT, correctly classified water ”|”, wet soil ”\”, dry soil ”−”, black - misclassification of all types) (COSMO-SkyMed,
c©ASI).



4. CONCLUSIONS

A novel classification algorithm for high and very high resolution SAR is proposed. It combines the Markov
random field approach to Bayesian image classification and a finite mixture technique for probability density
function estimation. Finite mixture modeling was done via dictionary-based stochastic expectation maximiza-
tion approach for amplitude histogram estimation, which provides a good level of accuracy for the algorithm,
regardless of the possibly complicated histograms for some classes. The developed algorithm is extended to
polarimetric SAR by modeling the joint distributions of channels via copulas. The resulting classification al-
gorithm is supervised (model estimation is done on a training image) and semiautomatic (several DSEM and
MMD parameters have to be specified).

The accuracy of the proposed algorithm was validated in the application to flooded/wet/dry soil classification on
several high resolution SAR images: Dual-Pol TerraSAR-X and Single-Pol COSMO-SkyMed. The experiments
demonstrated a high level of accuracy on all test images.
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