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#### Abstract

The plain Newton-min algorithm for solving the linear complementarity problem (LCP for short) $0 \leq x \perp(M x+q) \geq 0$ can be viewed as a nonsmooth Newton algorithm without globalization technique to solve the system of piecewise linear equations $\min (x, M x+q)=0$, which is equivalent to the LCP. When $M$ is an $M$-matrix of order $n$, the algorithm is known to converge in at most $n$ iterations. We show in this note that this result no longer holds when $M$ is a $P$-matrix of order $\geq 3$, since then the algorithm may cycle. $P$-matrices are interesting since they are those ensuring the existence and uniqueness of the solution to the LCP for an arbitrary $q$. Incidentally, convergence occurs for a $P$-matrix of order 1 or 2 .
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[^0]
# Non convergence de l'algorithme de Newton-min simple pour les problèmes de complémentarité linéaires avec $P$-matrice 

Résumé : L’algorithme Newton-min, utilisé pour résoudre le problème de complémentarité linéaire (PCL) $0 \leq x \perp(M x+q) \geq 0$ peut être interprété comme un algorithme de Newton non lisse sans globalisation cherchant à résoudre le système d'équations linéaires par morceaux $\min (x, M x+q)=0$, qui est équivalent au PCL. Lorsque $M$ est une $M$-matrice d'ordre $n$, on sait que l'algorithme converge en au plus $n$ itérations. Nous montrons dans cette note que ce résultat ne tient plus lorsque $M$ est une $P$-matrice d'ordre $n \geq 3$; l'algorithme peut en effet cycler dans ce cas. On a toutefois la convergence de l'algorithme pour une $P$-matrice d'ordre 1 ou 2.

Mots-clés : fonction non-lisse, méthode de Newton, non-convergence, $P$-matrice, problème de complémentarité linéaire.
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## 1 Introduction

The linear complementarity problem (LCP) consists in finding a vector $x \geq 0$ with $n$ components such that $M x+q \geq 0$ and $x^{\top}(M x+q)=0$. Here $M$ is a real matrix of order $n, q$ is a vector in $\mathbb{R}^{n}$, the inequalities have to be understood componentwise, and the sign ${ }^{\top}$ denotes matrix transposition. The LCP is often written in compact form as follows

$$
\mathrm{LC}(M, q): \quad 0 \leq x \perp(M x+q) \geq 0
$$

This problem is known to have a unique solution for any $q \in \mathbb{R}^{n}$ if and only if $M$ is a $P$-matrix [19, 6], i.e., a matrix with positive principal minors: $\operatorname{det} M_{I I}>0$ for all nonempty $I \subset\{1, \ldots, n\}$. Other classes of matrices $M$ intervening in the discussion below are the one of $Z$-matrices (which have nonpositive off-diagonal elements: $M i j \leq 0$ for all $i \neq j$ ) and $M$-matrices (which are at once $P$ and $Z$-matrices; they are called $K$-matrices in $[1,6])$.

Since the components of $x$ and $M x+q$ must be nonnegative in $\mathrm{LC}(M, q)$, the perpendicularity with respect to the Euclidean scalar product required in the problem is equivalent to the nullity of the Hadamard product of the two vectors, that is

$$
\begin{equation*}
x \cdot(M x+q)=0 \tag{1.1}
\end{equation*}
$$

Recall that the Hadamard product $u \cdot v$ of two vectors $u$ and $v$ is the vector having its $i$ th component equal to $u_{i} v_{i}$. A point $x$ such that (1.1) holds is here called a node or is said to satisfy complementarity. Since, for a node $x$, either $x_{i}$ or $(M x+q)_{i}$ vanishes, for all indices $i$, there are at most $2^{n}$ nodes for a matrix $M$ having nonsingular principal submatrices. On the other hand, a point $x$ such that $x$ and $M x+q$ are nonnegative (resp. positive) is said to be feasible (resp. strictly feasible). A solution to $\mathrm{LC}(M, q)$ is therefore a feasible node.

Many algorithms have been proposed to solve problem $\operatorname{LC}(M, q)$ [6]. They may be based on pivoting techniques [5], which often suffer from the combinatorial aspect of the problem (i.e., the $2^{n}$ possibilities to realize (1.1)), on interior point methods, which originate from an algorithm introduced by Karmarkar in linear optimization [14, 1984] (see also [16, 1991] for one of the first accounts on the use of interior point methods for solving linear complementarity problems), and on nonsmooth Newton approaches [8], as the one considered here.

The algorithm we consider in this note maintains the complementarity condition (1.1), while feasibility is obtained at convergence. As a result, all the iterates are nodes, except possibly the first one, and the algorithm terminates as soon as it has found a feasible iterate. More specifically, suppose that the current iterate $x$ is a node. Then there are two complementary subsets $A$ and $I$ of $\{1, \ldots, n\}$, such that $x_{A}=0$ and $(M x+q)_{I}=0$ ( $A$ and $I$ are not necessarily uniquely determined from $x$ ). The algorithm first defines the index sets $A^{+}$and $I^{+}$of the next iterate $x^{+}$; in its simplest form, it takes

$$
\begin{equation*}
A^{+}:=\left\{i: x_{i} \leq(M x+q)_{i}\right\} \quad \text { and } \quad I^{+}:=\left\{i: x_{i}>(M x+q)_{i}\right\} \tag{1.2}
\end{equation*}
$$

Then it computes $x^{+}$by solving the linear system formed of the equations

$$
\begin{equation*}
x_{A^{+}}^{+}=0 \quad \text { and } \quad\left(M x^{+}+q\right)_{I^{+}}=0 \tag{1.3}
\end{equation*}
$$

To have a well defined algorithm, an assumption on $M$ is necessary so that this system has a solution for any choice of complementary sets $A^{+}$and $I^{+}$: all the principal submatrices $M_{I I}$, with $I \subset\{1, \ldots, n\}$, must be nonsingular. The definition of the index sets $A^{+}$and $I^{+}$by (1.2) is partly motivated by the fact that it implies $x^{+}=x$ if and only if $x$ is a solution (lemma 4.1). Note that the algorithm has a principle quite different from the one used by an interior point approach, which generates strictly feasible point, while complementarity is obtained at the limit. In the local analysis of the method, it is important to allow the first iterate $x^{1}$ not to be a node, but in this paper $x^{1}$ will always be assumed to be a node. A consequence of the fact that the algorithm only generates nodes is that it is equivalent to say that it converges or that it converges in a finite number of iterations or that it does not cycle (the algorithm is a Markov process).

Another motivation sustaining the algorithm is that it can be viewed as a nonsmooth Newton method to solve the system of piecewise linear equations

$$
\begin{equation*}
\min (x, M x+q)=0 \tag{1.4}
\end{equation*}
$$

in which the minimum operator 'min' acts componentwise: $[\min (x, y)]_{i}=\min \left(x_{i}, y_{i}\right)$. On the one hand, since, for $a$ and $b \in \mathbb{R}, \min (a, b)=0$ if and only if $0 \leq a \perp b \geq 0$, the system (1.4) is indeed equivalent to problem $\operatorname{LC}(M, q)$. On the other hand, it is indeed clear that the function in (1.4) is differentiable at a point $x$ without doubly active index (i.e., without index $i$ such that $\left.x_{i}=(M x+q)_{i}=0\right)$ and that its Jacobian matrix is the one used in the linear system (1.3); when there are doubly active indices, the Jacobian used in (1.3), determined by the choice (1.2), is an element of the Clarke generalized Jacobian [4] of the function in (1.4). This description makes it natural to call Newton-min the algorithm that updates $x$ by the formulas (1.2)-(1.3).

The algorithm sketched above and that we further explore in this paper can be traced back at least to the work of Aganagić [1, 1984], who proposed a Newton-type algorithm for solving LC $(M, q)$ when $M$ is a hidden $Z$-matrix, which is a matrix that can be written $M X=Y$ where $X$ and $Y$ are $Z$-matrices having particular properties (an $M$-matrix is a particular instance of hidden $Z$-matrix). In his approach, the nonsmooth equation (1.4) to solve is then expressed in terms of a $Z$-matrix associated with $M$; a convergence result is established. The algorithm was then rediscovered in the form (1.2)-(1.3) by Bergounioux, Ito, and Kunisch [2, 1999] for solving quadratic optimal control problems under the name of primal-dual active set strategy (see also [12, 2008]). Hintermüller [10, 2003] uses the same algorithm for solving constrained optimal control problems, shows that the method does not cycle in the case of bilateral constraints, and proves convergence in finite and infinite dimension. It is shown in [11, 2003] that the algorithm can be viewed as a nonsmooth Newton method for solving (1.4), which motivates the name of the algorithm given in this note, and that it converges locally superlinearly if $M$ is a $P$-matrix. Kanzow [13, 2004] proved its convergence in at most $n$ iterations when $M$ is an $M$-matrix.

This paper presents examples of nonconvergence of the Newton-min algorithm when $M$ is a $P-$ matrix. These counter-examples hold for the undamped Newton-min algorithm. One may believe that, as a Newton-like method for solving a nonlinear (and nonsmooth) system of equations, this is not a good strategy. We share this opinion, in general. However the algorithm deals with a piecewise linear function and it has been shown, as mentionned above, to be convergent without globalization techniques when $M$ is an $M$-matrix [13, 2004]. Therefore, searching the weakest assumptions for which these convergence properties hold seems to us a valid question. The examples in this paper show that it is not enough to require the $P$-matricity for $M$.

The paper is structured as follows. In the next section, we are more specific on the definition of the algorithm, by being a slightly more flexible than in the description (1.2)-(1.3) above. Some elementary properties of the algorithm are also given. Section 3 describes and analyses the examples of nonconvergence of the plain Newton-min algorithm with a $P$-matrix, when $n \geq 3$. These counter-examples work for both definitions of the algorithm, those of sections 1 and 2 . In them, the algorithm can be forced to cycle and visit $p$ nodes, with a $p$ that can be chosen arbitrarily in $\{3, \ldots, n\}$. We consider successively the cases when $n$ is odd and even, which require a different
analysis. In section 4, the plain Newton-min algorithm is shown to converge for a $P$-matrix when $n=1$ or $n=2$, a crumb of consolation. The paper concludes with a perspective section.

## 2 The algorithm

The Newton-min algorithm described in this section generates points that satisfy the complementarity conditions in (1.1), while the nonnegativity conditions in $\mathrm{LC}(M, q)$ are satisfied when the solution is reached. The starting point $x^{1}$ may or may not satisfy this complementarity condition.

Algorithm 2.1 (plain Newton-min) Let $x^{1} \in \mathbb{R}^{n}$.
For $k=2,3, \ldots$, do the following.

1. If $x^{k-1}$ is a solution to $\mathrm{LC}(M, q)$, stop.
2. Choose complementary index sets $A^{k}:=A_{0}^{k} \cup A_{1}^{k}$ and $I^{k}:=I_{0}^{k} \cup I_{1}^{k}$, where

$$
\begin{aligned}
& A_{0}^{k}:=\left\{i: x_{i}^{k-1}<\left(M x^{k-1}+q\right)_{i}\right\}, \\
& A_{1}^{k} \subset E^{k}:=\left\{i: x_{i}^{k-1}=\left(M x^{k-1}+q\right)_{i}\right\}, \\
& I_{0}^{k}:=\left\{i: x_{i}^{k-1}>\left(M x^{k-1}+q\right)_{i}\right\}, \\
& I_{1}^{k}:=E^{k} \backslash A_{1}^{k} .
\end{aligned}
$$

3. Determine $x^{k}$ as a solution to

$$
\left\{\begin{array}{l}
x_{A^{k}}^{k}=0  \tag{2.1}\\
\left(M x^{k}+q\right)_{I^{k}}=0
\end{array}\right.
$$

The algorithm is well defined if all the principal submatrices of $M$ are nonsingular. This assumption will be generally reinforced by supposing the $P$-matricity of $M$. We recall [6] that $M$ is a $P$-matrix if and only if

$$
\begin{equation*}
\text { any } x \text { verifying } x \cdot(M x) \leq 0 \text { vanishes. } \tag{2.2}
\end{equation*}
$$

Note that algorithm 2.1 is more flexible than the one presented in section 1, in that the doubly active indices (those in $E^{k}$ ) can be chosen to belong either to $A^{k}$ or $I^{k}$. Actually, this choice has no impact on the counter-examples given in this paper, since in them the algorithm does not generate iterates with doubly active indices.

In this paper, we always assume the $x^{1}$ is a node, then there are two complementary subsets $A_{1}$ and $I_{1}$ of $\{1, \ldots, n\}$, such that $x_{A_{1}}^{1}=0$ and $\left(M x^{1}+q\right)_{I_{1}}=0$. In other contexts, in particular for studying the local convergence of the algorithm [11], it is better not to make this assumption.

By the selection of the index sets in step 2, one certainly has for $k \geq 2$ :

$$
\begin{equation*}
x_{A^{k}}^{k-1} \leq\left(M x^{k-1}+q\right)_{A^{k}} \quad \text { and } \quad x_{I^{k}}^{k-1} \geq\left(M x^{k-1}+q\right)_{I^{k}} . \tag{2.3}
\end{equation*}
$$

Therefore, as observed in [13, 2004, page 317], there must hold

$$
\begin{equation*}
x_{A^{k}}^{k-1} \leq 0 \quad \text { and } \quad\left(M x^{k-1}+q\right)_{I^{k}} \leq 0 \tag{2.4}
\end{equation*}
$$

Indeed, for $i \in A^{k}, x_{i}^{k-1} \leq\left(M x^{k-1}+q\right)_{i}$ by (2.3) and, since either $x_{i}^{k-1}=0$ or $\left(M x^{k-1}+q\right)_{i}=0$ by complementarity, one necessarily has $x_{i}^{k-1} \leq 0$, which proves the first inequality in (2.4). A similar reasoning yields the second inequality in (2.4).

## 3 Nonconvergence for $n \geq 3$

In this section, we show that the plain Newton-min algorithm described in section 2 may not converge if $n \geq 3$. We start with the case when $n$ is odd and provide an example of $P$-matrix $M$, vector $q$, and starting point for which the algorithm makes cycles having $n$ nodes. Next, we consider the case when $n$ is even and construct another class of matrices, which can be viewed as perturbation of the matrices in the first example, for which cycles having $n$ nodes is also possible.

Example 3.1 Let $n \geq 2$. The matrix $M \in \mathbb{R}^{n \times n}$ and the vector $q \in \mathbb{R}^{n}$ are given by

$$
M=\left(\begin{array}{cccc}
1 & & & \alpha \\
\alpha & \ddots & & \\
& \ddots & 1 & \\
& & \alpha & 1
\end{array}\right) \quad \text { and } \quad q=\mathbf{1}
$$

where $\mathbf{1}$ denotes the vector of all ones and the elements of $M$ that are not represented are zeros. More precisely, $M_{i j}=1$ if $i=j, M_{i j}=\alpha$ if $i=(j \bmod n)+1$, and $M_{i j}=0$ otherwise. Since $q \geq 0$, the solution of $\mathrm{LC}(M, q)$ for these data is $x=0$.

The matrix $M$ and the vector $q$ in example 3.1 have already been used by Morris [18] (in that paper, $\alpha=2, M$ is the transposed of the one here, and $q=-\mathbf{1}$ ), although we arrived to them in a different manner, as explained in section 4. For completeness and precision, we start by studying the $P$-matricity of the matrix $M$ in example 3.1 (the result for $n$ odd and $\alpha=2$ was already claimed in [18] without a detailed proof).

Lemma 3.2 Consider the matrix $M$ in example 3.1. If $n$ is even, $M$ is a $P$-matrix if and only if $|\alpha|<1$. If $n$ is odd, $M$ is a $P$-matrix if and only if $\alpha>-1$.

Proof. Observe first that if $\alpha \leq-1$, the nonzero vector $x=\mathbf{1}$ is such that $x \cdot(M x)=(1+\alpha) \mathbf{1} \leq 0$; hence $M$ is not a $P$-matrix.

Observe next that $M$ is a $P$-matrix when $-1<\alpha \leq 0$. Indeed, let $x \in \mathbb{R}^{n}$ be such that $x \cdot(M x) \leq 0$ or equivalently

$$
\begin{equation*}
x_{1}\left(x_{1}+\alpha x_{n}\right) \leq 0, \quad x_{2}\left(x_{2}+\alpha x_{1}\right) \leq 0, \quad \ldots, \quad x_{n}\left(x_{n}+\alpha x_{n-1}\right) \leq 0 \tag{3.1}
\end{equation*}
$$

If $x_{n}>0$, using (3.1) from right to left shows that all the components of $x$ are positive and verify

$$
0<x_{n} \leq|\alpha| x_{n-1} \leq|\alpha|^{2} x_{n-2} \leq \cdots|\alpha|^{n-1} x_{1} \leq|\alpha|^{n} x_{n}
$$

Since $|\alpha|<1$, this is incompatible with $x_{n}>0$. Having $x_{n}<0$ is not possible either (just multiply $x$ by -1 and use the same argument). Hence $x_{n}=0$ and using (3.1) from left to right shows that $x=0$. The $P$-matricity now follows from (2.2).

Suppose now that $n$ is even. If $\alpha \geq 1$, the nonzero vector $x$, defined by $x_{i}=1$ for $i$ odd and by $x_{i}=-1$ for $i$ even, is such that $x \cdot(M x)=(1-\alpha) \mathbf{1} \leq 0$; hence $M$ is not a $P$-matrix. Let us now show, by contradiction, that $M$ is a $P$-matrix if $0<\alpha<1$, assuming that there is a nonzero $x$ satisfying $x \cdot(M x) \leq 0$, hence (3.1). Then, as above, all the components of $x$ are nonzero and one can assume that $x_{n}>0$. Starting with the rightmost inequality of (3.1), one obtains by induction for $i=1, \ldots, n-1$ :

$$
x_{n-i} \leq-\frac{1}{\alpha^{i}} x_{n}<0 \quad \text { (for } i \text { odd) } \quad \text { and } \quad x_{n-i} \geq \frac{1}{\alpha^{i}} x_{n}>0 \quad \text { (for } i \text { even). }
$$

Since $n$ is even, $x_{1} \leq-\left(1 / \alpha^{n-1}\right) x_{n}<0$ and, using the first inequality of (3.1), $x_{n} \geq-(1 / \alpha) x_{1} \geq$ $\left(1 / \alpha^{n}\right) x_{n}$, which is in contradiction with $0<\alpha<1$ and $x_{n}>0$.

Suppose finally that $n$ is odd and $\alpha>0$. Again, for proving the $P$-matricity of $M$, we argue by contradiction, assuming that there is a nonzero $x$ such that $x \cdot(M x) \leq 0$, which yields (3.1). As above, one can assume that $x_{n}>0$. Starting with the rightmost inequality in (3.1), one can specify by induction the sign of the $x_{i}$ 's:

$$
\sigma\left(x_{n-1}\right)=-1, \quad \sigma\left(x_{n-2}\right)=1, \quad \ldots, \quad \sigma\left(x_{1}\right)=(-1)^{n-1}=1
$$

since $n$ is odd. Finally, the first inequality in (3.1) gives $\sigma\left(x_{n}\right)=-\sigma\left(x_{1}\right)=-1$, in contradiction with $x_{n}>0$. Hence $x=0$ and $M$ is a $P$-matrix by (2.2).

Lemma 3.3 Suppose that $n \geq 2$ and consider problem $\mathrm{LC}(M, q)$ in which $M$ and $q$ are given in example 3.1 with $\alpha>1$. When applied to that problem $\mathrm{LC}(M, q)$, and started from $I^{1}=\{1\}$, algorithm 2.1 cycles by visiting in order the $n$ nodes defined by $I^{k}=\{k\}, k=1, \ldots, n$.

Proof. Let us show by induction that

$$
I^{k}=\{k\}, \quad \text { for } k=1, \ldots, n
$$

By assumption, this statement holds for $k=1$. Suppose now that it holds for some $k \in\{1, \ldots, n-$ $1\}$ and let us show that it holds for $k+1$. From $I^{k}=\{k\}$, one deduces that

$$
x^{k}=\left(\begin{array}{c}
0 \\
\vdots \\
0 \\
-1 \\
0 \\
0 \\
\vdots \\
0
\end{array}\right) \quad \text { and } \quad M x^{k}+q=\left(\begin{array}{c}
1 \\
\vdots \\
1 \\
0 \\
1-\alpha \\
1 \\
\vdots \\
1
\end{array}\right)
$$

where the component -1 (resp. 0 ) is at position $k$ in $x^{k}$ (resp. in $M x^{k}+q$ ). The update rules of algorithm 2.1 and $\alpha>1$ then imply that $I^{k+1}=\{k+1\}$.

Now from $I^{n}=\{n\}$, one deduces that

$$
x^{n}=\left(\begin{array}{c}
0 \\
0 \\
\vdots \\
0 \\
-1
\end{array}\right) \quad \text { and } \quad M x^{n}+q=\left(\begin{array}{c}
1-\alpha \\
1 \\
\vdots \\
1 \\
0
\end{array}\right)
$$

Again, the update rules of algorithm 2.1 and $\alpha>1$ show that $I^{n+1}=\{1\}$. Therefore algorithm 2.1 cycles.

By combining lemmas 3.2 and 3.3 , one can see that algorithm 2.1 may cycle when $n \geq 3$ is odd. When $n$ is even, the condition $\alpha>1$ used in lemma 3.3 prevents the matrix $M$ from being a $P$-matrix. It is not difficult to show, however, that the algorithm can also cycle when $n$ is even, $n \geq 4$, and $M$ is a $P$-matrix, by using the construction of the proof of proposition 3.7: the cycle visits an odd number of nodes (hence $<n$ ).

The next family of examples is obtained by perturbing the matrices of example 3.1 with a parameter $\beta$, in order to construct cycles having $n$ nodes for an even oder $P$-matrix.

Example 3.4 Let $n \geq 3$. The matrix $M \in \mathbb{R}^{n \times n}$ and the vector $q \in \mathbb{R}^{n}$ are given by

$$
M=\left(\begin{array}{lllll}
1 & & & \beta & \alpha \\
\alpha & \ddots & & & \beta \\
\beta & \ddots & 1 & & \\
& \ddots & \alpha & 1 & \\
& & \beta & \alpha & 1
\end{array}\right) \quad \text { and } \quad q=\mathbf{1}
$$

where the elements of $M$ that are not represented are zeros or, more precisely, for $i, j \in\{1, \ldots, n\}$ :

$$
M_{i j}= \begin{cases}1 & \text { if } i=j \\ \alpha & \text { if } i=(j \bmod n)+1 \\ \beta & \text { if } i=((j+1) \bmod n)+1 \\ 0 & \text { otherwise. }\end{cases}
$$

Since $q \geq 0$, the solution of $\operatorname{LC}(M, q)$ for these data is $x=0$.
Conditions for having an $n$-node cycle with algorithm 2.1 on problem $\mathrm{LC}(M, q)$ with $M$ and $q$ given by example 3.4 are very simple to express.

Lemma 3.5 Suppose that $n \geq 3$ and consider problem $\mathrm{LC}(M, q)$ in which $M$ and $q$ are given in example 3.4 with $\alpha>1$ and $\beta<1$. When applied to that problem $\operatorname{LC}(M, q)$, and started from $I^{1}=\{1\}$, algorithm 2.1 cycles by visiting in order the $n$ nodes defined by $I^{k}=\{k\}$, $k=1, \ldots, n$.

Proof. The proof is quite similar to the one of lemma 3.3, so that we only sketch it. When $I^{k}=\{k\}, 1 \leq k \leq n-2$, there holds

$$
x^{k}=\left(\begin{array}{c}
0 \\
\vdots \\
0 \\
-1 \\
0 \\
0 \\
0 \\
\vdots \\
0
\end{array}\right) \quad \text { and } \quad M x^{k}+q=\left(\begin{array}{c}
1 \\
\vdots \\
1 \\
0 \\
1-\alpha \\
1-\beta \\
1 \\
\vdots \\
1
\end{array}\right),
$$

where the component -1 (resp. 0 ) is at position $k$ in $x^{k}$ (resp. in $M x^{k}+q$ ). The update rules of algorithm 2.1, $\alpha>1$, and $\beta<1$ then imply that $I^{k+1}=\{k+1\}$. Therefore, by induction, $I^{n-1}=\{n-1\}$, so that

$$
x^{n-1}=\left(\begin{array}{c}
0 \\
0 \\
\vdots \\
0 \\
-1 \\
0
\end{array}\right) \quad \text { and } \quad M x^{n-1}+q=\left(\begin{array}{c}
1-\beta \\
1 \\
\vdots \\
1 \\
0 \\
1-\alpha
\end{array}\right)
$$

The update rules of algorithm 2.1, $\alpha>1$, and $\beta<1$ then imply that $I^{n}=\{n\}$, so that

$$
x^{n}=\left(\begin{array}{c}
0 \\
0 \\
\vdots \\
0 \\
-1
\end{array}\right) \quad \text { and } \quad M x^{n}+q=\left(\begin{array}{c}
1-\alpha \\
1-\beta \\
1 \\
\vdots \\
1 \\
0
\end{array}\right)
$$

Again, the update rules of algorithm 2.1, $\alpha>1$, and $\beta<1$ show that $I^{n+1}=\{1\}$. Therefore algorithm 2.1 cycles.

We have now to examine whether the conditions on $\alpha$ and $\beta$ given by lemma 3.5 are compatible with the $P$-matricity of the matrix $M$ in example 3.4. Actually, the conditions on $\alpha$ and $\beta$ ensuring the $P$-matricity of that matrix $M$ are nonlinear and much more complex to write than the simple conditions on $\alpha$ given in lemma 3.2, in particular, their number depends on the dimension $n$. Figure 3.1 shows in gray-blue the intersection with the box $[-2,2] \times[-2,2]$ of the regions $\mathcal{P}$ formed


Figure 3.1: Regions formed of the $(\alpha, \beta)$ pairs in $[-2,2] \times[-2,2]$ for which the matrix $M$ of example 3.4 is a $P$-matrix, when its order is $n=3,4,5$, and 6 ; these regions are nonconvex but starshaped with respect to $(0,0)$, which is the point corresponding to the identity matrix. According to lemma 3.6, the interior of the represented nonconvex polyhedron, which is independent of $n$, is always contained in these regions, for any $n \geq 3$.
of the $(\alpha, \beta)$ pairs for which the matrix $M$ is a $P$-matrix, when its order is $n=3,4,5$, and 6 . Of course, by lemma 3.2 , the regions $\mathcal{P}$ contain the set $\{(\alpha, \beta):-1<\alpha<1, \beta=0\}$ when $n$ is even and the set $\{(\alpha, \beta):-1<\alpha, \beta=0\}$ when $n$ is odd. It is not clear at this point, however, whether, for any $n \geq 3$, these regions will contain points with $\alpha>1$ and $\beta<1$, which are the conditions highlighted by lemma 3.5. Lemma 3.6 below shows that this is actually the case and that the regions $\mathcal{P}$ always contain the nonconvex polyhedron represented in figure 3.1, which is independent of $n$.

To prepare the proof of lemma 3.6, we write the circulant matrix $M$ in example 3.4 as follows

$$
M=I_{n}+\beta J^{n-2}+\alpha J^{n-1}
$$

where $I_{n}$ denotes the $n \times n$ identity matrix and $J$ is the elementary circulant $n \times n$ matrix

$$
J=\left(\begin{array}{llll}
0 & 1 & & 0 \\
& 0 & \ddots & \\
& & \ddots & 1 \\
1 & & & 0
\end{array}\right)
$$

More precisely, $J_{i j}=1$ if $j=(i \bmod n)+1$ and $J_{i j}=0$ otherwise. It is well known [9, formula (4.7.10)] that $J$ is diagonalizable, meaning that there is a diagonal matrix $D$ and a nonsingular matrix $P$ such that $J=P D P^{-1}$; in addition its eigenvalues are the $n$th roots of unity: $D:=$ $\operatorname{Diag}\left(1, w^{1}, \ldots, w^{n-1}\right)$, where $w=\mathrm{e}^{2 i \pi / n}$.

Lemma 3.6 The set of $(\alpha, \beta)$ pairs ensuring the $P$-matricity of $M$ in example 3.4 contains the set $\{(\alpha, \beta):|\alpha|-1<\beta<|\alpha| / 4\}$.

Proof. We only have to show that when $\alpha$ and $\beta$ satisfy

$$
\begin{equation*}
|\alpha|-1<\beta<\frac{|\alpha|}{4} \tag{3.2}
\end{equation*}
$$

the matrix $M+M^{\top}$ is positive definite, since then $M$ is clearly a $P$-matrix [15, p. 175].
For any integer $p,\left(J^{p}\right)^{\top}=J^{n-p}$. Therefore $M+M^{\top}=2 I_{n}+\alpha J+\beta J^{2}+\beta J^{n-2}+\alpha J^{n-1}$ and, using $J=P D P^{-1}$, we obtain

$$
M+M^{\top}=P\left(2 I_{n}+\alpha D+\beta D^{2}+\beta D^{n-2}+\alpha D^{n-1}\right) P^{-1}
$$

This identity shows that the eigenvalues of the symmetric matrix $M+M^{\top}$ are the (necessarily real) numbers $\lambda_{k}:=2+\alpha e^{2 i k \pi / n}+\beta e^{4 i k \pi / n}+\beta e^{2 i k(n-2) \pi / n}+\alpha e^{2 i k(n-1) \pi / n}$, for $k=0, \ldots, n-1$. Using $e^{2 i k p \pi / n}+e^{2 i k(n-p) \pi / n}=2 \cos (2 k p \pi / n)$ (for $p$ integer) and $\cos 2 \theta=2 \cos ^{2} \theta-1$, we obtain

$$
\lambda_{k}=2+2 \alpha \cos (2 k \pi / n)+4 \beta \cos ^{2}(4 k \pi / n)-2 \beta
$$

We see that the desired positivity of the eigenvalues $\lambda_{k}$ depends on the positivity of the following polynomial on $[-1,1]$ :

$$
t \mapsto \varphi(t)=2 \beta t^{2}+\alpha t+(1-\beta) .
$$

We denote by $t_{ \pm}:=\left[-\alpha \pm\left(\alpha^{2}-8 \beta(1-\beta)\right)^{1 / 2}\right] /(4 \beta)$ the roots of $\varphi$ when $\beta \neq 0$ and consider in sequence the three possible cases, identifying in each case the conditions that ensure the positivity of $\varphi$ on $[-1,1]$.

- Case $\beta=0$. Then the condition is $|\alpha|<1$.
- Case $\beta>0$. Then, $t_{-} \leq t_{+}$and the condition is either $1<t_{-}$, which is equivalent to $-\alpha-1<\beta<-\alpha / 4$, or $t_{+}<-1$, which is equivalent to $\alpha-1<\beta<\alpha / 4$.
- Case $\beta<0$. Then, $t_{+} \leq t_{-}$and the conditions are both $t_{+}<-1$ and $1<t_{-}$, which are equivalent to $|\alpha|-1<\beta<0$.
By gathering the above conditions, we obtain (3.2).

Proposition 3.7 (nonconvergence for $\boldsymbol{n} \geq \mathbf{3}$ ) When $n \geq 3$, algorithm 2.1 may fail to converge when trying to solve $\operatorname{LC}(M, q)$ with a $P$-matrix $M$. A cycle made of $p$ nodes is possible, for an arbitrary $p \in\{3, \ldots, n\}$.

Proof. Since the Newton-min algorithm visits only a finite number of nodes, it fails to converge if and only if it cycles.

When $n \geq 3$ is odd, a cycle made of $n$ nodes is possible on $\operatorname{problem} \operatorname{LC}(M, q)$ with $M$ and $q$ given by example 3.1 , and $\alpha>1$; then use lemma 3.2 , which shows that $M$ is a $P$-matrix, and lemma 3.3, which shows that a cycle is possible.

When $n \geq 4$ is even, a cycle made of $n$ nodes is possible on problem $\mathrm{LC}(M, q)$ with $M$ and $q$ given by example 3.4, and $\alpha$ and $\beta$ satisfying $\alpha>1$ and $\alpha-1<\beta<\alpha / 4$; then use lemma 3.5, which shows that a cycle is possible, and lemma 3.6 , which shows that $M$ is a $P$-matrix.

When $n \geq 3$ and $p \in\{3, \ldots, n\}$, consider a $p \times p P$-matrix $\tilde{M}$, a vector $\tilde{q} \in \mathbb{R}^{p}$, and a starting point $\tilde{x}^{0} \in \mathbb{R}^{p}$, such that algorithm 2.1 applied to problem $\operatorname{LC}(\tilde{M}, \tilde{q})$ and starting at $\tilde{x}^{0}$ generates iterates $\tilde{x}^{k}$ forming a cycle made of $p$ nodes (this is possible by what has just been proven). With obvious notation, define

$$
M=\left(\begin{array}{cc}
\tilde{M} & 0_{p \times(n-p)} \\
0_{(n-p) \times p} & I_{n-p}
\end{array}\right), \quad q=\binom{\tilde{q}}{0_{n-p}}, \quad \text { and } \quad x^{1}=\binom{\tilde{x}^{0}}{0_{n-p}} .
$$

The $P$-matricity of $M$ is clear, by observing that $x \cdot(M x) \leq 0$ implies $x=0$. Denote by $x^{k}$ the iterates generated by algorithm 2.1 on $\operatorname{LC}(M, q)$ starting from $x^{1}$. Observe first that when an index $i>p$, there holds $x_{i}^{k}=0$, whenever $i \in I^{k}$ or $i \in A^{k}$; therefore the generated iterates $x^{k} \in \mathbb{R}^{p} \times\left\{0_{n-p}\right\}$. Hence, if the same rule as the one used by algorithm 2.1 on $\mathbb{R}^{p}$ is used to decide whether an index $i \in E^{k}$ will be considered as being in $I^{k}$ or $A^{k}$, the iterates $x^{k}$ will be ( $\tilde{x}^{k}, 0_{n-p}$ ). Obviously, as the $\tilde{x}^{k}$ 's, these iterates form also a cycle made of $p$ nodes.

To conclude this section and to make the discussion more concrete, we provide two examples of $P$-matrices $M_{n}$, of order $n=3$ and $n=4$ respectively, which make algorithm 2.1 fail with an $n$-cycle, when it starts at $x^{1}=(-1,0, \ldots, 0)$ for solving problem $\operatorname{LC}\left(M_{n}, \mathbf{1}\right)$ :

$$
M_{3}:=\left(\begin{array}{ccc}
1 & 0 & 2  \tag{3.3}\\
2 & 1 & 0 \\
0 & 2 & 1
\end{array}\right) \quad \text { and } \quad M_{4}:=\left(\begin{array}{cccc}
1 & 0 & 1 / 4 & 7 / 6 \\
7 / 6 & 1 & 0 & 1 / 4 \\
1 / 4 & 7 / 6 & 1 & 0 \\
0 & 1 / 4 & 7 / 6 & 1
\end{array}\right)
$$

We have used the lemmas 3.2 and 3.3 for constructing $M_{3}$ and the lemmas 3.5 and 3.6 for designing $M_{4}$.

## 4 Convergence for $n=1$ or 2

In this section, we prove the convergence of the plain Newton-min algorithm, algorithm 2.1, when $M$ is a $P$-matrix of order 1 or 2 . The proof for $n=1$ is straightforward. The one presented for
$n=2$ is indirect but highlights the origin of the counter-example 3.1 and allows us to present some properties of the plain Newton-min algorithm.

The convergence of the plain Newton-min algorithm when $n=1$ is a direct consequence of the following reassuring and elementary property, already proven in [2, theorem 2.1] in the case where the complementarity problem expresses the optimality conditions of an infinite dimensional quadratic optimization problem.

Lemma 4.1 (stagnation at a solution) Suppose that all the principal minors of $M$ do not vanish. Then, a node is a solution to $\mathrm{LC}(M, q)$ if and only if the plain Newton-min algorithm, without its step 1 , starting at that node, takes the same node as the next iterate.

Proof. Let $x$ be a node of problem $\operatorname{LC}(M, q)$. We denote by $A^{+}$and $I^{+}$the index sets determined in step 2 of algorithm 2.1 and by $x^{+}$the next iterate.

If $x$ is a solution, then $x \geq 0$ and $M x+q \geq 0$. There hold $x_{A^{+}}^{+}=0$ by (2.1) and $x_{A^{+}}=0$ by (2.4) and the nonnegativity of $x$, so that $x_{A^{+}}^{+}=x_{A^{+}}$. Similarly, there hold $\left(M x^{+}+q\right)_{I^{+}}=0$ by (2.1) and $(M x+q)_{I^{+}}=0$ by (2.4) and the nonnegativity of $M x+q$, so that $0=\left(M\left(x^{+}-x\right)\right)_{I^{+}}=$ $M_{I^{+} I^{+}}\left(x^{+}-x\right)_{I^{+}}=0\left[\right.$ since $\left.\left(x^{+}-x\right)_{A^{+}}=0\right]$ and $\left(x^{+}-x\right)_{I^{+}}=0$ [since $M_{I^{+} I^{+}}$is nonsingular]. We have shown that $x^{+}=x$.

Conversely, assume that $x^{+}=x$. By (2.3), there hold $x_{A^{+}} \leq(M x+q)_{A^{+}}$and $x_{I^{+}} \geq(M x+q)_{I^{+}}$. Since $x_{A^{+}}=x_{A^{+}}^{+}=0\left[\right.$ by (2.1)] and $(M x+q)_{I^{+}}=\left(M x^{+}+q\right)_{I^{+}}=0[$ by (2.1)], we get $x \geq 0$ and $M x+q \geq 0$; hence $x$ is a solution.

Proposition 4.2 (convergence for $\boldsymbol{n}=\mathbf{1}$ ) Suppose that $M$ is a $P$-matrix and that $n=1$. Then the plain Newton-min algorithm converges.

Proof. Without restriction, it can be assumed that the first iterate $x^{1}$ is a node. If $x^{1}$ is a solution, the algorithm stops at that point (by step 1 of algorithm 2.1). If $x^{1}$ is not the solution, there is another node that is solution (since $M$ is a $P$-matrix). Since there are no more than 2 nodes (since $n=1$ ), the algorithm takes the solution as the next iterate (by lemma 4.1) and stops there.

We start the study of the convergence of the plain Newton-min algorithm when $n=2$ by showing that the algorithm cannot do cycles made of 2 nodes (lemma 4.3). We have seen with examples 3.1 and 3.4 that the algorithm can do a 3 -cycle when $n \geq 3$, but this implies some conditions that are highlighted by lemma 4.4. We finally show that these conditions cannot be satisfied when $n=2$ and, as a result, that the algorithm must converge (proposition 4.5).

Lemma 4.3 (no 2-cycle) If $M$ is a P-matrix, then the plain Newton-min algorithm does not make cycles formed of 2 distinct nodes.

Proof. We argue by contradiction, assuming that the algorithm visits in order the following nodes $x^{1} \rightarrow x^{2} \rightarrow x^{1}$, with $x^{1} \neq x^{2}$. Since the algorithm goes from $x^{1}$ to $x^{2}$ and from $x^{2}$ to $x^{1}$, the definition of the sets $A^{k}$ and $I^{k}$ in step 2 of the algorithm implies that

$$
\begin{array}{lll}
x_{A^{2}}^{1} \leq\left(M x^{1}+q\right)_{A^{2}} & \text { and } & x_{I^{2}}^{1} \geq\left(M x^{1}+q\right)_{I^{2}} \\
x_{A^{1}}^{2} \leq\left(M x^{2}+q\right)_{A^{1}} & \text { and } & x_{I^{1}}^{2} \geq\left(M x^{2}+q\right)_{I^{1}} . \tag{4.2}
\end{array}
$$

After possible rearrangement of the component order, we get

$$
x^{2}-x^{1}=\left(\begin{array}{c}
0_{A^{1} \cap A^{2}} \\
x_{A^{1} \cap I^{2}}^{2} \\
0_{I^{1} \cap A^{2}} \\
x_{I^{1} \cap I^{2}}^{2}
\end{array}\right)-\left(\begin{array}{c}
0_{A^{1} \cap A^{2}} \\
0_{A^{1} \cap I^{2}} \\
x_{I^{1} \cap A^{2}}^{1} \\
x_{I^{1} \cap I^{2}}^{1}
\end{array}\right)=\left(\begin{array}{c}
0_{A^{1} \cap A^{2}} \\
x_{A^{1} \cap I^{2}}^{2} \\
-x_{I^{1} \cap A^{2}}^{1} \\
\left(x^{2}-x^{1}\right)_{I^{1} \cap I^{2}}
\end{array}\right) .
$$

Observe that the components of $x^{2}-x^{1}$ with indices in $A^{1} \cap I^{2}$ are nonpositive since $x_{A^{1} \cap I^{2}}^{2} \leq$ $\left(M x^{2}+q\right)_{A^{1} \cap I^{2}}\left[\mathrm{by}(4.2)_{1}\right]=0\left[\mathrm{by}(2.1)_{2}\right]$ and that the components with indices in $I^{1} \cap A^{2}$ are nonnegative since $-x_{I^{1} \cap A^{2}}^{1} \geq-\left(M x^{1}+q\right)_{I^{1} \cap A^{2}}\left[\right.$ by $\left.(4.1)_{1}\right]=0\left[\right.$ by $\left.(2.1)_{2}\right]$. On the other hand, by $(2.1)_{2}$, there holds

$$
M\left(x^{2}-x^{1}\right)=\left(\begin{array}{c}
\left(M x^{2}\right)_{A^{1} \cap A^{2}} \\
-q_{A^{1} \cap I^{2}} \\
\left(M x^{2}\right)_{I^{1} \cap A^{2}} \\
-q_{I^{1} \cap I^{2}}
\end{array}\right)-\left(\begin{array}{c}
\left(M x^{1}\right)_{A^{1} \cap A^{2}} \\
\left(M x^{1}\right)_{A^{1} \cap I^{2}} \\
-q_{I^{1} \cap A^{2}} \\
-q_{I^{1} \cap I^{2}}
\end{array}\right)=\left(\begin{array}{c}
\left(M\left(x^{2}-x^{1}\right)_{A^{1} \cap A^{2}}\right. \\
-\left(M x^{1}+q\right)_{A^{1} \cap I^{2}} \\
\left(M x^{2}+q\right)_{I^{1} \cap A^{2}} \\
0
\end{array}\right)
$$

In this vector, the components with indices in $A^{1} \cap I^{2}$ are nonnegative since $-\left(M x^{1}+q\right)_{A^{1} \cap I^{2}} \geq$ $-x_{A^{1} \cap I^{2}}^{1}\left[\mathrm{by}(4.1)_{2}\right]=0\left[\mathrm{by}(2.1)_{1}\right]$ and the components with indices in $I^{1} \cap A^{2}$ are nonpositive since $\left(M x^{2}+q\right)_{I^{1} \cap A^{2}} \leq x_{I^{1} \cap A^{2}}^{2}\left[\right.$ by $\left.(4.2)_{2}\right]=0\left[\right.$ by $\left.(2.1)_{1}\right]$. Therefore

$$
\left(x^{2}-x^{1}\right) \cdot M\left(x^{2}-x^{1}\right) \leq 0 .
$$

Since $M$ is a $P$-matrix, there holds $x^{1}=x^{2}$ by (2.2), contradicting the initial assumption.

Lemma 4.4 (necessary conditions for a 3-cycle) Suppose that the plain Newton-min algorithm cycles by visiting in order the three distinct nodes $x^{1} \rightarrow x^{2} \rightarrow x^{3}$. Then the following three sets of indices must be nonempty

$$
\left\{\begin{array}{l}
\left(A^{1} \cap I^{2} \cap I^{3}\right) \cup\left(I^{1} \cap A^{2} \cap A^{3}\right)  \tag{4.3}\\
\left(I^{1} \cap A^{2} \cap I^{3}\right) \cup\left(A^{1} \cap I^{2} \cap A^{3}\right) \\
\left(I^{1} \cap I^{2} \cap A^{3}\right) \cup\left(A^{1} \cap A^{2} \cap I^{3}\right) .
\end{array}\right.
$$

Proof. We use the same technique as in the proof of lemma 4.3. Since the algorithm goes from $x^{1}$ to $x^{2}$ and from $x^{2}$ to $x^{3}$, one has from step 2 of the algorithm that

$$
\begin{array}{lll}
x_{A^{2}}^{1} \leq\left(M x^{1}+q\right)_{A^{2}} & \text { and } & x_{I^{2}}^{1} \geq\left(M x^{1}+q\right)_{I^{2}} \\
x_{A^{3}}^{2} \leq\left(M x^{2}+q\right)_{A^{3}} & \text { and } & x_{I^{3}}^{2} \geq\left(M x^{2}+q\right)_{I^{3}} . \tag{4.5}
\end{array}
$$

Using $(2.1)_{1}$, there holds

$$
x^{2}-x^{1}=\left(\begin{array}{c}
0_{A^{1} \cap A^{2} \cap A^{3}} \\
0_{A^{1} \cap A^{2} \cap I^{3}} \\
x_{A^{1} \cap I^{2} \cap A^{3}}^{2} \\
x_{A^{1} \cap I^{2} \cap I^{3}}^{2} \\
0_{I^{1} \cap A^{2} \cap A^{3}} \\
0_{I^{1} \cap A^{2} \cap I^{3}} \\
x_{I^{1} \cap I^{2} \cap A^{3}}^{2} \\
x_{I^{1} \cap I^{2} \cap I^{3}}^{2}
\end{array}\right)-\left(\begin{array}{c}
0_{A^{1} \cap A^{2} \cap A^{3}} \\
0_{A^{1} \cap A^{2} \cap I^{3}} \\
0_{A^{1} \cap I^{2} \cap A^{3}} \\
0_{A^{1} \cap I^{2} \cap I^{3}} \\
x_{I^{1} \cap A^{2} \cap A^{3}}^{1} \\
x_{I^{1} \cap A^{2} \cap I^{3}}^{1} \\
x_{I^{1} \cap I^{2} \cap A^{3}}^{1} \\
x_{I^{1} \cap I^{2} \cap I^{3}}^{1}
\end{array}\right)=\left(\begin{array}{cc}
0_{A^{1} \cap A^{2} \cap A^{3}} \\
0_{A^{1} \cap A^{2} \cap I^{3}} \\
x_{A^{1} \cap I^{2} \cap A^{3}} \\
x_{A^{1} \cap I^{2} \cap I^{3}}^{2} \\
-x_{I^{1} \cap A^{2} \cap A^{3}}^{1} \\
-x_{I^{1} \cap A^{2} \cap I^{3}}^{1} \\
\left(x^{2}-x^{1}\right)_{I^{1} \cap I^{2} \cap A^{3}} \\
\left(x^{2}-x^{1} I_{1} \cap I^{2} \cap I^{3}\right.
\end{array}\right) . \begin{gathered}
{[0]} \\
{[0]} \\
{[+]} \\
{[+]} \\
{[+]} \\
\end{gathered}
$$

The extra column on the right gives the sign of each component, when appropriate; this one is deduced by arguments similar to those in the proof of lemma 4.3, that is

$$
\begin{array}{ll}
x_{A^{1} \cap I^{2} \cap A^{3}}^{2} \leq\left(M x^{2}+q\right)_{A^{1} \cap I^{2} \cap A^{3}}=0 & {\left[\text { by }(4.5)_{1} \text { and }(2.1)_{2}\right]} \\
x_{A^{1} \cap I^{2} \cap I^{3}}^{2} \geq\left(M x^{2}+q\right)_{A^{1} \cap I^{2} \cap I^{3}}=0 & {\left[\text { by }(4.5)_{2} \text { and }(2.1)_{2}\right]} \\
x_{I^{1} \cap A^{2}}^{1} \leq\left(M x^{1}+q\right)_{I^{1} \cap A^{2}}=0 & {\left[\text { by }(4.4)_{1} \text { and }(2.1)_{2}\right] .}
\end{array}
$$

On the other hand, using $(2.1)_{2}$, there holds

$$
M\left(x^{2}-x^{1}\right)=\left(\begin{array}{c}
\left(M x^{2}\right)_{A^{1} \cap A^{2} \cap A^{3}} \\
\left(M x^{2}\right)_{A^{1} \cap A^{2} \cap I^{3}} \\
-q_{A^{1} \cap I^{2} \cap A^{3}} \\
-q_{A^{1} \cap I^{2} \cap I^{3}} \\
\left(M x^{2}\right)_{I^{1} \cap A^{2} \cap A^{3}} \\
\left(M x^{2}\right)_{I^{1} \cap A^{2} \cap I^{3}} \\
-q_{I^{1} \cap I^{2} \cap A^{3}} \\
-q_{I^{1} \cap I^{2} \cap I^{3}}
\end{array}\right)-\left(\begin{array}{c}
\left(M x^{1}\right)_{A^{1} \cap A^{2} \cap A^{3}} \\
\left(M x^{1}\right)_{A^{1} \cap A^{2} \cap I^{3}} \\
\left(M x^{1}\right)_{A^{1} \cap I^{2} \cap A^{3}} \\
\left(M x^{1}\right)_{A^{1} \cap I^{2} \cap I^{3}} \\
-q_{I^{1} \cap A^{2} \cap A^{3}} \\
-q_{I^{1} \cap A^{2} \cap I^{3} \cap A^{2} \cap A^{3}} \\
-q_{I^{1} \cap I^{2} \cap A^{3}} \\
-q_{I^{1} \cap I^{2} \cap I^{3}}
\end{array}\right)=\left(\begin{array}{c}
\left(M\left(x^{2}-x^{1}\right)\right)_{A^{1} \cap A^{2} \cap I^{3}} \\
-\left(M x^{1}+q\right)_{A^{1} \cap I^{2} \cap A^{3}} \\
-\left(M x^{1}+q\right)_{A^{1} \cap I^{2} \cap I^{3}} \\
\left(M x^{2}+q\right)_{I^{1} \cap A^{2} \cap A^{3}} \\
\left(M x^{2}+q\right)_{I^{1} \cap A^{2} \cap I^{3}} \\
0_{I^{1} \cap I^{2} \cap A^{3}} \\
0_{I^{1} \cap I^{2} \cap I^{3}}
\end{array}\right) .
$$

The sign of the components given in the extra column on the right is justified as follows:

$$
\begin{aligned}
& \left(M x^{1}+q\right)_{A^{1} \cap I^{2}} \leq x_{A^{1} \cap I^{2}}^{1}=0 \\
& \left(M x^{2}+q\right)_{I^{1} \cap A^{2} \cap A^{3}} \geq x_{I^{1} \cap A^{2} \cap A^{3}}^{2}=0 \\
& \left(M x^{2}+q\right)_{I^{1} \cap A^{2} \cap I^{3}} \leq x_{I^{1} \cap A^{2} \cap I^{3}}^{2}=0
\end{aligned}
$$

$$
\left[\text { by }(4.4)_{2} \text { and }(2.1)_{1}\right]
$$

$$
\left[\text { by }(4.5)_{1} \text { and }(2.1)_{1}\right]
$$

$$
\left[\text { by }(4.5)_{2} \text { and }(2.1)_{1}\right] .
$$

Taking the Hadamard product of the two vectors now gives

$$
\left(x^{2}-x^{1}\right) \cdot M\left(x^{2}-x^{1}\right)=\left(\begin{array}{cc}
0_{A^{1} \cap A^{2} \cap A^{3}} \\
0_{A^{1} \cap A^{2} \cap I^{3}} & {[0]} \\
-x_{A^{1} \cap I^{2} \cap A^{3}}^{2} \cdot\left(M x^{1}+q\right)_{A^{1} \cap I^{2} \cap A^{3}} \\
-x_{A^{1} \cap I^{2} \cap I^{3}}^{2} \cdot\left(M x^{1}+q\right)_{A^{1} \cap I^{2} \cap I^{3}} \\
-x_{I^{1} \cap A^{2} \cap A^{3}}^{1} \cdot\left(M x^{2}+q\right)_{I^{1} \cap A^{2} \cap A^{3}} \\
-x_{I^{1} \cap A^{2} \cap I^{3}}^{1} \cdot\left(M x^{2}+q\right)_{I^{1} \cap A^{2} \cap I^{3}} \\
0_{I^{1} \cap I^{2} \cap A^{3}} & {[0]} \\
0_{I^{1} \cap I^{2} \cap I^{3}} & {[-]} \\
{[+]} \\
{[+]} \\
{[-]} \\
& {[0]} \\
& {[0]}
\end{array}\right.
$$

where the extra column on the right gives the sign of each components. Therefore, if the index set $\left(A^{1} \cap I^{2} \cap I^{3}\right) \cup\left(I^{1} \cap A^{2} \cap A^{3}\right)$ were empty, we would have $\left(x^{2}-x^{1}\right) \cdot M\left(x^{2}-x^{1}\right) \leq 0$, which, with the $P$-matricity of $M$ and (2.2), would imply that $x_{2}=x_{1}$, in contradiction with the initial assumption. We have proven that the first index set in (4.3) is nonempty.

To show that the second index set in (4.3) is nonempty, we use the fact that the algorithm goes from $x^{2}$ to $x^{3}$ and from $x^{3}$ to $x^{1}$. Therefore, by cycling the indices in the result just obtained, we see that $\left(A^{2} \cap I^{3} \cap I^{1}\right) \cup\left(I^{2} \cap A^{3} \cap A^{1}\right) \neq \varnothing$; this corresponds to the second index set in (4.3). By cycling the indices again, we obtain $\left(A^{3} \cap I^{1} \cap I^{2}\right) \cup\left(I^{3} \cap A^{1} \cap A^{2}\right) \neq \varnothing$; this corresponds to the third index set in (4.3).

Example 3.1 was actually obtained for $n=3$, by forcing the 3 sets in (4.3) to be nonempty by setting

$$
I^{1} \cap A^{2} \cap A^{3}=\{1\}, \quad A^{1} \cap I^{2} \cap A^{3}=\{2\}, \quad \text { and } \quad A^{1} \cap A^{2} \cap I^{3}=\{3\},
$$

which yields $I^{k}=\{k\}$.

Proposition 4.5 (convergence for $\boldsymbol{n}=\mathbf{2}$ ) Suppose that $M$ is a $P$-matrix and that $n=2$. Then the plain Newton-min algorithm converges.

Proof. We know that the algorithm converges if it does not make a $p$-cycle, a cycle made of $p \geq 2$ distinct nodes. It cannot make a 2 -cycle by lemma 4.3 . By lemma 4.4 , to make a 3 -cycle, the three sets in (4.3) must be nonempty; but these sets are disjoint; since $n=2$, one of them must be empty, so that the algorithm does not make a 3 -cycle. Therefore, the algorithm will visit a 4th node if it has not found the solution on the first 3 visited nodes. This last node is then the solution, since the solution exist ( $M$ is a $P$-matrix) and there are at most $2^{n}=4$ distinct nodes ( $M$ is a $P$-matrix).

## 5 Perspective

The work presented in this paper can be pursued along at least two directions. One possibility is to better mark out the set of matrices for which the plain Newton-min method converges. According to [13, theorem 3.2] and the counter-examples of the present paper, this set is located between the one of $M$-matrices and the larger one of $P$-matrices. Such a study may result in the identification of an analytically well defined set of matrices or it may be a long process with an endless refinement by bracketing sets, whose extreme points are now known to be the $M$ matrices and $P$-matrices. In the first case, it would be nice to see whether membership to that new matrix class can be determined in polynomial time, knowing that recognizing a $P$-matrix is a co-NP-complete problem [7].

Another possibility is to modify the algorithm to force its convergence for $P$-matrices or an even larger class of matrices. Being able to deal with $P$-matrices is important for at least two reasons. On the one hand, this is exactly the class of matrices that ensure the existence and uniqueness of the solution to the LCP [19, 6], which forces us to pay attention to these matrices. On the other hand, the possibility to find a polynomial algorithm for solving the LCP with a $P$-matrix still seems to be an open question. Some authors argue that such an algorithm might exist; see Morris [18], who refers to a contribution by Megiddo [17], himself citing an unpublished related note of Solow, Stone and Tovey [20]. The possibility that a modified version of the Newton-min algorithm might have the desired polynomiality property cannot be excluded. A natural remedy would be to add a globalization technique (linesearch or trust regions) to the plain Newton-min algorithm in order to force its convergence. It can be shown, indeed, that this algorithm is a descent method on the $\ell_{2}$ merit function, provided the set $A_{1}^{k}$ in step 2 of algorithm 2.1 is carefully chosen.
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