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Abstract Modeling reactive transport in porous media, using a lobahaical equilibrium assumption, leads
to a system of advection-diffusion PDE’s coupled with algébequations. When solving this coupled system,
the algebraic equations have to be solved at each grid moiaath chemical species and at each time step. This
leads to a coupled non-linear system. In this paper a glathatisn approach that enables to keep the software
codes for transport and chemistry distinct is proposed.iiathod applies the Newton-Krylov framework to
the formulation for reactive transport used in operatoittapd. The method is formulated in terms of total
mobile and total fixed concentrations and uses the chemidegrsas a black box, as it only requires that
on be able to solve chemical equilibrium problems (and cdmplerivatives), without having to know the
solution method. An additional advantage of the Newtonktrymethod is that the Jacobian is only needed as
an operator in a Jacobian matrix times vector product. Tbpgeed method is tested on the MoMasS reactive
transport benchmark.

Keywords Geochemistry transport in porous mediaNewton-Krylov methods advection—diffusion—
reaction equations

Mathematics Subject Classification (2000)76V05- 65M99

1 Introduction

The simulation of multi-species reacting systems in poroadia is of importance in several different fields: for
computing the near field in nuclear waste simulations, irtrésetment of bio-remediation, in CO2 sequestration
simulations and in the evaluation of underground waterityual

This work deals with numerical methods for solving coupleshsport and chemistry problems. The trans-
port of solutes in porous media is described by partial dfiéal equations of advection—diffusion type, wheres
multi-species chemistry involves the solution of ordindifferential equations (if the reactions are kinetic) or
nonlinear algebraic equations (if local equilibrium isw@sed). After discretization, one is led to a system of
nonlinear equations, coupled the unknowns for all chensipaties at all grid points.
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After the influential paper by Yeh and Tripatm47], operagplitting methods, where transport and chem-
istry are solved for separately at each time step (possibhating to convergence), became the methods
of choice. Some representative papers where operatotirgplinethods are used ard_ |39, [38]] [4[.][21],
[@], [E]. Operator splitting methods are easy to impletnand the splitting errors can be controlled by care-
fully restricting the time step. On the other hand, the tistep restriction can become their main drawback, as
it can be difficult to get the fixed point iteration to convefgemore difficult problems.

More recently, global methods have become popular, dueetinrease in computing power now avail-
able. In this approach, the full non-linear system is solvedne step, usually by some form of Newton'’s
method. Most papers use the Direct Substitution Approaeh ], ]), where oneubstitutes the chemical
equations in the transport equations. On the other hangytiidem can also be put in the form of a Differential
Algebraic Equations (DAE), enabling the use of powerfutwafe (seel]). Finally, the chemical equations
can be eliminated locally, and a system involving transpouations, with a source term coming from the
reactions has to be solved. This approach is takemrms,v@fqre additionally a reduction method leads to
a smaller system. Most of the papers quoted above employ &oNenethod for solving the nonlinear system
at each time step, with the difficulty that the Jacobian médtais to be computed, stored and factored. This can
become problematic for large problems, and Hammond @Iﬂave used the Jacobian-Free Newton—Krylov
method, where the Newton correction is solved for by antitexranethod. The Jacobian is only needed through
the computation of a directional derivative. The methodoket@e fast convergence of Newton’s method, while
only requiring Jacobian matrix—vector products, and tleesebe approximated by finite differences.

The method presented in this paper is a global method wherghimical equations are eliminated locally,
leading to a nonlinear system where the transport and clgraishsystems remain separated. Thus the residual
can be evaluated by calling separately written transpaticaemistry modules. The system is then solved by a
Newton-Krylov method, and it will be shown how the Jacobiaatn—vector product can also be computed by
the same module. Thus the main contribution of this papershiow that a global method can be implemented
while still keeping transport and chemistry modules sepakd his property will be referred to as using “black—
box solvers”. As the chemical equilibrium equations aresuitstituted in the transport equations, the transport
and chemistry parts of the nonlinear residual are easilgtifiled, and can each be computed by calling on
standard solution modules.

An outline of the paper is as follows. In sectﬂn 2 the chosendehis explained, and the methods used for
solving the (non-reactive) transport part, and the chelngigailibrium system are detailed. Secti@l 2.3 shows
how we obtain the coupled model. Couple formulations anglog algorithms are the subject of sectiﬂn 3,
beginning with a review of existing methods, while our agmiois presented in secti@B.Z. Numerical results,
in particular experience with the MoMaS benchmark, are $himwsectiorﬂ4.

2 Reactive transport equations

In this work, the transport of several reacting species inngls phase flow through a porous medium is
considered. The species can react both between themseldesith the porous matrix. In this section the
numerical methods used to solve the individual subsystdrtieea@oupled problem will be described.

2.1 Transport model

The transport of a single species through a porous mediunorfaich Q ¢ RY, with d = 1,2 or 3), with
porosity®, in a known Darcy fieldl, subject to dispersion and molecular diffusion, follows linear advection—
dispersion equation

dc .
s L(c)=qg, inQ 1)

where
L(c)=0-(uc)—0O-(DOc),



is the transport operator, agds a source term. The diffusion—dispersion teri3as given by
Ui Uj

D =del +|ul (aLE(u) +o¢ (I —E(u)), Ej(u) = e

whered, is the molecular diffusion coefficient, ard (resp.ay) is the longitudinal (resp. transverse) disper-
sivity coefficient.

In this work, we restrict to a one dimensional problem, sd tha transport equation over a bounded
interval Q =]0, L[ can be written as

oc 0 oc
¢E+&(—D&+uc)_q, O<x<lL, O<t<T, )
where the porosityp and the diffusion—dispersion coefficiebtcan both depend on space. Because the flow is
assumed compressible, the veloaitis taken to be a constant.
The initial condition isc(x,0) = cp(x) and, in view of the applications, the boundary conditions ar
Dirichlet condition (given concentratiort)0,t) = c4(t) at the left boundaryx= 0) and zero diffusive flux

g—i = 0 at the right boundaryx(= L). More general boundary conditions could easily be accodatzal.

2.1.1 Discretization in space

We treat the space and time discretization separately, awilvese different time discretizations for the
different parts of the transport operator.

For space discretization a cell-centered finite volume reehwill be used, see for instamEl[lB]. The inter-
val [0,L] is divided intoNg intervals[xi_% ,xi+%} of lengthh, wherex% =0, XNg+d = L. Fori=1,..,Ng, denote
by X; the center and, ;> the right end of element Finally, denote by, i = 1,..,Ng the approximate solution
in celli.

Equation [IZ) is written in the form

oc 0o
e + FV 3)
where the fluxp(x,t) = —Dg—)c( + uc has been split as the sum of a diffusive ftux= —Dg—)c( and an advective
flux ¢4 = uc.
Equation ﬂS) is integrated over a cB_1/»,%11/[ giving
dci .
(nhl_tl +¢d7i+%+¢a7i+% _¢d7i_% _¢a7i_% :hiqi7 I :2,»Ng (4)

The flux approximations required to close the system areigedvby finite differences. The diffusive flux
needs a value for the diffusion coefficient, which is takerttesharmonic average (as done in mixed finite
element methods):

. Ci+1—Ci
¢d,i+% - _Di+% (ﬁ) ®)
|+2
with 2D;D hi+h
iVir1 i +Niga
Di+%:m, D%:D:h DNg-Q»%:DNg and hi+%:T
For the advective flux, an upwind approximation is used, ab (@ssuming > 0), q)a.”% = UG

These approximations are corrected to take into accounbdhedary conditions, both at= 0 and at
x = L. The semi-discrete system can be summarized by the finiterdiional system

dc

wherec € RN now represents the vector of cell concentratidns,RNe-Ns is the matrix form of the transport
operatorM € RNeNs s a mass matrix accounting for variable porosity and meztgic R™o is a give source
term andg € RNs represents the effects of the boundary conditions.



2.1.2 Time discretization

Let denote byAt the time step (taken constant for simplicity) used to digzeethe time interval0, T] and
denote byc! the (approximate) value af(nAt). The first and most straightforward alternative is to diszee
equation Kb) by the backward Euler method, see for inst@]cé’[lis is the method that is used in section 3 to
keep the description simple, but is not the recommendedodets it leads to an overly diffusive scheme.

Better alternatives are obtained by exploiting the stmecoi the transport operator, and by using different
time discretizations for the advective and for the diffesparts. Specifically, the diffusive terms should be
treated implicitly, and the advective terms are better kehdxplicitly.

If this idea is applied directly to equatioﬁl (6), the resdtifully discrete scheme is only stable under a
CFL (Courant—Friedrichs—Lewy) conditias\t < max h;. As this may be too severe a restriction (some of our
applications require integration over a very large timerval), an alternative is to use an operator splitting
scheme, as proposed by Siegel et@[ [43] (see @ 0, I31fhis work, splitting is used only within the
(linear) transport step, but recent papers by Kacur e I,.@] apply splitting directly to a transport with
sorption model by solving (analytically) a nonlinear adi@t step, followed by a nonlinear diffusion step.
This is different from operator splitting as used in geoclvaimodels, as the chemistry terms are solved for
together with the transport terms.

The splitting scheme works by taking several small timesté@dvection, controlled by a CFL condition,
within a large time step of diffusion. The scheme has beewstio be unconditionally stable, and has a good
behavior in advection dominated situations.

More precisely, the time steft will be used as the diffusion time step, it is divided into vhé steps of
advectionAt. such thatAt = MAt; where M ¢, 1, the advection time step will be controlled by CBhdition.

Equation [b) will be solved over the time stigf t™1] by first solving the advection equatiq:%% + %(uc) =0

. , e .0 0 0 .
overM steps of sizé\t; each, and then solving the diffusion equatups% + &(—Di) = g starting from the
value at the end of the advection step.

Advection step The interval[t",t"1] is divided intoM intervals [t™™ t"™+1] m=0,...M — 1, wheret™? =
t", t"M = ™1 Denotec"" the approximate concentration c at titd" andc™® = c". The advection equation
is discretized in time using the explicit Euler method toaiint

n,m+1 n.m nm nm
(0} +u =0, i=2...,N
( Ate ) < hi—1/2 / ' e

o ()

m=0,....M—1. @)

Diffusion step The diffusion part is discretized by an implicit Euler sclerstarting from:i”""I :

Di—% n+1 ! D”% Di—% n+1 Di+% Ml g MM C_
~ CEae s (@b —ZAt+ —Zat | @t - g = g™ Fghiat =2, Ng—1
My Mg hi_y his

As above, 2 equations accounting for the boundary conditionst be added.

2.2 Chemical equations

The chemical model is described in this section. In thisystwe assume a local chemical equilibrium at every
point, which means that the chemical phenomena occur on fiastér scale than transport phenomena. This
is a common modeling assumption for reactive transport noym media, at least when the only reactions



considered are aqueous phase and sorption reactions @feessufficiently fast” reactions according to Ru-
bin [@]). This would not be the case if mineral dissolutioastaken into account, as these reactions typically
need kinetic models.

Consider a set dfle chemical speciefXj) -1, n, linked by N; reactions

Ne
Zivijxj =0, i=1,...,N
]:

wherev is the stoichiometric matrix. Following MordHBZ], we disguish betweergomponent andsecondary
species by extracting a full rank matrix from Component species are a minimal subset of the species such
that the other secondary species can be written in termseaf {{in a unique way). Each secondary species
gives rise to a reaction that expresses how it is formed mgesf the components, and to a mass action law
that gives the value of itactivity in terms of the component activities. Similarly, each comg gives rise to a
conservation equation, expressing how the given totaleanation of such a component is distributed among
the component itself and the secondary species.

Additionally, in the context of reactive transport, it igtéred to know how the species are split between
those that are in solution, and those that have been adsorbé solid matrix (in this paper we do not take
precipitation into account). We thus introduce (with olmsty Ne = Nc + Ns+ Ny + Ny)

— mobile componentsj, j=1,...,Nc,

— fixed components;, j=1,...,Ns,

— mobile secondary specigg, i =1,...,Ny,
— fixed secondary specigs.i=1,...,Ny.

We have identified the name of the species with their conatoltrs, and we assume an ideal solution (activities
and concentrations are identified). Mobile secondary sgectan be expressed as linear combinations of
mobile components while secondary fixed species dependtbmimbile and fixed components. Therefore the
mass action laws are written as

xiszil‘lcf“, =1 N, yizKyirlc?J rlsjB'L i=1,....N, )
= = =

whereKy; and Ky, are the equilibrium constants, ai®j, A;j and B;; are the entries of the stoichiometric
matricesS € RNexN« A e RNexNy andB e RNsxNy,
Mass conservation for each component is expressed in tire for

c+S'x+ATy=T, s+BTy=Ww, (10)

whereT; is the total concentration of the mobile compongnandW; is the total concentration of the fixed
componentj (T andW are vectors of siz&l; andNs respectively). In the case of ion exchange, the second
mass conservation equation is simpiy =W, andW is the Cationic Exchange Capacity of the porous matrix
(see Appelo and PostmE [2]). As will be seen later, in theedndf coupled transport and chemistiy, is
given by the transport model alid is constant. In a closed chemical systdimvould be part of the data (total
concentration of the components).

Due to the wildly different orders of magnitude of the cortcations that are commonly encountered, the
chemical problem is reformulated by using as main unknoweddgarithms of the concentrations. This has
the added advantage that concentrations are automatigive, and has become the standard way to solve
the problemES]. An additional advantage has been pointiéthp Samper et aI|__[}11]: by taking the logarithms
of the concentrations as unknowns, the Jacobian of themmearlsystem is symmetric, and with a proper choice
of the component species, it can be shown to be diagonallyrdot) and thus nonsingular. The symmetry can
also be seen on equati(16) below. Letddme the vector with entries lag, whereu; are the entries of vector
u. Equations@g) can then be rewritten as a linear system

logx = logKx + Slogc

(11)
logy = logKy + Alogc+ Blogs



The nonlinear system of equatio(lO) a@ (11) forms whhtbeicalled thechemical problem. In the
sequel, it will be assumed that this problem always has at{ge)ssolution(c,s), for all feasible values of the
dataT andW. This is true in our simplified settings because the cheneigailibrium problem is a consequence
of the minimization of the Gibbs free energy, which can bewshto be convex in the absence of minerals
(see ]).

To solve the chemical problem, a variant of Newton’s metfsaasied. As is well known, Newton’s method
is not always convergent, unless the initial point is sufitly close to the solution. However, and this is
especially true in the context of a coupled code where thend# problem will be solved repeatedly, it is
essential to ensure that the solver “never” fails. We hawmdothat using a globalized version of Newton’s
method (using a line search, 23]) was effective in mgkime algorithm converge from an arbitrary initial
guess. In order to get a smaller system, the secondary doatens are eliminated, and the system to be
solved involves onlyc = logc € R"e andls= logs € R™s. Define the functiorH : RNetNs — RNe#Ns [y

H (Ic) B (exp(lc)+sT exp(logKy + Sc) + AT exp(logKy + Alc+ Bls))

Is) exp(ls) + BT exp(logKy + Alc+Bls), 12)

where the notation eXp) for a vectorv means the vector with elements éxp, then equationsmw) anﬂll)

are equivalent to:
Ic T
H (l) - (W) | (13)

This is the nonlinear system that to be solvedlfoandls, givenT andW. The secondary concentrations can
then be computed from equati(ll).

When solving the coupled problem, the distribution of thecigs between their mobile form and their
fixed form will be needed. The individual concentrations trat8l be solved for, but they are intermediate
guantities. Once the component concentrations have beaputed as described in the previous paragraph,
one can compute for each species its mobile @aend its fixed park; by

C=c+S'x, F=ATy (14)

Note that, by definition, the relationship= C + F holds.
In the formulation to be presented below, it will be conveni® represent the mapping from the vector
of total concentrations to the vector of fixed concentratiorhis mapping, denoted By, is defined by first

solving the chemical problenfi {13), then computmgy (L4). More precisely
: RNC — RNC

v T (15)

T—=Y(T)=Al,

where equation| (}3) is first solved farandls, theny is computed by[(31).

It is important to keep in mind that computitiy T) means solving the chemical system (plus some simple
computations), as this will be the most expensive part whatuating the residual of the coupled system (see
eq.(2f) in sectiof 32).

As this will be useful later on, the computation of the JaaoldfW is outlined here. Assumé(T) itself
has been computed, so that the nonlinear sys@n (13) hasbked. First, the Jacobian matrix df should
also be computed as part of the solution process. This issalo@tainly needed for solving the chemical
problem, if Newton’s method is used. Differentiating edmla@) leads to:

H’ <|IZ) - <diag(e(>)<p(|0)) diag(e?m(ls))) * (S(: QI) (diag(X) dia%(y)) (i g) ’ (16)

where diagv) is the diagonal matrix with vectaralong the diagonal. Then, by an application of the implicit
function theorem (see for instan(@[?;S]), and by differaimig equation@l), there comes

W (T) = AT diag(y) (A B) (H’ (::))_1 ((')) (17)



It should be stressed that the JacobiarHofs needed to computed the JacobianYéf(inverting it is
straightforward, as this will usually be a small matrix).igmay prove problematic in practice for several
reasons. First, the chemical solver may not give accessetdabobian, even if it is used internally. This
is a limitation to the “black-box” approach. Second, for moealistic chemical models, including non-ideal
chemistry, and taking minerals into account, computinglé@bian may be much more difficult than the fairly
simple computation outlined above. As a last resort, onédomampute the Jacobian by finite differences, but
it will be argued in sectio@.z that, for this particular piem, the analytical computation is more efficient.

2.3 Coupled transport and chemistry

The starting point for the coupled model is the following seequations for the total, mobile and fixed con-
centrations of each component

0C; OF; .
(p_l+(p_l+|_(cj):o i=21...,Nc

at ot (18)
oW, :
1 _ =1,...,N

at 07 J ’ s INS

These equations can be derived from the individual conservaquations by standard algebraic manipula-
tions, see for instance Yeh and TripatEl [47]. It is the folation given in the benchmark definitioﬁ| [6], see
also ], ]. The second equation is obviousyY\gsvas taken as a constant (at each point in space).
Taking into account the relatiofy = C; +F;, j =1,...,Nc noted above, the first equation of the system is
equivalent to
aT; .
@E‘FL(CJ’):O i=1,... N, (29)

whereT; is the total concentratioi©G; the total mobile concentration, arfgl the total fixed concentration for
component.

From now on,L will denote the discretized transport operator, as defineshuation E6). Each unknown
concentration depends on both the grid point index, and lieeneal species index. We will use a notation
inspired from Matlab. For a concentratiagy, wherei € [1,Ng] represents the spatial index apd: [1, N]
represents the chemical index, we shall denote by

— U j the column vector of concentrations of spedies all grid points;
— u;: the row vector of concentrations of all chemical speciesia cell ;.

The unknowns will be numbered first by chemical species, thegrid points. Thus all the unknowns for a
single grid point are numbered contiguously.

The coupled problem is obtained by putting together equ@) above with the definition of the chemical
solution operatoy, defined in eq.@S) (the subscript T denotes transposition)

oC.; - OF
M—2LytM=2yL(C)=0g; j=1...,N

ot + ot + ( -:J) g'vl J ) y Nc
Tij =Gij +Fij, i=1,..,Ng,j=1,...,Ne (20)
F. =T, i=1...Ng

This system is then discretized in time to obtain the fullgcdéte coupled nonlinear system. In this work
we restrict to a simple backward Euler scheme with constaptsize, noting that other more sophisticated,
strategies are obviously possible (in particular, an adagtep-size is essential for efficiency). Denoting time
indexes by a superscript, the following system is obtained

chl_cn Entl _gn .
L N SRV N -A,JJFL(C;]J{rl):g:A’j i=1...,Ne

-|—i?+1:(:if}+l+|:irj1+l i=1...,Ng, j=1,....N¢
R = ()T =1,

M
(21)



This is the system to be solved at each time step.

3 Formulation and coupling algorithms

The formulation of reactive transport seen above givestaselarge system of nonlinear equations. For com-
plex problems, its solution will require a large amount ofnguter time, which makes it important to choose
an appropriate method. In this section, several formulatend approaches that have appeared in the literature
will be reviewed.

Thanks to the relationship =C+F, itis easy to eliminate one of the 3 variables, and this l¢adgferent
formulations for the coupled problem, depending on whichaldes are kept in the transport equation. We
keep the system continuous in time, as it makes the notatimewhat lighter, but the same manipulations can
obviously be done at the discrete level too.

According to Saaltink et aII__L137], see also Saligr@ [40E oan derive three main formulations from the
system given in[(20):

— formulation (TC) wher€T is the principal variableC the transported variable

0T,
Mﬁﬁ+uog=gj (22)
This is the formulation used by Erhel et al. ﬂw El 11], as itds itself best to a DAE type algorithm. It is
not convenient for our purpose, as the transport equatemitivolves botil andC, and is thus not easily
used with an existing transport solver.
— formulation (TT) whereT is the principal variable T transported variable

e
ot

This seems to be the least satisfactory formulation, asrémsport operates on the fixed species, and for
this reason it will not be considered further.
— formulation (CC) wher€ is the principal variableC transported variable
oC;; oF;
M— + M=l +L(C)) =g 24
This is formulation 4 in Saaltink et al_[B7], and is the forlation chosen below. It has been reported that
this formulation is the least suitable for use in an operafiit algorithm, becaus€ andF are used at
different time levels (to compute the data for the chemicabfem). When this formulation is used in a
global method this should not matter as much, as the itera@oe ran to convergence, and both values
should eventually get close to their limits.

M—2 +L(T)) +L(Fj) =g (@3)

Formulation (CC) will be used in the rest of the paper, beeautakes the form of a standard transport
operator, with a source term coming from the chemical p#stsiructure is closely related to the system
describing single species transport with sorption, as g@enstance in|EI6], or@l], with the main differences
that the unknown is a vector of concentration, and mostly et plays the role of the sorption isotherm is
the implicitly defined functiort introduced in 5).

3.1 Review of former approaches

At each time step, the system given @(21) (one transporatemjufor each component and one chemical
system for each grid point) forms a large nonlinear systehmgse size is the number of components times
the number of grid points. This system has traditionallyrbselved by a sequential two-steps approach, as
reviewed below (cf.|[47]). However, this method suffersnfrseveral defects: it may severely restrict the step



size to ensure convergence, and if used non-iteratively dnily first order in time, which may introduce
additional errors (cf.|]4]). Due to its quadratic convergemate, Newton’s method would be an ideal candidate
for solving the system. On the other hand, a practical diffichas to be reckoned with: Newton’s method
requires the solution of a linear system with the Jacobiaimixnat each iteration step. In realistic situations, it
will not be possible to store, much less factor, the Jacoimatmix. As will be seenin secti.2, this difficulty
can be overcome by resorting to an iterative method for sglthie linear system.

3.1.1 Sequential approach

The sequential approach consists of separately solvinghtemical equations and the transport equations. The
method has been used in numerous papers: see for insfaficarid7also [2}t], [29], [[37], [141 or[[30i. At
each iteration, a transport equation for each componeptisd first, with a source term given by the (change
in) fixed concentration at the previous iteration. Thisltatabile concentrations will be added to a total fixed
concentration computed in the previous iteration, to ahita total used as data for solving a chemical problem
at each grid point. These steps are then iterated until cgemee.

In the geochemical literature, this is known as an opergtbttiag approach (usually called Standard
Iterative Approach, or SIA), but it is more properly a blocks-Seidel methods on the coupled system, as
each subsystem is solved alternatively. The method is gppealing, as it is easy to implement starting from
separate transport and chemistry codes, and can provide gmmracy if implemented carefully, as shown
in the references above). As will be seen below, theses tatyes can be retained in the Newton—Krylov
framework.

The Standard Non-Iterative Approach (SNIA) is the case wloaty one iteration of the method is carried
out at each time step. In that case, splitting errors canrbedmportant, and the method is not really suitable
for difficult problems.

The SIA approach does not suffer from splitting errors iftiblerance is small enough, but it may require
a small time step to obtain convergence in the case of stifflpms. The main drawback of the method is thus
that the size of the time step is used to control convergesmee,not based on the physical character of the
solution.

3.1.2 Direct Substitution Approach

As computing power increased, it was recognized that theadgresplitting methods of the previous sections
could not satisfactorily handle difficult problems, and stightly coupled method came to more widespread
use.

The Direct Substitution Approach method consists in sgi¥or the individual concentrations of the com-
ponents, that isubstituting equationsﬂo 1)in equatioﬂ (2) (this can be done eiglias in Hammond et
al. ], or implicitly, as in Krautle et al, 6], or Sldiak et al. [E’]). It is also possible to reformulate the
problem as a differential algebraic system (DAE), and te @attvantage of the high quality software available
for such problems, as in Erhel et 41.][141.]110] Hr [8] . A higerformance parallel implementation is described
by Hammond et al[[17], using a Jacobian—Free Newton—Krgiethod (see sectidn B.2).

The main advantages of this approach are to avoid the ermoed by the separation of operators, and to
allow fast convergence independently of the time step, tisyprincipal drawback is the need to form and to
store the Jacobian matrix especially for a large problemreldeer, sometimes it may be difficult to calculate
the exact derivatives for geochemical processes espevibn precipitation phenomena or kinetic reactions
are taken into account.

The size of the system can be made smaller by means of a redungthod, cf Krautle et aImZEIZG],
and ]. The reduction method makes a change of variablé®iohemical system, so that a set of decoupled
transport equation is first solved, leaving a smaller ne@irsystem, that is still solved with Newton’s method.
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3.2 A Newton—Krylov based fully coupled method

As was already mentioned in the previous section, Hammoati @] have used a Newton—Krylov method
for solving the system obtained from the DSA approach. Stwitisig the chemical equations in the transport
operator is the most straightforward way of formulating toeipled problem, but leads to a system where
chemistry and transport terms are mixed, and makes it Yliytimpossible to separate the transport and chem-
istry modules. However, this separation is seen as one ahthertant advantages of the operator splitting
approaches.

By coupling the formulation given in secti.3 with the Nem~Krylov framework, a strongly coupled
method that can be implemented by keeping transport andistrgreeparate is obtained. Thus, the chemical
equations are not directly substituted in the transporaggn, but the functiot¥ introduced previously irm5)
is used to represent the effect of chemistry. Different fdations could be adopted depending on the choice
of unknowns (refer back to sectiﬂﬁ 3). In this work, both tht@ltmobile and fixed concentrations, and also the
total concentrations (though they could easily be elinddatre chosen as main unknowns.

Even though this method may be more expensive than the netasdd on DSA, its main advantage is to
make it possible to treat chemistry as a black—box, evereilNgwton—Krylov context. This may be important,
as chemical simulators are becoming increasingly sophistil.

Recall (equationl)) that the nonlinear system to be sofiteach time step is

(M+AtLCH 4 ME —bY =0, j=1,...,N

Tn+1 . Cn+1 o Fn+1 _ 0’ (25)
N

Rt —y ((Tif?“)T) —0, i=1..N

whereb?; = MC?; + At gt + MAtF." is known,
Denoting byG : R®NNg _, R3NcNg the function

C ((M +AL)C, j +MFj ’bﬂj>ie[1vNcl
G|T|= T-C-F ’ o
- (Re-w(@)")

ie[L.Ng]
Cn+l
the nonlinear problem to be solved at each time st&®) = 0, whereZ denotes the vectof T
Fn+l

Recall that at each step of the “pure” form of Newton’s metfadsolving G(Z) = 0, one should compute
the Jacobian matrig = G'(Z¥), solve the linear system (usually by Gaussian elimination)

JdZ = —G(Z) (27)

and then seZk+*! = ZK+ 5Z. In practice, one should use some form of globalization @dace in order to
ensure convergence from an arbitrary starting point. i@ $earch is used, the last step should be replaced by
Zk+1 — 57 + \ZK, where is determined by the line search procedure.

The main drawback of the method for large scale problemsamage need to form, and then factor, th