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Existence et unicité de solutions, stabilité et
invariance pour une classe de systémes de Lur’e
multivalués

Résumé : Cet article propose deux critéres permettant d’assurer I’existence
et I'unicité des solutions pour des systémes de Lur’e multivalués, dans lesquels
la partie multivaluée est représentée par la sous-différentielle d’une fonction
convexe, propre, semi continue inférieurement. Par le biais de transformations
adéquates le systéme est mis sous la forme d’une inéquation variationnelle dy-
namique. La stabilité et le principe d’invariance sont aussi étudiés, ainsi que
la dépendance continue aux conditions initiales. Le probléme est motivé par
I’analyse de circuits comportant des composants non-réguliers multivalués, ainsi
que par la synthése d’observateurs d’état.

Mots-clés : systéme de Lur’e, passivité, invariance, stabilité, théoréme de
Kato, opérateurs maximaux monotones, inéquations variationnelles, inclusions
différentielles, cones normaux.
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1 Introduction

Lur’e systems, which consist of a linear time-invariant system in negative feed-
back with a static nonlinearity satisfying a sector condition, have received a
considerable interest in the applied mathematics and control literature, due to
their broad interest (see [28] for a survey). More recently the case where the
nonlinearity is a maximal monotone map has been studied [7]. The maximal
monotonicity allows one to consider unbounded sectors [0, +o0c] and nonsmooth
set-valued nonlinearities. So-called linear complementarity systems can be re-
cast into Lur’e systems, where the feedback nonlinearity takes the form of a set
of complementarity conditions between two slack variables [24], I3, BT]. One of
these slack variables may be interpreted as a Lagrange multiplier )\, while the
other one usually takes the form y = Cz + DA. More general piecewise linear
nonlinearities have been considered in [27), 26]. As pointed out in [7] there exists
a close relationship between some complementarity systems and differential in-
clusions with maximal monotone right-hand-sides, in particular inclusions into
normal cones to convex sets (which are in turn equivalent to dynamical varia-
tional inequalities of the first kind). Particular cases have been investigated in
23, 10, [T]. All these works are however restricted to the case where D = 0,
except [26] where affine complementarity systems are considered. In this paper,
we extend the works in [23, [[0] to the case where D # 0, i.e. there exists a
feedthrough matrix in the linear part of the system. Moreover the nonlineari-
ties which we consider are much more general than complementarity conditions
between y and A (i.e. y > 0, A > 0, y“A = 0) and the considered systems
may be written equivalently as dynamical variational inequalities of the second
kind. Such an extension may be important in practice (for instance electrical
circuits with ideal diodes and transistors usually yield systems with a nonzero
feedthrough matrix D, possibly possitive semidefinite and non symmetric). Ob-
server synthesis for set-valued systems is also an important application [8, [4].
This work may also be seen as the continuation of previous efforts to study the
relationships between various types of differential inclusions, complementarity
systems, projected systems in finite dimensions [TT], [T9} 25, 2T].

The paper is organized as follows: In section ] the dynamical system is pre-
sented, and its well-posedness is studied in section Bl In section Hl the stability
properties are studied, and an invariance result is presented in section Bl Con-
clusions end the paper in section Bl

Notations: Let f : R" — RU{+o0c} be a proper convex and lower semicontin-
uous function, we denote by dom(f) := {x € R": f(z) < +o0} the domain of
the function f(-). Recall that the Fenchel transform f*(-) of f(-) is the proper,
convex and lower semicontinuous function defined by

(VzeR"): f"(2) = sup {{z,z)— f(2)}.

z€ dom(f)
The subdifferential 9f(x) of f(-) at € R" is defined by
0f(@) = {w e R f(v) = f(x) > (w,v— 1), Yo € R"},
where (-,-) denotes the usual scalar product in R", i.e. (y,2) = y?z for any

vectors y and z of R™. We denote by Dom(9f) := {x € R" : df(z) # 0} the
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4 Brogliato € Goeleven

domain of the subdifferential operator 0f : R"™ — R". Let x¢ be any element
in the domain dom(f) of f(-), the recession function fo.(-) of f(-) is defined by

1
Ve R"): fo(z)= lim — Ax).
(Vo€ B"): foole) = lmn (w0 +A0)
The function f : R" — R U{+0o0} is a proper convex and lower semicontinuous
function which describes the asymptotic behavior of f(-). For a nonempty closed

and convex set K C IR", the dual cone of K is the nonempty closed convex cone
K* defined by

K* :={weR": (wv) >0, Vve K}, (1)

while the polar cone K° = —K*. Let 2y be any element in K, the recession
cone of K is defined by

1
Ko=) 5 (K — o).
A>0

The set K, is a nonempty closed convex cone that is described in terms of the
directions which recede from K. When K is a cone then K., = K. The relative
interior of a set K is denoted as rint (K), and its closure as K. Let M € R™*"
be a given matrix, we denote by ker(M) the kernel of M and by R(M) the
range of M. M > 0 means that M is positive semidefinite, M > 0 means that
it is positive definite.

2 The multivalued Lur’e system

Let A € R™"™, B e R, C e R, D € RP*? be given matrices, f €
C°(R4;R) such that f/ € Ll (Ry;R") and ¢; : R — RU{+o0} (1 < i <
p) given proper convex and lower semicontinuous functions. Let xg € IR"
be some initial condition, we consider the problem : Find z € C°(R,;R")

such that 2’ € LY (R4;R") and 2 right-differentiable on Ry, A €

loc
C°(R4;RP) and y € CY(R,; RP) satisfying the nonsmooth dynamical system
NSDS(A7 37 07D7 f? P1yeeey Qopaxo):

z(0) = Zo
ae. t>0:
J(t) = Az(t) + BA(t) + f(1)
forall t>0:
yt) = Cu(t) + DA(t) (2)
M(t) € —0p1(y1(t))
Aao(t) € —0p2(y2(t))
M) € SEROR0)

The system is therefore in the canonical absolute stability form since it is the
negative feedback interconnection of a linear invariant system (A, B, C, D) (with
“Input” A, “output” y and external excitation f(-)) with a static multivalued
nonlinearity (with “input” y and “output” —\). In [23, 0] it was considered
that D = 0. As we shall see next the case D # 0 complicates the analysis. It
is noteworthy that one may have p > n, which is crucial because \ is not a
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control input and p may in applications be very large. Physical examples are
given later in the paper. It is assumed in this paper that the “output” y does
not depend explicitly on time. If this is the case the results of this paper do not
apply because one has to resort to the perturbed Moreau’s sweeping process to
derive well-posedness results, see [T3].

Let us set A = (A1 -+ A\)T, @() = 01(-) + -+ + 9, (-), and M € RP*P is an
invertible matrix. One may consider a slightly more general version of the Lur’e
system (@) as:

z(0) = zo
z'(t) = Az(t) + BA(t) + f(¢) (3)

A(t) € =M 9% (y(1))

Denoting A = M ~'\, B=BM, D = DM, (@) is equivalently rewritten as:
x(0) = xo
2/ (t) = Ax(t) + BA(t) + f(t) (4)

A(t) € — 0®(Cx(t) + D)

Therefore the transformed system (H) possesses the same structure as the system
in @). The Lur’e system (@) can be represented as in figure [l (a).

Finally as will appear clearly later, all the existence and uniqueness of solu-
tions results which are derived in this paper (sectionB) also hold when the linear
term Az is replaced by a Lipschitz continuous mapping A(z). For the sake of
clarity of the presentation the linear case Az is kept all through the paper, for
the well-posedness and the stability analysis.

3 Well-posedness analysis

In this section the existence and uniqueness of solutions will be shown first
by using a version of Kato’s theorem, second vie maximal monotone operators.
Examples coming from electrical circuits and state observer design are provided
to illustrate the theoretical developments.

3.1 Well-posedness by Kato’s theorem

In the remainder of this section we shall apply some transformations to the
Lur’e system so that its well-posedness can be analyzed.

3.1.1 System’s transformations

Let us set
(Vz €R) : 7 (2) = ¢j(—2). (5)

RR n°® 7158



6 Brogliato € Goeleven

Assumption 1. We assume the existence of zp; € R at which ¢ 7 (:) is
continuous.

Assumption 1 is a simple qualitative condition that is required to ensure that

(see [29]):
(Vz €R): 9 (2) = —0p; (—2).

Then

Ai € =0¢i(yi) & yi € 09 (=Ni) = —[=0wi (=Ni)] = —0p;" ™ (Ni).

Let us now denote by p; (and set py; = p—py) the largest integer such that the
matrix D can be written as follows:

0 0
D = p1Xpr1 PrrXpr 6
( 0p1Xpu Dy ) ( )

with Drr # Op,,xp;;- In using this notation, we suppose by convention that
pr = 0 (resp. pr; = 0) means that the terms indexed by I (resp. II) are
useless and not considered. So, if p;y = 0 (resp. py; = 0) then D = Dy (resp.
D = 0pxyp). For z € RP, we set also z = ( 21 211 )T with z; € RP’ and
217 € ]RPII,

Crr

with BT ¢ ]R”Xp’, BT ¢ ]R”Xp”, Cr € RP™*™ and Cpy € RPIFX™, Finally, we
set,

B=(B'B), O:( C1 )

(Vy € R @1(y) == p1(y1) + 2(y2) + - + ©p, (Yp,) (7)
and
(Vy € RP) 0 @11(y) == pp,+1(y1) + @pr+2(y2) + oo+ Oprs (Yprr)- (8)
We have:
(V2 € RPM) : @77(2) = ¢, 11(21) + @5, 42(22) + o+ 05, (2010)-
We set

(V2 € RP) s @37 (2) 1= @5y (—2). (9)
We note also that Assumption 1 ensures that:
(V2 e RP'T) . 97; (2) = —0P7(—=2).

We also set:
(Vx e RP): ®(x) = r(x) + Dyrr(x) (10)

and
(Vz e RP): &% (2) = ®*(—x). (11)

Assumption 1 guarantees that

(Vz € RP): 90~ (z) = —09"(—x).

INRIA
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It follows that the system

A(t) € —0p1(yi(t))
A2(t) € —0pa(ya(t))

Mt) € —0p,(u,(1))

can be written equivalently as:

{)\I(t) € —0%(y:(1))
Arr(t) € —0®rr(yir(t))

or as:

{Al(t) € —0%;(yr(t))
yri(t) € —0®r (Air(t))

Using these notations, we see that the system NSDS(A, B,C, D, f, 1, ..., pp, To)
reduces to the system:

z(0) = xo
ae. t>0:

P(t) = Az (t) + BIA(t) + B () + f(t)
forallt>0:

yi(t) = Cra(t)

Ar(t) € —02;(yr (1))

yrr(t) = Criz(t) + D (t)

yrr(t) € —0®7 (Arr(t))

The feedback nonlinearity is therefore splitted into two main parts: one part
indexed by [ is multivalued, the other part indexed by I1 will be shown under
certain conditions to be single-valued.

Remark 1 The case p; = n (i.e. D = 0,xn) has been the object of specific
papers, see [23, [T1}, [4)]. The complementarity problem (ie. ¢;(-) = Vg, () Vi €
{1,...,n}), has also been the object of various papers |24, [15, (L7, [1f)].

Assumption 2. (If p;y > 1) There exists a symmetric and invertible matrix
W € R™™" such that:

w2B! =cT. (12)
We set: ;
_fwit pr=1
V_{I if pr=0 (13)
and

@](O[V_lw) if pr>1

0 i pr=0 (14)

(Vw € R™) : Ep(w) = {

Notice that by [B0, Exercise 1.40, Proposition 1.39] the function =;(-) = ® o
CrV~Y(+) is lower semicontinuous, proper, convex.

RR n°® 7158



8 Brogliato € Goeleven

Assumption 3. (If p; > 1) There exists a point wo in RP’ at which Z;(-) is
continuous.

Assumptions 2 and 3 ensure in case p; > 1 that
(Vw € RP?) : 0Z1(w) = V- ICTod(CrV " w) = VICT 08 (C1V " 1w).

The multivalued mapping Z;(-) is maximal monotone, being the subdifferential
of a convex, proper, lower semicontinuous function. Let us now set:

VBH(D[[ + 8@;’1—)71(—0111/71%) if prr>1

(Vo € R"): Agr(x) 3:{ 0 if prr=0

We suppose also the following:

Assumption 4. (If p;; > 1) The operator A;; : R" — R" : x — Arr(x) is
well-defined, single-valued and Lipschitz continuous.

Recalling that
Drrz —q € =087 (2) & q € (Dry + 0957 )(2) & 2 € (Drr +0%77) (q),

we note that Assumption 4 (in case py; > 1)) requires that for all ¢ € RPT,
there exists at least one z(q) € IRP'! such that

(Drrz —q,v — z) + @77 (v) — @75 (2) > 0,Vv € R, (15)

and there exists a constant K > 0 such that for all x1,20 € IR" and z; €
(D[] + 6@?}7)*1(—CHV*1x1), Zo € (D[] + 8@;}7)71(—011‘/71:%2)2

[VB! 2 — VB 2|| < K||z1 — 22| (16)
The solvability of the variational inequality in ([3) ensures that
(Vo € R") : VB (D + 0077 ) H(=CriVrz) # 0

while the condition in ([[H) guarantees that if x € R"™ and z1, 22 € (Dj; +
007 ) H(=CrrV~lz) then |[21 — 22|| < 0 and thus 2y = z5. It results that the
operator Ay(-) is single-valued. The Lipschitz continuity of A;(+) is then also
a direct consequence of ([IH).

Conditions on the matrix D;; and on the function ®7; () ensuring that As-
sumption 4 holds will be discussed in the following section.

The problem NSDS(A,B,C,D, f,1,....,¢p, %) can be reduced, by setting
X(t) = Va(t) (V¢ > 0), to the following dynamical variational inequality
problem: Find X € C°(Ry;R") such that X’ € L (R4;R") and X right-

differentiable on R4 such that X (0) = Vzy and satisfying for a.e t > 0 the
variational inequality:

(X'(t) = VAVTIX(t) — Arr(X (1) =V f(t),v — X (1))

INRIA



Multivalued Lur’e systems 9

+2r(v) = E7(X(t)) >0, Vo € R™. (17)

which we may name a dynamical variational inequality of the second kind.
Indeed, let us here write the details in case py > 1 and pry > 1. It is clear that

z(0) =29 & Vz(0) = Vo < X(0) =V

and
2'(t) = Ax(t)+ BIN(t) + BN (t) + f(t)
yr(t) = Crz(t)
Ar(t) € —0%r(yr(t))
yu(t) = C]]x(t)—FDH)\H(t)
yir(t) € —00% (Au(t))

T
2'(t) — B(Dyr 4+ 0®77 ) (=Crrx(t)) — Ax(t) — f(t) € —B'0®(Cra(t))
T
Va'(t) — VBH(D]] + 3‘1’;’[_)_1(—011‘/_1‘/%(25))
~ VAV Wa(t) - Vf(t) € =V IV2BIod(CrV " Va(t))
T
X'(t) = VB (D + 0937 ) H(=Cr VX (1))
~VAVTIX(t) - Vf(t) e -V ICFod(CV—1X(t))
T
X' (t)-VAV X () ~VB (D +0%;; ) (~=CrV X () -V f(t) € —0=1(X (t))

from which one deduces [[d). The case p; = 0 (resp. pr; = 0) can be deduced
from the previous relations in removing the terms indexed by I (resp. IT). The
system has therefore been transformed from (a) to (b) in figure [, which are
equivalent representations. As will be made clear in the next section, the trans-
formation consists of inserting the Lipschitz continuous part of the multivalued
nonlinearity, into the continuous dynamics of the system.

y=Cax+ DA — X
Az + BA vav—lx
— _ —Arp(X)
0%(y) =1 (X)
A

(a) (b)

Figure 1: Lur’e system transformation.
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10 Brogliato € Goeleven

3.1.2 The operator z — VB! (D;; + 09}, )~ (~CV~1a)

In this section, we suppose that py; > 1. The following two results give con-
ditions on D;; and ®y;(-) ensuring that the operator z € RFI' — (Dyy +
0®7; )7 !(2) is well-defined, single-valued and Lipschitz continuous, i.e. such
that Assumption 4 is satisfied. The operator A;; : @ € R" — VB (D +
0%y ) H(—CrV~1tz) is then consequently also well-defined, single-valued and
Lipschitz continuous.

Proposition 1 Suppose that Dy is positive definite and ®y;(-) is proper convex
and lower semicontinuous. Then the operator (Dyy + 8@;’1—)_1 is well-defined,
single-valued and Lipschitz continuous.

Proof: The conditions of the proposition ensure (see e.g. [2]) that for all
g € RP" there exists a unique z = z(q) € R’ such that

(Drrz —q,v—2) + @77 (v) — @75 (2) >0,V € RP,

that is equivalent to Dyrz — g € —9®7; (2). The operator (D;r + %7, )~! :
R? — RP;q+— (Dyr +0®7; ) *(q) is thus well-defined and single-valued. It is
also Lipschitz continuous. Indeed, let ¢1,¢2 € R? be given. Set 23 = (Dr +
0%77 )" Haqr) and z2 = (Drr 4+ 097, )" (q2). We have (Dyrz1 —q1,22 — 21) +
Dy (22) — @7y (21) >0 and  (Dyrzo — g2, 21 — 22) + By (21) — ®Fy (22) >
0 and thus (Dsj(z1 — 22),21 — 22) < (@1 — ¢q2,21 — 22). The matrix D is
T
positive definite and thus (Vz € R") : (Drrz,z) > %Hx”z, where

M (Drr+ DT;) > 0 is the smallest eigenvalue of the matrix D;; + D¥;. Thus
||2’1 - 2’2|| S mﬂql - L]2|| and then:

=y — —y— 2
|(Drr + 027 ) @) = (D + 097 )" Hg)l] < W

N . L T 41— az2i]
Byl el

|

Let us recall that a P-matrix is a matrix with all its principal minors positive
203

Proposition 2 Suppose that Dr; is a P-matriz and ®7;(-) = \IIBTI (-). Then

the operator (Dyp + 0®7; )~! is well-defined, single-valued and Lipschitz con-
tinuous.

Proof: Here (Vz € RY,): @} (2) = \II*Bi” (—2) = Vprir(—2) = \I’Bi” (2).
Thus (Dyr + 097, )™t = (D1 + G\IJBiII)’l. It is easy to check that z =
(DH+afolRi” )~1(q) if and only if 2 is solution of the complementarity problem:

ze RY'", Diiz—qe RY", (z,Dirz — q) = 0. The matrix Dy is assumed to
be a P-matrix and the well-defined single-valued Lipschitz continuity property
of the solution map of the complementarity problem is in this case a well-known
result, see e.g. [20]. B

Let us recall that ®77(-) = ¥ Ri}[(') implies the complementarity relations

0 < Arr(+) L yrr(t) > 0. The following result concerns the important class of
positive semidefinite matrices.

INRIA
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Proposition 3 Suppose that Dy is positive semidefinite, i.e.

Vz € RP'T : (Drrz,2z) >0 (18)

Suppose also that
dom(®7; ) = dom(®7; ), (19)

(dom(®7;7)) Nker(Dy;+Di;)N{z € RP"" : Dyjz € (dom((@?{)oo))*} :({2(())])~
and
R(Cr1) € R(Dr; + DY) C ker(B'). (21)

Then the operator x +— VB! (D + 0@, ) 1 (=C V1) is well-defined,
single-valued and Lipschitz continuous.

Proof: The existence for any ¢ € RY" of at least one solution of the variational
inequality

z=2z(q) e R : (Dr1z—q,v—2) + @77 (v) — @}y (2) >0,Vo € RPIT .

follows from assumptions ([[X), (I¥), @) and Corollary 3.6 in [2]. Let
21,80 € RPY and set ¢ = —CrV e, g0 = —CrfVlas, 2 = 2(q1) and
zo = 2(q2). We have

(Drrz1 — qu,v — z1) + @77 (v) — @35 (21) > 0,Vv € RPTT .

and
<D[[ZQ — 2,V — Z2> + @;I_(v) — @;’I_(ZQ) >0,V € RP!!

from which we deduce that
(Drr(z2 — 21),22 — 21) < (g2 — q1, 22 — 21)- (22)

Let H = ker(D;;+ D¥;). We denote by Py the orthogonal projector from IRP**
onto H and by Py. the orthogonal projector from IRP'? onto the orthogonal
space H+ = R(Dyr + D}}). There exists a constant ¢ > 0 such that

Vz € RP'" : (Dyrz,z) > c||Pyoz|]?. (23)

We know from () that ¢; = —Cr;V "'z € R(Cr;) € H+ = R(Dy; + DT)) so
that Pr(¢;) = 0 and Py (q;) = ¢; (i =1,2). Thus

(@2 —qu, 22 — 21) = (Pu(q2 — q1), Pu(z2 — 21)) + (P2 (g2 — q1), Ps (22 — 21))

= (a2 = @1, Py (22 — 21)) <llg2 — qul| [[Prr (22 — 21)|

<NCrrV 7|z = @l [|Pys (22 = 20)l- (24)
It results from 22), 3) and @) that

1 _
|[Pg(z2 — 21)|| < g||CHV "Il — 2|

RR n°® 7158



12 Brogliato € Goeleven

Then recalling that by assumption H+ C ker(B!), we get

[VB" (zg—21)|| = [|[VB" (Py (22—21))+V B (Pu(22—21))|| = |[VB" (Py s (22—21))

1
< ;IIVB”II 1CrrV=H] [z — a1 .

This means that the operator x — VB (D + 097, )~ (—CrV—1z) is well-
defined, single-valued and Lipschitz continuous. Bl

We now may state the next result as a corollary of Proposition

Corollary 1 Let Dy be positive semidefinite, and suppose that ®yr(-) = Vi (-)
for some closed convex cone K C RP"". Then if K° Nker(Dyr + D¥;) = {0}
and R(Cr1) € R(Dir + DY) C ker(B!Y), the operator x — VB (D +
007, ) H=CrV~lz) is well-defined, single-valued and Lipschitz continuous.
|

The proof relies on the fact that dom(Vg) = K and U (-) = Uko(-). Notice
that in such a case one has the cone complementarity problem K > y;;(t) L
Arr(t) € K* = —K°. If Dy is definite positive then Proposition [ applies.

3.1.3 Existence and uniqueness of solutions
Let us now state the well-posedness result relying on Kato’s Theorem.

Theorem 1 Suppose that Assumptions 1 - 4 hold. Then for any Xy € Dom(9Z;)
there exists a unique X € CO(R4+;R") such that X' € LY (Ry;R™), X(+)
right-differentiable on R4 and:

X(t) € Dom(dZ;), (v > 0), (25)

(X'(t) = VAVTLX () — A (X (1) — VF(B),0 — X (1))
+21(0) — Ef(X (1) = 0, Yo € R™, (ace. t > 0), (26)

X(0) = X,. (27)

Proof: The mapping X +— —VAV ~1X — A;;(X) is Lipschitz continuous. We
may then apply a version of Kato’s Theorem (see Corollary 2.2 in [22]) to guar-
antee the existence and the uniqueness of the solution X (-) of problem EZ3HZ1).
|

Then for o € V~'Dom(Z;), the solution z(-) of the problem NSDS(A, B,C, D, @1, ..., pp, f, o)
is uniquely defined by the formula:

z(t) =V IX(¢).
It results that A7y (case prr > 1) is uniquely defined by the formula

Air(t) = (Drr + 097 ) " H=CV X (1))

INRIA



Multivalued Lur’e systems 13

The uniqueness of y is then a consequence of the formula:
y(t) = OV IX(t) + DA(t) = CV X () + DirAis(t).

The uniqueness of A\; (case p; > 1) is not in general guaranteed. However, if A}
and A? denote two solutions then necessarily

(Vt >0): BIAL(t) = BIA3(¢).
It results that if rank{B’} = p; then the uniqueness of \; is also ensured.

Remark 2 Let X = Vz be given. We note that if p; > 1 then X € Dom(0=;) <
C1V~'X € Dom(0®;) < Crz € Dom(9®;). If py = 0 then X € Dom(9=Z;) &
XeR" &z eR™

The case p; = p is given in the following corollary. Here A = 0 and we may set
(Vw € R") : Zr(w) = E(w) := &(CV " 1w).
Assumption 4 is here useless and we obtain the result:

Corollary 2 Let p; = p. Suppose that assumptions 1-3 hold. Then for any
Xo € dom(Z) there ezists a uniqgue X € CY(Ry;R") such that X' €
Ly (Ry; R™), X(-) right-differentiable on Ry and:

X(t) € Dom(9=), (V¢ > 0), (28)

(X'(t) = VAVIX(t) = V f(t),v — X(t))

+E(w) —2(X(t)) >0, Yo € R", (a.e. t > 0), (29)

Under the conditions of the Corollary it follows that for 2o € IR™ such that
Cxzo € Dom(9®), the function

#() = VIX().

is the unique solution of the problem:

2 (t) = Ax(t)+ BXt) + f(t) (a.e. t > 0)
2(0) = o

y(t) = Cux(t) (Vt >0)

At) € —0P(y(t)) (Vt >0)

Remark 3 The function y is uniquely defined by the formula y = Cx and if
rank(B) = p then X is also uniquely defined by the formula BN =2’ — Ax — f.
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14 Brogliato € Goeleven

Let us now state the case p;; = p. Then Z; = 0. Here Assumptions 2 and 3 are
useless and we obtain the following result:

Corollary 3 Letprr = p. Suppose that assumptions 1 and 4 hold. Then for any
Xo € R" there exists a unique X € C°(R4;R™) such that X' € LS (Ry;R™)
and X (-) right-differentiable on Ry such that:

X'(t) — AX(t) — B(D + 092"~ ) 1 (=CX(t)) — f(t) =0 (a.e. t > 0), (31)

X(0) = X,. (32)
[ ]

Then for Xy € R" the function X(-) is the unique solution of the problem:

X'(t) = AX(t)+BA(t) + f(t) (ae. t > 0)
X0) = X

y(t) = CX(t)+ DA(t) (vt >0)

Alt) € —00(y(t)) (vt > 0)

Remark 4 If rank(B) = p then X\ is uniquely defined by the formula BA =
X' — AX — [ and y is then also uniquely defined by the formula y = CX + DA.

Remark 5 If the operator (D + 0®*~)~! is single-valued (see Proposition
1 and Proposition 2) then X is uniquely defined by the formula N\ = (D +
0®* 7)1 (=CX). Then vy is also uniquely defined by the formula y = CX + D).

3.1.4 A physical example

Let us consider the electrical system of Figure@that is composed of two resistors
R with voltage/current law u(t) = Ri(t), four capacitors C' with voltage/current
law Cu/(t) = i(t), and two ideal diodes with characteristics 0 < vy (t) L i1(¢) >0
and 0 < vy (t) L i3(t) > Orespectively. The state variables are x1(t) = fg 11(t)dt,
€Zo (t) = fot ig(t)dt, Z‘g(f) = Ug(t), and /\1 (t) = —ig(t), )\z(t) = V1 (t)

The dynamics of this circuit is given by:

2} (t) El_é % 0 x1(t) 0 %
xh(t) | = rol Ig—é 1 z2(t) |+ 0O 0 ] A,
o (t) 0 0 0 x3(t) 0
(33)
X1 (t)
- 0 0 1 o 0 0
OS/\(t)J_y(t)—(R_é z 0) xBEg +<0 %>/\(t)>0
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i2

R R
1 L1 _
i3
1 —_ c v _— C
i1 — i
C C
I I
iz — i3
-

Figure 2: Electical circuit with capacitors, resistors and ideal diodes.

The matrices A, B, C and D are easily identified. Assumptions 1-4 are satis-
fied as one may check that Proposition [ (or Proposition ) and consequently
Theorem [ apply. One has ¢r7(-) = ¥ (-) with K = IRT. It is noteworthy
that one may consider any other electronic devices with current/voltage laws
vy € Opa(i1) and —ig € Opi(vy) provided the functions pi(-) and ¢o(-) are
proper, convex lower semicontinuous. Doing so our framework encompasses lin-
ear complementarity systems and allows for a much larger set of nonsmooth
nonlinear characteristics of the electronic devices, see [B] for some examples.

3.2 Well-posedness by maximal monotonicity

It is noteworthy that the application of condition ([II) in Proposition Bl implies
that the symmetric part of D has a large enough range. This is not the case
when D is skew-symmetric (see a four-diode bridge full wave rectifier in Example
4 in [2]) or when its symmetric part has an orthogonal range to the range of
C (see a four-diode bridge wave rectifier in section 14.2.1 in [T, despite the
condition () may be satisfied). This motivates us to look for another path to
show the well-posedness of ().

3.2.1 The existence and uniqueness result

In this section we shall not make the assumption that D possesses a structure
as in (B)), however a stronger assumption than Assumption 2 is made:

Assumption 5. (i) There exists a matrix P = P > 0 such that PB = C7T,
and (ii) D is positive semidefinite.

Using the same notations as in section Bl one has A € —9®(Cx + D)), and
Cx+ DX € —09*~(\). Let us define the operator A — DA+ 0®*~ (\). In view
of the assumptions on ®(-) and of Assumption 5, the operator (D - +0®*~(+))
is maximal monotone, being the sum of two maximal monotone operators with
dom(D-) = R? B0, Corollary 12.44]. Now from [30), Exercise 12.8] it follows
that the inverse operator (D - +9®*~)~!(-) is maximal monotone as well. It is
now easy to see that the Lur’e system in () may be rewritten equivalently as:

2/ (t) € Ax(t) + B(D - 08" ) " (=Cx(t)) + f(#) (34)
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16 Brogliato € Goeleven

Let R be the symmetric positive definite square root of P, i.e. R? = P. Let us
perform the state variable transformation z = —Rx. Using Assumption 5 the
system in ([B4) may be rewritten as:

Z(t) € RAR '2(t) — RT'CT(D - +0®* 7)1 (CR™'2(t)) — Rf(t) (35)

Since R is symmetric it now follows from [30), Theorem 12.43| that the operator
2+ R7ICT(D-40®*~)~1(CR™'%) is maximal monotone, provided R(CR~1)N
rint(Dom((D - +0®*~)~1)) # 0.

We now may state the following:

Theorem 2 Let Assumptions 1 and 5 hold, and suppose that R(CR~Y)Nrint(Dom((D - +0®*~)~1)) #
(. Let also x9 € IR" such that —Cxzo € Dom((D - +0®*~)~1))(= R(D -

+0®*7)). Then the Lur’e system in (@) possesses a unique solution that is

Lipschitz continuous.

Proof: The proof follows directly from the above developments and the appli-
cation of [6, Proposition 3] (see also [Bl, Proposition 4.3]). B

It is noteworthy that since R(D - +90®*~) = Dom((D - +0®*~)~!)) then the
condition of the Theorem is equivalent to R(CR™1) Nrint(R(D - +99* 7)) #
(). It is also noteworthy that contrary to section Bl where the operator x —
VB! (D + 097, )" (—=CrV 1) is supposed (or shown) to be single-valued,
here we allow for multivaluedness. Notice that there is no obstacle to consider
“outputs” y = Cx + DX + E with constant E of appropriate dimension. Indeed
this does not preclude for the above reasoning to work because considering
composition with affine mappings preserves also the maximal monotonicity [30,
Theorem 12.43], provided the range intersection condition is still satisfied.

Notice that if p; = 0 and if we rely on the results of section Bl then we
impose that the operator (D - +9®*~)~! is single-valued, which is not the case
in this section where it is allowed to be multivalued.

Remark 6 Assumption 5 (i) implies that the so-called Markov parameter CB =
BTPB >0 and is symmetric. This is a relative degree condition on the quadru-

plet (A, B,C, D), in the sense that if D = 0 and p = 1 then CB > 0 and the
relative degree is equal to one.

3.2.2 A physical example

Let us consider the four-diode bridge wave rectifier in figure B, with a capacitor
C >, an inductance L > 0, a resistor R > 0. Its dynamics is given by [I]:

Eil I AR

0<y(t) LA({t)>0

Ql~
oqQl-

A(t)

| — |
8 8
RO~ o~
—~
~
S—
—_
Il
| — |
H= o
(an)
Q

(36)
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vo vy,

Figure 3: A 4-diode bridge wave rectifier.

. . . T . .
where 1 = vp, z2 =i, A= (—Vpr1 — YpF2 ipF1 iDR2)", Y = (iDR1 iDF2 —

vpr1 — vpre)’ and
1 1
o o|[m7. | FE D L
— R R
V=1 210 [xg]“L 1o o o | (87)
10 01 0 0

Notice that in this example one has n = 2 and p = 4. The matrix D is full rank,

semi-definite positive. The relation PB = C” holds with P = ( E)J pO >,
22

pa2 > 0, where C > 0 is the capacitor parameter. One may check that condition
@0) is satisfied, however (I is not.

As a second example, let us consider another diode-bridge that is taken from
[2, Example 4]. It is simply obtained from the circuit of figure Bl by dropping
the capacitor and the inductance outside the bridge, and adding a capacitor C
in parallel with the resistor inside the bridge. The state x is the voltage accross
the capacitor. We assume that each diode has a current/voltage law of the form
Vi € —0pr(ix), k = 1,2,3,4, for some convex, proper lower semicontinuous
functions ¢y (+). The dynamics of this circuit is given by:

(1) = —gert) + (¢ 0. 0) A®)

1 0O -1 0 O

0 1 0 1 -1 (38)
O I ELO R IS PY0)

0 0O 1 0 O

with y1 = Vpri, y2 = ipr2, 3 = Vor1, Ya = Vore, and A = (ipr1 Vprz inr1 ipr2)” -
The matrix D has rank 2, it is positive semidefinite since it is skew symmetric.
Assumption 5 is satisfied with P = C > 0. We may then choose R = v/C. One
has R(CR™Y) =a(1010)7, a € R,and R(D) = {a(-10 -1 1)T+3(0 1 0 0)T,
a € R, 5 € R}. The condition of TheoremPis satisfied for a large range of func-
tions ;(+). This is the case in the complementarity framework if ¢;[-) = ¥k, (+)
with K; = RT: then ¢[) = Yre () where K7 = R™ is the polar cone to K.

Remark 7 (Time-discretization) The implicit Euler time-stepping method
studied in [3] can be used to discretize the Lur’e system under study. Under the
stated assumptions the method may be shown to converge, and to be of order %
or 1 (in the case where @;(-) are the indicator functions of closed convex sets,
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18 Brogliato € Goeleven

i.e. the complementarity framework. Therefore our results permit to encompass
the results of [I7], since we do not assume the stability of the matriz A and we
D —|—BDT ) be full
column rank as in [174, [I6]. It is noteworthy that for such types of nonsmoth
dynamical systems, event-driven methods [1] may fail to integrate the system
even on arbitrarily small intervals of time, and time-stepping methods are the
only available methods.

may have p > n. Moreover we do not need that the matriz (

3.2.3 State observer design

This example illustrates how the foregoing results on well-posedness may be
used for the design of asymptotically stable state observers for the Lur’e system
in [@). The state  and the multiplier A are not available for feedback. The
measured output of (@) is supposed to possess the general form: z = Gx + F,
z€R™, G ¢ R™™, F ¢ R™P. It may also be assumed that m < n. The
following state observer is proposed:

§(t) = AS(t) + By(t) + f(t) + L(2(t) — G&(t) — Fy(t))

(39)
V() € —0R(CE(t) + Dy(t))
which is equivalently rewritten as:
&t)=(A—LG)E(t)+ (B—LF)y(t) + LGx(t) + LEX(t) + f(¢)
(40)

V() € —0R(CE(t) + Dy (1))
Let us make the following assumption:

Assumption 6 The observed dynamics in (@) is well-posed, i.e. it possesses for
each admissible initial condition a unique right-differentiable continuous solution
with bounded derivative, defined on [0, +00).

Starting from this assumption, we may consider the term LGx(t)4+ LEX(t)+
f(t) as an exogenous function of time for the observer dynamics, denoted as
g(t). The observer dynamics in ([EQ) is therefore under the general form in ).
Its well-posedness may be analyzed similarly. Notice that we may equivalenly
rewrite () as:

€ (t) = (A— LG)E(t) + (B — LF)y(t) + LGx(t) + LEA(t) + f(t)
(41)
CE(t) + Dy (t) € 09"~ (v(1))

Let us suppose that both the observed system and the observer are well-
posed, and let us form the so-called error dynamics with state vector e = x — &:

€'(t) = (A= LG)e(t) + (B — LF)(A(t) — v(t)) )
42
Ce(t) + DA®) = (1)) € =02~ (A(t)) + 02"~ (v(1))
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The proof of the asymptotic stability of (B2 is similar to the proof of theorem
4.4 in [§] and is omitted here.

In [8 @] it is assumed that D = 0, ®(-) = ¥k (-) for some closed convex set
K, and p < n. However y may depend explicitly on an absolutely continuous
(resp. piecewise AC) function of time. Then K = K(t) varies in an absolutely
continuous way (resp. in a piecewise AC way allowing for state jumps) which
is not the case in this paper. Hence the so-called extended observers (see [,
Equ.(7)]) cannot be designed relying on the above well-posedness results.

4 Stability results

Once the Lur’e system has been shown to be well-posed, one can study its
stability properties. Let us set:

{r € R": Crx € Dom(0®;)} if pr>1
Xy =
R™ if pr=0.
Then, for o € Ap, problem NSDS(A, B,C,D,0, 1, ..., ¢p, o) has a unique

solution
z(;x0): Ry — R";t — R".
We note that problem NSDS(A, B,C, D, 0,1, ..., ¢p, To) can be written as fol-

lows:

(ae. t>0): 2/(t) = Axz(t)+ BA()
x(0) = xo

(Vt > 0): y(t)

Cx(t) + DA(t)

(Vt >0): y(2) € —0P% (A1)

and is denoted as the system (A, B,C, D, ®* 7). Let us state the following:
Assumption 7 The initial data satisfy:

0 € &y and A;;(0) € 9=1(0).

Let us recall that the system in ([E3) may be written equivalently as the varia-
tional inequality:

(X'(t) = VAVTIX () — A (X (1), 0 — X (1))

+E27(v) —E7(X(t)) >0, Vv € R", (44)
with
(Vt>0): X(t) =Va(t).

We see that Assumption 7 ensures that
(Vt >0): z(t;0) =0.

In this section, we suppose that the Lur’e system is well-posed, i.e. As-
sumptions 1 through 4 or Assumptions 1 and 5 hold. We also suppose that
Assumption 7 holds.
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4.1 Dissipativity and stability results

We may now examine the question of stability of this last trivial solution. For
this we shall rely on the property of dissipativity of dynamical systems, which
plays a central role in control and feedback systems theory [I2]. Let us first
introduce several definitions of dissipative systems.

Definition 1 One says that the system (A, B,C, D) is passive provided that
there exists a symmetric and positive definite matriz P € R™™" such that the
malric

(45)

o ( A"P+PA PB-CT
~\ BTP-C —(D+D")

is negative semidefinite.

It is easy to show that the linear matrix inequality @ < 0 in () is equivalent
to the so-called dissipation inequality:

t1

%xT(tl)Px(tl)—%mT(to)Px(to) . / YT (O i+ /

to to

oo ( 5 )

for any ti, to, t1 > to, see for instance Chapter 3 in [I2]. One may also
define the passivity with a positive semidefinite P. Then if the pair (C, A) is
observable it follows that the solutions of the LMI @ < 0 are full-rank, hence P
is positive definite [I]]. .

Definition 2 One says that the system (A, B, C, D) is strictly passive provided
that there exists a symmetric and positive definite matriz P € R™™"™ and a real
€ > 0 such that

T AT
QZ(AP—FPA—F&P PB—-C ) (46)

BTP-C —(D+ D7)

is negative semidefinite.

These two well-known definitions are now slightly extended to cope with the
multivalued Lur’e systems we are dealing with.

Definition 3 One says that the system (A, B,C,D,®*7) is passive provided
that there exists a symmetric and positive definite matriz P € R™"™ such that

(Ve € R",z € RP) : (PAz,z)+((PB—C")z, z)—(Dz, z)+®*~ (0)—®* (z) < 0.
Definition 4 One says that the system (A, B,C,D,®"~) is strictly passive
provided that there exists a symmetric and positive definite matriz P € R"™"
and a real € > 0 such that
1
(Ve e R",z € RP): (PAz+ §pr’ z) + ((PB - C")z,2) — (Dz,z2)
+0%7(0) — 2 (2) <0.

Let us note that (A, B,C, D, ®*7) is strictly passive if and only if there exists
e > 0 such that (A + 3eI,B,C, D, ®*7) is passive.
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Proposition 4 If the system (A, B,C, D) is passive and
(Vz € RP): @7 (2) > & (0)

then the system (A, B,C, D, ®*7) is passive.

Proof: See the proof of Proposition Bl with ¢ = 0. B

Proposition 5 If the system (A, B,C, D) is strictly passive and
(Vz € RP): @7 (2) > & (0)

then the system (A, B,C, D, ®*7) is strictly passive.
Proof: Indeed,

(PAx + %6Px,96> +((PB -~ CT)z,x) — (Dz,2) + ®*7(0) — "7 (2)

:%((ATP—kPA)x—Fst,x>+%<[(PB—CT)+(BTP—C)]z,x> (D+D")z, 2)

1
2

O T(0) — &7 (2) = = (T 2T )Q( ! ) + 05 (0) — 25 (2)

N —

and the result holds. W

Theorem 3 1) If the system (A, B,C,D,®*7) is passive then there ezists a
constant C' > 0 such that for each xo € Xy:

(Vt > 0) = |lz(t zo)l| < Clwoll.

2) If the system (A, B,C,D,®* ™) is strictly passive then there exist constants
C >0 and o > 0 such that for each xo € Xp:

(V£ >0) : ||lz(t; 0)l| < Cllaolle™".

Proof: Let zo € &y be given. We set (V& > 0) : z(t) = z(t;x0). Let us first
prove part 2) of the theorem. We have :

2/ (t) = Az(t) + BA(t) = Px'(t) = PAx(t) + PBA(t)

= (P2'(t),z(t)) = (PAz(t),z(t)) + (PB — CT)A(t), 2(t)) + (CTA(t), z(1)).

The matrix P is symmetric and positive definite and thus : (Vo € R") :
(Pz,x) > M\ (P)||z||> where A1(P) > 0 is the smallest eigenvalue of the ma-
trix P. We have

(Pa'(t), x(t)) = 5 — (Px(t), x(t))
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We have also (V¢ > 0):

y(t) € =00~ (A(t)) == Cux(t) + DA(t) € =09 (A(¥))

= (Cx(t) + DA(t),v — A(t)) + " (v) — P~ (A(t)) > 0,YVv € RP.

Thus (V¢ > 0):

—(Cx(t), A1) — (DA(), A(t)) + 57 (0) = @77 (A(t)) = 0
and thus (V¢ > 0)

(@(t), CTA®) < —(DA(t), A(t)) + @7 (0) — 2=~ (A(t)).

It results that (V¢ > 0):

%(Pm(t), w(t)) = 2[(PA(t), 2(8)) + ((PB ~ CTIA®), 2(t)) + (CTAR), x(1))]

< 2[(PAw(t), a()+((PB—CT A1), a(t) | ~2(DA(L), A(1)) 428"~ (0)-20"~ (A(1))

— 2|(PAa(t) + %Ex(t),x(t» +{(PB = CT)A®), 2(t)] = 2(DA®), A®)

+20%7(0) — 205 (\(t)) — e(Px(t), z(t))
< —(ePx(t),z(t)) < —eM(P)||z ()|

Thus .
(Px(t),z(t)) < (Pxo,zo) — 5/\1(P)/ ||x(s)||2ds.
0
Hence ( > .
Px(),x() / 2
z(t)|]? < 2 g x(s)||“ds.
eI < 5ot~ [t
It results from the Gronwall’s lemma that
<PZ‘0,Z‘0> i
z(t 2 < M O] 5
=0l < S
Setting
_ Izl _ €
C=\Vanmy T

we have proved that
(vt > 0): |lz)] < Clllzollle™*
The proof of part 1) of the theorem is obtained as above by setting e =0. H

Remark 8 i) If the system (A, B,C,D,®*~) is passive then for each ¢ > 0,
there exists § > 0 such that

(0 € X, [[zol] < 0) = (V& 2 0) : [[a(t; z0)|| < e
This relation ensures the stability of the trivial solution.

ii) If the system (A, B,C, D, ®* ™) is strictly passive then the trivial solution is
stable and
(xg € Xp) = . 1121 [|z(t; 20)|| = 0.

This last relation ensures the global attractivity of the trivial solution.
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4.2 An implication of dissipativity

Suppose that the linear matrix inequality (LMI) in (EX) is satisfied for some
P = PT >0, and that D has the form in @). Then using for instance the Schur
complement Lemmas A.64 and A.65 in [IZ] it may be deduced that D+ DT >0
and that PBT = CT while

0= ATP + PA PBi —Cjp 1\ 0
S\ BN'P-Cn —(Dir+Dfy) )=

Therefore () holds with W2 = P. The application of the well-posedness
results (and in particular whether Assumption 4 holds or not) then depends on
whether the conditions of Propositions [ B or Bl hold.

When the matrix D is skew symmetric with p;; = p (see for instance (BR]))
then D + DT = 0 and one may again use Lemma A.64 in [I2] to deduce that
Assumption 5 (i) holds.

4.3 Comments

The existence and uniqueness results, as well as the stability, are focused on the
state x(-). The multiplier A(-) is not considered. In practice however A may
be a vector that contains physical variables (see section BT and B2ZZ with
the circuits where A contains voltages and currents). It may then be better
to consider the whole vector ( i > into the well-posedness and the stability
analysis. This is outside the scope of the present work, anyway.

5 Invariance results

In this section it is shown that the Krasovskii-LaSalle invariance principle
extends to the autonomous multivalued Lur’e system under study [E3). The
first theorem concerns the continuity of the solutions with respect to the initial
condition. We suppose that the Lur’e system is well-posed, i.e. Assumptions 1
through 4 or Assumptions 1 and 5 hold. We also suppose that Assumption 7
holds all through this section.

Theorem 4 If the system (A, B, C, D) is passive then for each t > 0, the func-
tion
x(t;.) : Xo — R"; 0 — x(t; 20)
1s Lipschitz continuous.
Proof: Let 29,29 € X, be given and set
(Vt>0): 21(t) = x(t;20), 2(t) = 2(t;29).
Let also A (t) and A2(t) be such that:
Cz1(t) + DA (t) € =09~ (\1(¢))
and

Czo (t) + D)\Q(t) S —8(13*’_(/\2 (t))
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We have
(P2 (t) — 5(t)), 1 (t) — 22(t)) =

(PA(z1(t) — z2()), 21 (t) — 22(¢)) + (PB(A1(t) — A2(t)), 21 () — 22(t)).

Thus
d

dt
+((PB = C")(A\(t) = Az (1)), w1 () — z2(t)) 4+ (CT (A1 (t) = Aa(t)), 21 (t) — 22(1))]
We have

(P(z1 — 22)(t), (w1 — 22) (1)) = 2[(PA(21(t) — 22(t)), 21 (t) — z2(1))

(Cz1(t) + DA\ (t),v — M\ () + 7 (v) — 2~ (A1 (¢))) > 0,Vo € RP.
and
(Cxa(t) + DAa(t),v — Aa(t)) + D5~ (v) — D~ (Ao (t)) > 0,Vv € RP
It results that
(Cx1(t) + DAL (t), A2(t) — A1 (t)) + @~ (A2(t)) — @~ (M1(t)) >0
and
(Ca(t) + DAo(t), M (t) — Ao(t)) + @57 (M1(t)) — 257 (A2(2))) = 0,
from which we deduce that
(Clw2(t) = 21(t)), A2(t) — A1 (t)) < —(D(A2(t) — Ar(t)), Az(t) — As(2)).-

Thus
d
dt
H{(PB=CT) (A1 (1)~ Aa(t)), 1 (£) ~ (1)) — (D(M (£) = Ao (1)), s (6) = Ao (1))] < 0.

Therefore

(P(z1 = 22)(1), (w1 — 22)(t)) < 2[(PA(21(t) — 22(1)), 21 (t) — 22(1))

(P(x1(t) = @2(t)), 21 (t) — wa(t)) < (P2 — a), 2 — a5)
and
1Pl

[|21(t) — 2z2(t)]] < m”xg — z3]|.

For zy € Xp, we denote by ~(z¢) the orbit
Y(wo) == {x(r320); 7 = 0},
and by A(zg) the limit set

A(xg) :={z € R" : {1} C[0,+00);7; — +o0 and z(7;x0) — 2}.
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We say that a set D C X is invariant provided that
x9 € D= vy(xg) CD.

We also denote by d(s, M) the distance from a point s € R" to a set M C R",
that is d(s, M) := inf,,,erq || — m]|.

Taking advantage of the continuity property with respect to the initial conditions
we may state the following:

Proposition 6 Assume that the system (A, B, C, D) is passive. Let xy € Xy be

given. The set A(xq) is invariant.

Proof: Let z € A(xg) be given. There exists {7;} C [0, +00) such that 7, — +oo
and x(7;;20) — 2. Let 7 > 0 be given. Using Theorem H we obtain z(7;2) =
lim; 0 2(7; 2(73; 20)). Then remarking that x(7; z(7;;20)) = (7 + 745 20), We
get x(7; 2) = lim; o0 (7 + 75 20). Thus setting w; := 7+7;, we see that w; > 0,
w; — +oo and x(w;; xo) — x(7;2). It results that z(7; 2) € A(xp). [ |

Finally the result of the next lemma will be used in the invariance theorem:

Lemma 1 Assume that the system (A, B,C, D) is passive. We set
(Vx € R") : V(z) = (Px,x).
Let g € Xy be given. There exists a constant k € IR such that
(Vo € Alxg)) : V(z) = k.

Proof: Let us set (Vt > 0), () = x(t;0) and V*(¢) = V(x(t)). As it has been
checked in the proof of Theorem Bl we have

avr

(Vt >0): ; (t) = 2(Pa’(t),z(t)) <O0.

It follows that V*(-) is decreasing on [0, +oo[. Moreover V*(-) is bounded from
below (by 0) on [0, +oco[. It results that

lim V(z(r;20)) =k

T——400

for some k € IR. Let y € A(xg) be given. There exists {r;} C [0, +00) such that
7; — +o0 and x(7;x0) — y. By continuity

i V(z(ri;z0)) = V(y)-
Therefore V(y) = k. Here y has been chosen arbitrary in A(zg) and thus
(Vy € A(xo)) : V(y) = k.

The invariance theorem for autonomous passive multivalued Lur’e systems
@) can now be stated:
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Theorem 5 (Invariance Theorem) Assume that the system (A, B, C, D) is pas-
sive. Assume also that:

(Ve e RP, © #0): @ (z) > &7 (0).
Let M be the largest invariant subset of
E={z€ R":(PAz,z)=0}.
Then for each xo € Xy, the orbit y(zo) is bounded and

lim d(z(7;20), M) = 0.

T—+00

Proof: Here (A, B,C, D, ®* ™) is passive since (A, B, C, D) is passive and (Vx €
RP): & (x) > &7 (0) (see Proposition H). The set v(x¢) is thus bounded
(see Theorem B)) and following standard arguments (see Remark 3.1 iii) and iv)
in [M]), we deduce that A(z¢) is nonempty and

lim d(z(7;20), A(xo)) = 0.

T—+00

Let us now check that A(xo) C E. From Lemmalll there exists & € IR such that
(Vo € Alzg)) : V(x) =k.

Let z € A(zp) be given. Using Proposition B, we see that (V¢ > 0) : z(t;2) €
A(zo) and thus
Vt>0): V(x(t;2)) = k.

Thus p
=V
dt

It results that for a.e. ¢ > 0:

(x(t;2)) =0, a.e. t > 0. (47)

(PAx(t; 2),x(t; 2)) + (PBA(t; 2),2(t;2)) =0

with
Ca(t; 2) + DA(t; z) € =09~ (\(t; 2)).

Thus
0= (PAx(t; 2), 2(t; 2)) + (PB — CT)A(t), 2(t; 2)) + (CTA(t; 2), 2(t; 2))

< (PAx(t; 2),2(t: 2)) + (PB — C)A(t: 2), w(t; 2))]
—(DA(t; 2), Mty 2)) + @57 (0) — 257 (A(;2)) < @7 (0) — @7 (A(t; 2)) < 0.
It results that for a.e. ¢ > 0:
D7 (A(t;2)) = 27 (0).
and then
A(t;2) = 0.
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It results that for a.e. ¢ > 0 and by continuity for all ¢ > 0:
(PAz(t;2),2(t;2)) =0
Taking the limit as ¢ — 0, we obtain
(PAz,z) =0

It results that z € E. Finally A(zg) C M since A(zg) C E and A(zo) is
invariant. ]

Remark 9 Denoting by S the set of stationary solutions of our problem, i.e.
S={z€R": A2+ BX=0; Cz+ DX € 09"~ (\)}.

It is clear that S is invariant and we check easily that the assumptions of The-
orem [ imply that
SCE.

Then if we can prove that S is the largest invariant subset of E then we may
assert that for any xo € Xo, lim, 4 d(x(7;20),S) = 0.

Remark 10 (Feedback system) In the case y = Cx + DA+ Fu and f(t) =
Eu(t), where u(-) is some m-dimensional control input, then the study of this
paper may be used to analyze feedback controllers of the form v = Sz + G\. It
suffices to replace (A,B,C,D) by (A+ ES,B + EG,C + FS,D + FQG) in the
analysis. For instance the condition (i) of Assumption 5 can be formulated as
the problem:

P1: Find P = PT >0, P € R"", and S € R™"", G € R"*? such that
P(B+EG)=(C+ F9)T.

The feedback stabilization (resp. asymptotic stabilization) issue via dissipativity
(Proposition [] or B and Theorem [@) may then take the form of the nonlinear
matriz inequality problem:

P2: Find P=PT >0, Pc R"", S € R™*", and G € R"*? such that

(A+ ES)'P+P(A+ES) P(B+EG)—(C+F9)T
<0 (resp. <0)

(B+EG)TP—-(C+FS) —(D+FG)—(D+FG)T
(48)
This problem reduces, if Problem P1 is solved with some P, to find S and G
such that (A+ ES)'P + P(A+ ES) <0 and —(D + FG) — (D + FG)T < 0.
The fact that the nonlinear matriz inequality [f8) possesses a solution relies on
invertibility and minimum phase properties of the quadruple (A, E,C,F) [12,

Proposition 5.39].
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6 Conclusions

In this paper a class of Lur’e systems with a multivalued feedback nonlinear-
ity is studied. A non zero feedthrough matrix is considered in the linear part.
After some suitable transformations the system is proved to be, under certain
conditions on the feedthrough matrix, well-posed using an extension of Kato’s
theorem. Another path to show the existence and uniqueness of solutions is
based on maximal monotone operators, using a suitable state variable change.
Stability properties related to dissipativity are studied and an extension of the
Krasovskii-LaSalle invariance principle is proposed. Applications are in the
study of electrical circuits with piecewise-linear electronic devices, and state ob-
server design. A convergent time-stepping method with order 1 or % depending
on the data is easily derived from [.
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