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QUASIPOLYNOMIAL NORMALISATION IN DEEP INFERENCE
VIA ATOMIC FLOWS AND THRESHOLD FORMULAE

PAOLA BRUSCOLI, ALESSIO GUGLIELMI, TOM GUNDERSEN, AND MICHEL PARIGOT

ABSTRACT. Jerdbek showed that analytic propositional-logic deep-inference proofs can
be constructed in quasipolynomial time from nonanalytic proofs. In this work, we im-
prove on that as follows: 1) we significantly simplify the technique; 2) our normalisation
procedure is direct, ze., it is internal to deep inference. The paper is self-contained, and
provides a starting point and a good deal of information for tackling the problem of
whether a polynomial-time normalisation procedure exists.

1. INTRODUCTION

Deep inference is a new methodology in proof theory, introduced in [Gug07] and
subsequently developed to the point that all major logics can be expressed with analytic
deep-inference proof systems (see [Gug] for a complete overview). Deep inference is
more general than traditional Gentzen proof theory because proofs can be freely com-
posed by the logical operators, instead of having a rigid formula-directed tree structure.
This induces a new symmetry, which can be exploited for achieving locality of inference
rules, and which is not generally achievable with Gentzen methods. Locality, in turn,
makes it possible to use new methods, often with a geometric flavour, in the normalisa-
tion theory of proof systems. In this paper, these new methods find application also in
proof complexity.

The standard proof system for propositional logic in deep inference is system SKS
[BTO1, Brii04], and it has an associated analytic fragment, which we call ‘analytic SKS’.
The notion of analyticity in deep inference is more general than the one in Gentzen proof
theory, but it can approximately be considered equivalent to cut-freeness, as in Gentzen
theory. The normalisation methods for achieving analyticity have much in common
with Gentzen’s ones, despite having to cope with a higher generality.

Recently, Jerdbek showed that analytic SKS proofs can be constructed in quasipolyno-
mial time from (nonanalytic) SKS ones [Jer09]. This is a very surprising result because
received wisdom suggests that analyticity requires exponential-time normalisation, as is
the case in Gentzen proof systems. Jerabek obtained his result by relying on a construc-
tion over threshold functions by Atserias, Galesi and Pudlak, in the monotone sequent
calculus [AGP02]. We note that the monotone sequent calculus specifies a weaker logic
than propositional logic because negation is not freely applicable.

The technique that Jerabek adopts is indirect because normalisation is performed over
proofs in the sequent calculus, which are, in turn, related to deep-inference ones by poly-
nomial simulations, originally studied in [Bri06b].

In this work, we demonstrate again Jerdbek’s result, still by adopting, essentially, the
Atserias-Galesi-Pudlak technique, and we improve on that as follows:
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(1) we significantly simplify the technicalities associated with the use of threshold
functions, in particular the formulae and derivations that we adopt are simpler
than those in [AGP02];

(2) our normalisation procedure is direct, i.e., it is internal to system SKS.

In doing so, we provide further evidence of the usefulness of atomic flows in the study
of normalisation.

As Atserias, Galesi and Pudlak argue, there is no apparent reason for this normalisa-
tion problem not to be polynomial. The difficulty in obtaining polynomiality resides in
the specification of threshold functions and their properties by formulae and proofs. The
advantage of performing this investigation in deep inference is that we are dealing here
with full propositional logic, and the directness and the simplification of the threshold-
function technique exposed in this paper give us hope of further progress.

We think that this paper provides a starting point and a good deal of information
for tackling the problem of whether a polynomial-time normalisation procedure exists.
We think that working in deep inference is convenient because of its flexibility, but we
emphasise that a normalisation result does not necessarily depend on deep-inference pe-
culiarities, and might be exportable to other proof-theoretic realms.

Two recent research threads involving SKS are particularly relevant to this work:

e The basic proof-complexity properties of SKS have been studied, in [BG09].

e System SKS enjoys normal forms, which include analytic proofs, that can be
defined and obtained in a largely syntax-independent way, by resorting to special
graphs associated with SKS derivations, called ‘atomic flows’ [GGO08].

Contrary to Frege proof systems, deep-inference proof systems have a proof theory,
in the sense of a normalisation theory with a notion of analyticity, like the Gentzen
formalisms have. The work [BG09] shows that deep-inference proof systems are as pow-
erful as Frege proof systems (including when augmented by extension and substitution);
however, the analytic proof systems of deep inference are strictly more powerful than
Gentzen analytic proof systems because they exhibit exponential speed-ups.

Atomic flows, which can be considered as specialised Buss flow graphs [Bus91], play
a major role in designing and controlling the normalisation procedure presented in this
paper. They contribute to the overall clarification of this highly technical matter, by
reducing our dependency on syntax. Atomic flows fall in the previously mentioned cate-
gory of geometry flavoured methods (together with proof nets [Gir87]). The techniques
developed via atomic flows tolerate variations in the proof system specification. In fact,
their geometric nature makes them largely independent of syntax, provided that certain
linearity conditions are respected (and this is usually achievable in deep inference).

We think that it will be possible to extend this normalisation procedure to more
general normal-form notions than analyticity, like the various notions of streamlining
studied in [GGO8]. Another future research direction will be trying to extend the re-
sults of this paper to modal logics, which already enjoy deep-inference presentations
[Brii06¢, HS05, SS05, Sto07].

The paper is self-contained. Sections 2 and 3 are devoted, respectively, to the necessary
background on deep inference and atomic flows. Threshold functions and formulae are
introduced in Section 5.

We normalise proofs in three steps, each of which has a dedicated section in the paper:

(1) We transform any given proof into what we call its ‘simple form’. No use is made
of threshold formulae and no significant proof complexity is introduced. This is
presented in Section 4, which constitutes a good exercise on deep inference and
atomic flows.

(2) In Section 6, we show the crucial step: we define the cut-free form of proofs,
starting from their simple form. Here, threshold formulae play a major role.
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(3) In Section 7, we show how to transform a cut-free proof into an analytic one.
This step involves routine deep-inference/atomic-flow transformations, which
moderately decrease the size of proofs.

Section 8 concludes the paper with some comments on future research directions.

2. PROPOSITIONAL LOGIC IN DEEP INFERENCE

In the range of the deep-inference methodology, we can define several formalisms, i.e.
general prescriptions on how to design proof systems. For example, the sequent calculus
and natural deduction are formalisms in Gentzen-style proof theory, where the structure
of proofs is determined by the tree structure of the formulae they prove.

The first, and conceptually simplest, formalism that has been defined in deep in-
ference is called the calculus of structures, or CoS [Gug07]. CoS is now well devel-
oped for classical [Brii03, BriiO6a, Brii06d, BT01, Brii06b], intuitionistic [ TiuO6a], linear
[Str02, Str03b], modal [Briid6c, GT07, Sto07] and commutative/non-commutative log-
ics [Gug07, Tiu06b, Str03a, Bru02, DG04, GS01, GS02, SG09, GS09, Kah06, Kah07].

The standard proof system of propositional logic in CoS is called SKS. The basic
proof-complexity properties of SKS, and, as a consequence, of propositional logic in
CoS, have been studied in [BG09]:

e SKS is polynomially equivalent to Frege proof systems.

e SKS can be extended with Tseitin’s extension and substitution, and the proof sys-
tems so obtained are polynomially equivalent to Frege proof systems augmented
by extension and substitution.

e Analytic SKS polynomially simulates analytic Gentzen proof systems, but the
converse does not hold: in fact, Statman’s tautologies admit polynomial proofs
in analytic SKS but, as is well known, only exponential ones in analytic Gentzen
[Sta78].

In this paper, we work in CoS and SKS, but we introduce a new notation for CoS. We
do so to conveniently describe certain derivations related to threshold formulae, which
would seem very cumbersome otherwise (we mainly have in mind Definition 20). In
related work, we are defining a new formalism, currently dubbed Formalism A, which
generalises CoS and formally allows for the new notation.

In this section, we quickly introduce all the necessary notions. The standard reference
for SKS in CoS and its typical constructions is [Brii04]; an introduction to SKS with an
emphasis on proof complexity is in [BG09].

Formulae, denoted by a, B, y and & are freely built from: unizs, f (false), t (true);
atoms, denoted by a, b, ¢, d and e; disjunction and conjunction, [a v 3] and (a A 3). The
different brackets have the only purpose of improving legibility; we usually omit external
brackets of formulae, and sometimes we omit superfluous brackets under associativity.
On the set of atoms a (non-identical) involution - is defined and called negation; a and
a are dual atoms. We denote contexts, i.e., formulae with a hole, by £{ } and {{ }; for
example, if E{a}is ba[ave],then & }isba[{ }ve], E{b}isba[bvc]and Efand}
isbaf(and)vc].

Note that negation is only defined for atoms, and this is not a limitation because,
thanks to De Morgan laws, negation can always be ‘pushed to’ atoms. Also, note that
there are no negative or positive atoms in an absolute sense; we can only say that if we
arbitrarily consider a positive, then a must be negative, for example.

A CoS (inference) rule o is an expression pi, where the formulae a and /3 are called

premiss and conclusion, respectively; an inference rule instance ,ol, where y and & are

S
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cird

E{8Y

&{ }. A derivation, ®, from a (premiss) to 3 (conclusion) is a chain of inference steps with
a

instances of @ and [3, respectively, generates an (inference) step o for each context

a at the top and [ at the bottom, and is usually indicated by @ H s, where ¥ is the name

of the proof system or a set of inference rules (we might omit ® and ); a proof; often
denoted by I, is a derivation with premiss t; besides ®, we denote derivations with .
Sometimes we group 7 > 0 inference steps of the same rule p together into one step, and
we label the step with z - p.

The size || of a formula a, and the size |®| of a derivation ®, is the number of unit
and atom occurrences appearing in it.

By afa,/B,-..,a,/3,}, we denote the operation of simultaneously substituting for-
mulae 34, ..., B, into all the occurrences of the atoms 4, ..., a;, in the formula a,
respectively; note that the occurrences of 4y, ..., 4, are not automatically substituted.
Often, we only substitute certain occurrences of atoms, and these are indicated with su-
perscripts that establish a relation with atomic flows. As a matter of fact, we extend the
notion of substitution to derivations in the natural way, but this requires a certain care.
The issue is clarified in Section 3 (see, in particular, Notations 3 and 5 and Proposition 4).

System SKS is a CoS proof system, defined by the following structural inference rules:

t f ava
ai - aw| — ac|
ava a a
identity weakening contraction
_ b
ana a a
aif aw] — acl
f t aha
cut coweakening cocontraction

and by the following two logical inference rules:

ar[Byvy]l  (arB)v(yrd)
(@rfB)vy [avy]a[BvE]

switch medial
In addition to these rules, there is a rule :%’ such that y and & are opposite sides in one
of the following equations:
avfB=pBva avi=a
(1) a/\ﬁ:ﬁ/\a aNt=a
[ev ] vy =av[Bvy] tve=t
(a/\ﬁ)/\y:a/\(ﬁ/\}/) fAaf=f

We do not always show the instances of rule =, and when we do show them, we gather
several contiguous instances into one. We consider the = rule as implicitly present in all
systems. The first row in Figure 2 shows some SKS example derivations.

The equality relation = on formulae is defined by closing the equations in (1) by
reflexivity, symmetry, transitivity and by stipulating that @ = 3 implies £ {a} = £ {8};
to indicate literal equality of the formulae @ and 3 we adopt the notation « = 3.

A cut-free derivation is a derivation where ai is not used, ie., a derivation in SKS '\
{aiT}. Of special importance in this paper is the following proof system:

Definition 1. Analytic SKS is the system aSKS = SKS \ {aif,awt}.



QUASIPOLYNOMIAL NORMALISATION IN DEEP INFERENCE 5

The notion of analyticity in deep inference has similarities and differences with an-
alyticity in Gentzen formalisms. The similarities mainly reside in the normalisation
theory of deep inference, which has similar properties to the Gentzen theory ones. On
the other hand, analyticity in Gentzen is based on the subformula property, which guar-
antees certain properties on the depth of formulae in derivations. Such properties do
not hold in deep inference, unless we properly restrict it. These issues are discussed in
[BGO7, BG09, Jei09].

Besides SKS, another standard deep-inference system is SKSg, which is the same as
SKS, except that it does not contain medial and its structural rules are not restricted to
atoms. In particular, we use in this paper the rules
ava a

and 5
a ara

a
Wl ) WT ) Cl
a t

Clearly, a derivation in SKS is also a derivation in SKSg. It can easily be proved that
SKS and all its fragments containing the logical and = rules polynomially simulate, re-
spectively, SKSg and its corresponding fragments [BG09]. For example, {s,m,=,ac|}
polynomially simulates {s,=,c|}, and aSKS = {s,m,=,ai|,aw|,ac,acl} polynomially
simulates {s,=,i|,w],c|,c]} (where i| is the nonatomic identity). This allows us to
transfer properties from SKS to SKSg; in particular, the main result in this paper, i.e.,
that SKS proofs can be transformed into analytic ones in quasipolynomial time, holds
also for SKSg proofs. One reason to work with SKS instead of SKSg, as we do in this
paper, is that atomicity of rules allows us to use atomic flows more conveniently.

A notable analytic system is KS = {s,m, =, ai|,aw|,ac|}, which is complete for propo-
sitional logic [BT01, Brii04]; this, of course, entails completeness for all the systems that
contain KS, such as aSKS and SKS.

We can replace instances of nonatomic structural rules by derivations with the same
premiss and conclusion, and that only contain atomic structural rules. The price to pay
is a quadratic growth in size. This is stated by the following, routine proposition (keep
in mind that, from now on, we consider the = rule as implicitly present in all systems).
An example is the rightmost upper derivation in Figure 2, which stands for a nonatomic
cocontraction.

Proposition 2. Rule instances of w|, wl, c| and cl can be derived in quadratic time by
derivations in {aw|}, {awl}, {m,ac|} and {m,acl}, respectively.

Sometimes, we use a nonatomic rule instance to stand for some derivation in SKS that
derives that instance, as per Proposition 2.

For CoS proofs, we adopt a special notation that allows us considerable efficiency
in describing derivations, especially in the crucial Definition 20. We denote the result
of including every formula of @ into the context £{ } by £{®}: since we adopt deep

a 14
inference, £{®} is a valid derivation. Then, given the two derivations <I>H and v||, by
® v ¥ and ® A ¥ we denote, respectively, Jé; S

a a
o vy of Ay
:ﬁi and 2167 ,
14 14
B v q:” B A \I/H
) S

or any other CoS derivations obtained by interleaving ® and ¥ and respecting the speci-
fied logical relations between ® and W. We call this the Formalism A notation. Examples
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of Formalism A derivations are in the second row of Figure 2, in correspondence with
CoS derivations in the first row. Note that we omit structural rule names in Formalism
A notation (since they are easily inferable, this improves legibility).

The size of CoS derivations is, obviously, at most quadratic in the size of Formalism
A derivations denoting them. We use this fact implicitly throughout the paper, and
we always measure the CoS size of derivations, even if we show them in Formalism
A notation. Because of its convenience, the Formalism A notation is currently being
developed as a full-fledged deep-inference formalism.

3. ATOoMIC FLOWS

Atomic flows, which have been introduced in [GGO08], are, essentially, specialised
Buss flow graphs [Bus91]. They are particular directed graphs associated with SKS
derivations: every derivation yields one atomic flow obtained by tracing the atom oc-
currences in the derivation. Infinitely many derivations correspond to each atomic flow;
this suggests that much of the information in a derivation is lost in its associated atomic
flow; in particular, there is no information about instances of logical rules, only struc-
tural rules play a role. As shown in [GGO08], it turns out that atomic flows contain
sufficient structure to control normalisation procedures, providing in particular induc-
tion measures that can be used to ensure termination. Such normalisation procedures
require exponential time on the size of the derivation to be normalised. In the present
work, we improve the complexity of proof normalisation to quasipolynomial time, but
an essential role is played by the complex logical relations of threshold formulae, which
are external and independent from the given proof. This means that atomic flows are not
sufficient to define the normalisation procedure; however, they still are a very convenient
tool for defining and understanding several of its aspects.

We can single out three features of atomic flows that, in general, and not just in this
work, help in designing normalisation procedures:

(1) Atomic flows conveniently express the topological structure of atom occurrences
in a proof. This is especially useful for defining the ‘simple form’ of proofs, in
Definition 8.

(2) Atomic flows provide for an efficient way to control substitutions for atom oc-
currences in derivations. This is especially useful for defining the ‘cut-free form’
of proofs, in Definition 24.

(3) We can define graph rewriting systems over atomic flows that control normali-
sation procedures on derivations. This could be used for obtaining the ‘analytic
form’ of proofs, as we do in Theorem 27.

Our aim now is to quickly and informally provide the necessary notions about atomic
flows, especially concerning aspects (1) and (2) above. Although the feature (3) of atomic
flows did help us in obtaining proofs in analytic form, we estimate that formally intro-
ducing the necessary machinery is unjustified in this paper. In fact, given our limited
needs here, we can operate directly on derivations, without the intermediate support of
atomic flows. Nonetheless, being aware of the underlying atomic-low methods is useful
for the reader who wishes to further investigate this matter. So, we informally provide,
in Section 7, enough material to make the connection with the atomic-flow techniques
that are fully developed in [GGO08].

We obtain one atomic flow from each derivation by tracing all its atom occurrences
and by keeping track of their creation and destruction (in identity/cut and weaken-
ing/coweakening instances), their duplication (in contraction/cocontraction instances)
and their duality (in identity/cut instances). Technically, atomic flows are directed graphs
of a special kind, but it is more intuitive to consider them as diagrams generated by com-
posing elementary atomic flows that belong to one of seven kinds.
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| t | f . ﬂl \ dz 1 2
ail—— — 1 2 aw|— — Tl ac —
alva? al al 3
atng? al a’ 3
aif — 1 2 awl— — Ll aal ——— —
f t al A 42 1 2

FIGURE 1. Vertices of atomic flows.

The first kind of elementary atomic flow is the edge

|,

which corresponds to one or more occurrences of the same atom in a given derivation,
all of which are not active in any structural rule instance, i.e., they are not the atom
occurrences that instantiate a structural rule.

The other six kinds of elementary diagrams are associated with the six structural in-
ference rules, as shown in Figure 1, and they are called vertices; each vertex has some
incident edges. At the left of each arrow, we see an instance of a structural rule, where
the atom occurrences are labelled by small numerals; at the right of the arrow, we see
the vertex corresponding to the rule instance, whose incident edges are labelled in accord
with the atom occurrences they correspond to. We qualify each vertex according to the
rule it corresponds to; for example, in a given atomic flow, we might talk about a contrac-
tion vertex, or a cut vertex, and so on. Instead of small numerals, sometimes we use € or
¢ or colour to label edges (as well as atom occurrences), but we do not always use labels.

All edges are directed, but we do not explicitly show the orientation. Instead, we con-
sider it as implicitly given by the way we draw them, namely, edges are oriented along the
vertical direction. So, the vertices corresponding to dual rules, in Figure 1, are distinct,
for example, an identity vertex and a cut vertex are different because the orientation of
their edges is different. On the other hand, the horizontal direction plays no role in
distinguishing atomic flows; this corresponds to commutativity of logical relations.

We can define (atomic) flows as the smallest set of diagrams containing elementary
atomic flows, and closed under the composition operation consisting in identifying zero
or more edges such that no cycle is created. In addition, for a diagram to be an atomic
flow, it must be possible to assign it a polarity, according to the following definition. A
polarity assignment is a mapping of each edge to an element of {-,+}, such that the two
edges of each identity or cut vertex map to different values and the three edges of each
contraction or cocontraction vertex map to the same value. We denote atomic flows by
¢ and ¢.

Let us see some examples. The flow

’ LA

is obtained by juxtaposing (i.e., composing by identifying zero edges):

e three edges,
e a flow obtained by composing a cut vertex with a cocontraction vertex, and
e a flow obtained by composing an identity vertex with a cut vertex.

Note that there are no cycles in the flow, and that we can find 32 different polarity
assignments, ie., two for each of the five connected components of the flow (this is a
general rule).



8 PAOLA BRUSCOLI, ALESSIO GUGLIELMI, TOM GUNDERSEN, AND MICHEL PARIGOT

Let us see another example. These are three different representations of the same flow:

where we label edges to show their correspondence. In the two rightmost flows, we
indicate the two different polarity assignments that are possible.
The following two diagrams are not atomic flows:

and

The left one is not a flow because it contains a cycle, and the right one because there is
no possible polarity assignment.

Let us see how to extract atomic flows from derivations. Given an SKS derivation ®,
we obtain, by the following prescriptions, a unique atomic flow ¢, such that there is a
surjective map between atom occurrences in @ and edges of ¢:

e Each structural inference step in @ is associated with one and only one vertex in
@, such that active atom occurrences in the rule instance map to edges incident
with the vertex. The correspondence is indicated in Figure 1. For example, the
flow associated with the inference step at the left is indicated at the right:

A A [ [a*vat]] 3%4

AN bV ad]
Note that the nonactive atoms are ‘traced’ by associating each trace with one
laval
by
&fa}

ac] and

edge; this corresponds well to abbreviating, say, the inference step ac|

5

e For each other inference step in @, all the atom occurrences in the premiss are
respectively mapped to the same edges of ¢ as the atom occurrences in the con-
clusion. For example, the flow associated with the inference step

A [ @ne)]
A (o) ([ ve])

The flow ¢ so obtained is called the atomic flow associated with the derivation ®. We
show three examples in Figure 2: in the top row we see three SKS derivations in the
standard CoS syntax; in the row below, we show the same derivations in the Formalism
A notation; in the bottom row, we see the three corresponding atomic flows.

Perhaps surprisingly, it can be proved that every flow is associated with infinitely
many SKS derivations (see [ GGO08]).

We introduce now some graphical shortcuts. When certain details of a flow are not
important, but only the vertex kinds and its upper and lower edges are, we can use boxes,
labelled with all the vertex kinds that can appear in the flow they represent. For example,
the following left and centre flows could represent the previously seen flow (2), whereas

w
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ailﬂ\t/[g il (an[avt])ra
AV (tha :(a/\[dv[ va]l)aa
m[(ﬂv:]/\([ivd; (anflava]va])na aCTM
T[avt]aavt] JUarlavalvigna oy Lara)vilna
s< th]/\d)Vt aiTM B [(a/\a)v( /\b)]/\ﬂ
=— _[fv ]/\d [(a/\a)v( Ab)]/\(ﬂ/\ )
(anfavi])vt Y "(Qav i a[av b A(anr)
Lara)veve it )
- (ana)vt :M ([avi]na)yn([avb]ns)
vt . an(ana)
- anf
t
]
v an|av—
i ava s = . ) ,
. Lavi][evd] an— L.
s[“It_]/\a . ) f ana v In eV ] a
- avt - ana
f PN

I

f
and associated atomic flows.

the right flow cannot:

¢
’ T

and

A

FIGURE 2. Examples of derivations in CoS and Formalism A notation,

The flow at the right cannot represent flow (2) because it has the wrong number of lower
edges and because a necessary cut vertex is not allowed by the labelling of the boxes. As
just shown, we sometimes label boxes with the name of the flow they represent. For
example, flow ¢ above could represent flow (2), and, if the centre flow stands for (2),

then flows ¢ and ¢’ are, respectively,

‘ and ‘ A‘

When no vertex labels appear on a box, we assume that the vertices in the corresponding
flow can be any (so, it does not mean that there are no vertices in the flow).
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We sometimes use a double line notation for representing multiple edges. For exam-
ple, the following diagrams represent the same flow:

I
of o] |«

and ,
t1|---

where [,m > 0; note that we use (i to denote the vector (ey,...,¢;). We might label

multiple edges with one of the formulae that the associated atom occurrences form in a
derivation.

We extend the double line notation to collections of isomorphic flows. For example,
for m > 0, the following diagrams represent the same flow:

LI+ L = LT

We observe that the flow of every SKS derivation can always be represented as a col-
lection of m > 0 connected components as follows:

LT T L LTIl
TAYAT 1A YA [T YA Y AT
LT T T LT 1

such that each edge in flow ¢, is associated with some occurrence of some atom 4;, and
each edge in flow ¢, is associated with some occurrence of atom ;. Note that it might
happen that for i # ;j we have 4, =a;. If we do not insist on dealing with connected
components, we can adopt the same representation as above and stipulate that i # j
implies a; Za;,a;. This would mean that the derivation only contains occurrences of
atoms d,, ..., 4,,, such that these atoms and their dual are all mutually distinct.

Note that no matter how we assign a polarity, all the edges in ¢; and all those in ¢; are
respectively mapped to dual polarity values. Given a polarity assignment, we talk about
negative and positive rule instances of (co)weakening and (co)contraction rules, according
to whether the edges incident with the associated vertices map to — or +, respectively.

In the following, when informally dealing with derivations, we freely transfer to them
notions defined for their flows. For example, we can say that an atom occurrence is
negative for a given polarity assignment (if the edge associated with the atom occurrence
maps to —) or that two atom occurrences are connected (if the associated edges belong to
the same connected component). In fact, one of the advantages of working with flows is
that they provide us with convenient geometrical notions.

As we mention at the beginning of this section, atomic flows help in selectively substi-
tuting for atom occurrences. In fact, given a derivation and its associated flow, we can use
edges and boxes to individuate atom occurrences in the derivation, and then possibly sub-
stitute for them. For example, let us suppose that we are given the following associated
derivation and flow:

d= ava fva vV oa and
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We can then distinguish between the three occurrences of 4 that are mapped to edge 1

and the one that is not, as in
f
<ﬂ A f) Vian =
a
N/

b= ava fval v 4 ;
A= 1
a a

we can also substitute for these occurrences, for example by {a!/f}; such a situation oc-
curs in the proof of Theorem 12. Note that simply substituting f for 2! would invalidate
this derivation because it would break the cut and weakening instances; however, the
proof of Theorem 12 specifies how to fix such broken instances.

We generalise this labelling mechanism to boxes. For example, we can use a different
representation of the flow of ® to individuate two classes 2% and 2% of atom occurrences,

as fOllOWSZ
c f
AT)V N—p
(ﬂ ) a d?s \T/ ‘

d= ava vt v if and )

- o

T

In order to define the notion of cut-free form (Definition 24), we need the following
proposition, which we state here because it constitutes a good exercise about atomic
flows. Note that, in the following, we use several boxes labelled by ¢: this means that we
are dealing with several copies of the same flow .

Notation 3. Given a formula « in a derivation whose associated atomic flow contains a
flow ¢, we indicate with a? every occurrence of the atom 4 in @ whose associated edge

isin ¢. So, as in the following Proposition 4, a{a¢/ﬂ,d¢/ﬁ-} stands for the formula
a where the atom occurrences of 4 and its dual, whose associated edges are in @, are
substituted with formula 3 and its dual, respectively.

a
Proposition 4. Given a derivation @ H sks, let its associated flow have shape

a/

such that ¢ is a connected component each of whose edges is associated with atom a or a; then,
for any formula [3, there exists a derivation

afa®B,a? B}

\I/HSKS

a'{a?B,a?] B}
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whose associated flow is

m
where m is the number of atom occurrences in [3; moreover, the size of ¥ depends at most
linearly on the size of ® and quadratically on the size of 3.

Proof. We can proceed by structural induction on 8 and then on ¢. For the two cases of
B=yvd and B =y A8 we have to consider, for each vertex of ¢, one of the following
situations:

t t

Vi ove fof fof yvy 8v& 0OV 19)
) Y Y e o L2
) '
and their dual ones. O

Notation 5. In the hypotheses of Proposition 4, we can describe ¥ as <I>{a¢/,5,d¢/,6_’};
one of a? /B or a? / 3 might be missing, when no identity or cut vertices are present in

4. NORMALISATION STEP 1: SIMPLE FORM

The first step in our normalisation procedure, defined here, consists in routine deep-
inference manipulations, which are best understood in conjunction with atomic flows.
For this reason, this section is a useful exercise for a reader who is not familiar with deep
inference and atomic flows.

In this section, we define proofs in ‘simple form’, in Definition 8, and we show that
every proof can be transformed into simple form, in Theorem 12.

Let us establish the following conventions (they are especially useful to simplify our
dealing with threshold formulae, in the next sections of the paper).

1 n
Notation 6. We use a” to denote the vector (a,,,4,,,;---,4,)-

Convention 7. When we talk about a set of distinct atoms, we mean that no two atoms
are the same or dual.

Definition 8. Given a proof IT of @ in SKS, if there exist # > 0 distinct atoms a4, ..., a
such that the proof and its atomic flow have shape, respectively,

n

t t

alvdfs]/\m/\aanf” . .
d and 7 AYAL YA YA

f f

we say that ILis in simple form (over a7) and that W is a simple core of IL.

Proofs in simple form are such that all the cut instances are connected to identity
instances via flows, the ¢, ones above, that only have one lower edge. The idea is that,
in a proof in simple form, we can substitute formulae for all the occurrences of atoms 4;
that map to some edge in ¢;, without altering the conclusion of the proof. Of course,
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doing this would invalidate identity and cut instances, but we actually only need the
simple core of the proof.

Our normalisation procedure essentially relies on gluing together simple cores, where
we substitute the 4; atom occurrences that map to edges in ¢; with certain formulae
called ‘pseudocomplements’ (see Section 5 and Definition 24).

0

) is cut-free.

Remark 9. A proof in simple form over a

In order to prove Theorem 12, we need two facts, Proposition 10 and Lemma 11.
In the following (routine) proposition, we use the switch rule s to ‘push outside’ or
‘pull inside’ a formula @, relative to a context {{ }.

Proposition 10. For any context {{ } and formula a, there exist derivations whose size is

less than |& {a}|* and have shape

¢la} ancit
o and |is
avEffy {al

Proof. We only build the derivation at the left in the claim, the construction being dual
for the one at the right. We reason by induction on the number 7 of v-A alternations in
the formula-tree branch of { }in&{ }. If n =0, then {{a} =a Vv E{f}. If n > 0, consider

{Ha}

55 A B y
av{{f} o
av({{finB)

for some context {'{ } and formulae 8 and y, such that £{ } = ({{ } rB)vy and the
number of v-A alternations in the formula-tree branch of { }in {{ }is7z—1. The number
of s instances is 77, and we have that n < |E {f}]. O

Note that the atomic flows of the derivations in the previous proposition only consist
of edges because no structural rules appear.

To prove Theorem 12, we could now proceed as follows. Given a proof, we assign it
(and its flow) an arbitrary polarity, under certain assumptions that we can always easily
satisfy. We then focus on the negative paths connecting identity and cut vertices. If
cocontraction vertices lie along these paths, we have a potential problem because some
atoms in the conclusion of the proof might be connected to atoms in some identity
instances. This would prevent us from substituting pseudocomplements, as previously
mentioned, because by doing so we would alter the conclusion of the proof.

However, we can solve the problem by replacing each cocontraction vertex by an
appropriate flow involving identity, cut and contraction vertices, in such a way that the
only contraction vertex so introduced is positive. Actually, the lemma below takes a
more radical approach, which simplifies exposition and also has broader application: we
replace all negative contraction and cocontraction instances. This unnecessarily bloats
the proof, but still stays well inside polynomial bounds.
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04

Lemma 11. Given any derivation o H SKs, we can, in linear time in the size of @, construct
a

a derivation H sKs such that its atomic flow has shape

k

LT L
TAYA ]
L1

=l v

and such that no two atoms associated with ¢, ..., €; are dual, for some [ > 0.

Proof. Assign a polarity to the flow of @ such that no two dual atoms are both associated
with negative edges; then replace each negative contraction instance as follows:

a
\IJHSKS
t

ANava
a —a [ava]

lIJHSKS s
a

\f{d\id} becomes & EA [#va]

a S——F - -5 -
an[(ara)val v a
B\ it e’

¥’ || SKS - —

aha alha

5 ard and
f f

¥’ |1 SKS

P

This corresponds, in the flow, to replacing each negative contraction vertex as follows:

1 2
f becomes

Proceed analogously with negative cocontraction instances. O

1 2

We are now ready to prove the main result of this section.

Theorem 12. Given any proof II of a in SKS, we can, in cubic time in the size of 11,
construct a proof of a in simple form.

Proof- We proceed in three steps.

.. e e H’HSKS
(1) By Lemma 11, we can transform II, in linear time in its size, into a proof ,
a

whose flow has shape

TYAYAL
pE=i
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where [,m > 0 and such that no two atoms associated with €, ..., ¢; are dual.
For 1 <1 < m, we successively transform IT" as follows, for some IT”, ®, &', £{{ }

and {{ }:

H//H 1
‘ |
el ! } £1

d 1
o s
) becomes a
anat {{—nf
/ é/
® a
a

) L ) H”’HSKS )
This way, we obtain, in linear time, a proof , whose flow is
a

—
TTAYAL G
I Ll

and whose size is smaller than |H’|.

(2) Thanks to Proposition 10, for 1 < i < /, we successively transform II" as fol-
lows, for some ¥, ¥ and £'{ }:

t
avai
v
” [4vd]/\\ll H
t _
/ avde,} becomes [avas]n&'it}
v {s}
£'favas)
a v
a

we also apply the dual transformation for each aif instance. This way, we obtain
a proof
t t

7_(1/\.../\7_(’
a;va, ava,

—€ —€

a ha,' a;ha

LR VARV
f f

whose flow is the same as that of II"”” because each transformation conserves the
flow. If || = », and given that # > 21, the size of each derivation introduced
by virtue of Proposition 10 is at most 472, So, each of the 2/ transformations

increases the size of the proof by O(n?), which makes for a total complexity of
o(n?).
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(3) Consider b such that b, ..., b, are distinct and {ay,...,a;} = {by,...,b,}. We
can build, in linear time, the proof

t t
Aooe

= A =
b, vb, b,vb,
{et}
[a,vayn---nlava)']

N

(ayna')ve-v(a na)')
felt
b nb, b,nb,
VeeoV
f f

which is in simple form over b7. We can then obtain a proof in SKS in time
O(n?), because of Proposition 2. 0

The transformation in Step (1) in the previous proof is a case of ‘weakening reduction’
for atomic flows, studied in [GGO08]. In Section 7 we comment more on this.

Remark 13. In general, given a proof IT and by the construction in the proof of Theo-
rem 12, we can obtain several different simple forms from IL. In fact, apart from permu-
tations of rule instances, commutativity and associativity, the simple forms depend on
the choice of a polarity assignment (Lemma 11).

5. THRESHOLD FORMULAE

We present here the main construction of this paper, i.e., a class of derivations I that
only depend on a given set of atoms and that allow us to normalise any proof containing
those atoms. The complexity of the I' derivations dominates the complexity of the nor-
mal proof, and is due to the complexity of certain ‘threshold formulae’, on which the I
derivations are based. The I derivations are constructed in Definition 20; this directly
leads to Theorem 22, which states a crucial property of the I' derivations and which is
the main result of this section.

Threshold formulae realise boolean threshold functions, which are defined as boolean
functions that are true if and only if at least k& of 7 inputs are true (see [Weg87] for a
thorough reference on threshold functions).

In the following, | x| denotes the maximum integer 7 such that » < x.

There are several ways of encoding threshold functions into formulae, and the prob-
lem is to find, among them, an encoding that allows us to obtain Theorem 22. Efficiently
obtaining the property stated in Theorem 22 crucially depends also on the proof system
we adopt.

The following class of threshold formulae, which we found to work for system SKS,
is a simplification of the one adopted in [AGP02].

Definition 14. Consider » > 0, distinct atoms 4, ..., 4,,, and let p = |n/2] and ¢ =
n — p; for k > 0, we define the threshold formulae GZ al as follows:

. foranyn>01etega;z5t;

o forany n>0andk >nlet 07 a} =f;

0i(a)) =ay;
oforanyn>1and0<k$nlet9/’e’a’l’5\/i+]-:k<9f¢f/\9?a” )

+1
0<i<p ?
0sj<q
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6a,b)=t ,
01(a,b) = (6;(a) 7 05(8)) v (63(a) £ 6{(£) = (ant)v (11 D)
=avb ,
63(a,b) = 0}(a) 1 0,(b)
=anb
eé(a,b,c) =t ,
20, byc) = (B30) 020, ) ¥ (O30) 20, ) = (a 1) ¥ (e [(6 A1) (£n0)])
=avbvc ,
Gg(a,b,c) = (Gi(a)/\ef(b,c))V(eé(a)/\eg(b,c))
=(an[bvc])v(brc) ,
9;(4, b,c) = Gi(ﬂ) A 9;(17,6) =(an(bnro))
=anbnrc

eg(a,b,c,d,e) =t ,
02(a,b,c,d,e) = (ef(a,b)/\eg(c,d,e))v(eé(a,b)/\ei(c,d,e))
avbvevdve
(03(a, ) 6)(c,d,e))v (65(a,b) 1 03(c,d,e)) v (8)(a, b) nB)(c,d,e))
= (anb)v([avb]rfcvdve])v(cr[dve])v(dne)
03(a,b,c,d,e) = (03(a, b)n0}(c,d,e)) v (07(a, b) AB(c,d,e)) v (63(a,b) 1 B}(c,d,e))
=(anbnfevdve])v([avb]r(cr[dve])v(dnre)])v(cndne) ,
(a b,c,d,e) = (62(4 b)/\93(c d, e))v(ef(a,b)/\eg(c,d,e))
= (anbnrf(cr[dve])v(dnre)])v([avb]nrcnrdne)
eg(a,b,c,d,e) = ei(a,b)/\eg(c,d,e)
=anbnrcndne

GZ(a,b,c,d,e) =f

63(a,b,c,d,e)

)V
(

FIGURE 3. Examples of threshold formulae.

See, in Figure 3, some examples of threshold formulae.

The only reason why we require atoms to be distinct in threshold formulae is to avoid

17

certain technical problems with substitutions in the definition of cut-free form, later on.
However, there is no substantial difficulty in relaxing this definition to any set of atoms.

The formulae for threshold functions adopted in [AGP02] correspond, for each choice
of k and n,t0 \/,,, 07 a7. We presume that [AGP02] employs these more complicated

formulae because the formalism adopted there, the sequent calculus, is less flexible than
deep inference, requiring more information in threshold formulae in order to construct

suitable derivations.

Remark 15. For 7 >0, we have 07 a7 =4, v---va, and 0" a} =a, r---ra,.
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The size of the threshold formulae dominates the cost of the normalisation procedure,
so, we evaluate their size. We leave as an exercise the proof of the following proposition.

Proposition 16. Forany n >0and k >0, OZ al|< efn/ZJH al|.
; n n ;. ,,0(logn
Lemma 17. The size of elﬂ/szal is nOogn),
Proof. Observe that |67 a}| < 9:“ a7t Let p=|n/2] and g = n — p and consider:
07| = Siajopin (|07 2t |+ [0, ])
0<i<p
05/
® < Sirjprt (|07 0| +]6741))
0<i,j<q

q q
SAg+ 1)|6Lq/2J+1 y I ’

where we use Proposition 16. We show that, for » = 2/(log3 — log2) and for any n > 0,

we have |9” a’| < n"1°8" We reason by induction on #; the case 7 = 1 trivially

ln/2)+1%1
holds. By the inequality (3), and for » > 1, we have

|n

Ozt “?| <2n—|n/2]+ 1)(n — |n/2])"lost=ln/2])

< nZnhlog(Zn/fi) — nblogn—h(log3—log2)+2 — nhlogn

Theorem 18. Forany k 2 0 the size of 07 a’l is 5 Ollog),

Proof. It immediately follows from Proposition 16 and Lemma 17. O

Given a threshold formula QZ all, we can consider, for each 4; such that 1 </ < n,
the formulae (67 a7){4,/f} and (07, a7){a; /t}: we call both of them, informally, ‘pseu-
docomplements’ of ;. The reason for this name is that we can manage to replace, in
a given proof, all occurrences of those 4; that appear in cut instances with the pseudo-
complements of ;. The cut instances and their corresponding identity instances are
then removed, leaving us with derivations whose premiss and conclusion contain each a
threshold formula. Moreover, the k-level of the threshold formula in the premiss is one
less than the k-level of the threshold formula in the conclusion. This way, we obtain
several derivations, corresponding to increasing values of k, that we are able to stitch
together until we get a normalised proof.

All this, of course, needs clarification, but we think that it is helpful to provide a
summary here of the main constructions that allow for this stitching operation. Let

us read derivations top-down; the following are the steps that we need to perform, for
0Lk

(1) Build
0, a1
| :

apv (0, al){a; /f}

i.e., create, from a k-level threshold formula, a disjunction between 4; and its
pseudoco‘mple_ment (67 a?){al / f} @ropos1t10n 23); then replace the pseudocom-
plement into 4;, for each identity instance.
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(2) Increase the k-level by using the derivations

(67 a7)la /)
H
(6, a7 /1

(Theorem 22); these are the ' derivations mentioned in the introduction to this
section.
(3) For each cut instance, collect the conjunction between @; and its pseudocomple-

ment (67 a){a,/t}; then build

k+1
aph O, ) a [t}

| } ’

en n

kt1?
i.e., create a (k + 1)-level threshold formula (Proposition 23).

The derivations mentioned above do not require any use of identity and cut, and allow
us to move, in 7 + 1 steps, from 67 4 =t to 67 a7 =, which is the secret to success.
The constructions in 1 and 3 are deep mference routme and introduce low complexity.
We deal now with the crucial step 2, by designing Definition 20, and then checking it
carefully, so as to get the property stated in Theorem 22.

Definition 20 is technical, but its philosophy is simple; all one has to do to build the

derivations required by Theorem 22 is:

e identify the atom occurrences that must occur in the premiss and that must not
occur in the conclusion and remove them using coweakening, and

e identify the atom occurrences that must occur in the conclusion and that must
not occur in the premiss and add them using weakening.

We have implemented Definition 20 as a program [Gug09]. It can be useful to read the
definition together with the examples in Figures 4 and 3, which have been generated by
the program.

Remark 19. Givenn > 1,let p=|n/2] andg=n—p. For0<k <gand 1 </ < p,
the following derivation is well defined:

(07 a)){a, /f} n 01 a7 [ WTalA---Aa,_lAaZH -na,nOTa” b+ g

f t

w

Analogously, for 0< & < p and p + 1 < < n, we can define the following derivation:
e,f al n(62a" Na;/f} GZaf/\a

/\"'Aﬂ /\ﬂ /\"'/\ﬂ
1 -1 I+1
wl q  p+1 w P+ + n/\f

f t

Both classes of derivations are used in Definition 20.

Definition 20. Consider » > 0, distinct atoms 4y, ..., 4,, and let p = |7/2] and ¢ =
n—p.
e Forn > 1and 1</ < n, we define the derivations 'T‘Z 4] and A” aj as follows:
ef’ PYSg, [FAAOT g7
WT( Dta/f iy fp<k<nandl<p
f
7 a’ = 67 a’ A (014" Ma,/f
kL1 S © pH){ !/ ifg<k<nand p<!
f
f otherwise
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rg)la:tv%vcvcflve
s vl lev il atevdvel ) v f
r1,1‘1—b <[t bi| [cvd :|> (ca[dve])v(dne)
nb
r;,1“:(b"[c\’dve])v<[tvIZ]A[(C/\[dve])v(d/\e)]>foVCA:ZAE .
Aba[evdve
F;,m:(bA[(c/\[dve])v(d/\e)])v<[tv;]/\c/\d/\e>vf[f] ’

faba[(cn[dve])v(dnre)]

Fi,la = (b/\cAdAe)v

f
5 fabncadne
FSlazi R
: f
f f
F5 4 =tV—— ,
dve aVb

f f
5
g a_<ﬂVb |:tvdvei|>\/dvevd/\eva/\b

FS a_<a/\b/\-tvdfei|>v<[avb] |:dvevdf/\e]>v(d/\e)vf/\[ive] ,

=(an /\_ Vev f v vh]A A Vf/\[dVe] vadAe
rs ,a4 = <a baldve d/\ei|> <[ﬂ b] [(d e) . ]> . ,

<

r5 ﬂ_<a/\b/\ (d/\e) [dVé’]i|>V|:ﬂVb]/\f/\d/\e ’
L f f

5 anbafadne

r5,3a:f ,

r d—tviviv f
¢ avb

F‘;’,Sa: <[avb]A|:tv;v£i|>v<c/\|:tv;i|>vdvﬂib ,

F;ﬁa: <a/\19/\ :tv;vi]>v<[4vb]A|:<c/\|:tv;i|>vdi|>v(c/\d)vdf/\f ,
5 = A /\_ A Vi \Y \Y \% A A Vﬂ CAd/\f
N G R M G e el

dnf [avb]rcndaf
v
f f

b

Fi)sa = <a/\b/\ (c/\d)v

anbrcAdAf

5 _
rs,s“ = :

FIGURE 4. Examples of I'Z | @ where a =(a,b,c,d,e).
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and
wgr o if0<k<gandlI<p
kap+1
A" n_ f
k1% Wlepap fOo<k<pandp<l
%
f otherwise

e For k> 0and 1 </ < n, we define the derivations F”
follows.

- ré’1(ﬂl):t;
- fork>0,T, (a)=f;
- fork >n, I'” a} =f;
- forn>1and/e\n,let
P A n n a” :
VHFkO al % HJVT VAL ifl<p

0<i<p
SN/

PR n n n M
v’+/_=’€ (6 a z p"p+1> VL A vALL A ifp<l
0<i<p
05/<q

1, I'CCUI'SIVCIY on 7, as

n n __
Fhla =

Example 21. See, in Figure 4, some example of derivations I'} , a7. Note that, for clarity,

k.l
we removed all instances of the trivial derivations 'Y‘z a = 'Y‘z a = 'Y‘3 a = wT— We
can do so because these derivation instances appear as dls]uncts
Theorem 22. Foranyn >0, k> 0and 1 <[ < n, the derivation r a has shape

(67 aP)ia, /f}
fawlawf}
07, a)ia;/t}

and is nOUlogn),

n n
T

Proof. The shape of [} , @ can be verified by inspecting Definition 20. For example, this
is the case when n > 1 andl <p<k<gq,where p=|n/2]andg=n—p:

(0% a7 Ha/f}

ngn
rk[ 1

( b1 ){ﬂl/t}

67 al){a, /f
< >{“l/} (epaﬁ){ﬂ /f}/\eq a” f
NP p 1/l k=p Tl
\/z‘+j:/e o 1” PG | VW ; 07 47
o<z k 1
os,ZZ (07, @) [t} w1 pr
(Remember that
nn— P 4P QT 4"
ekalzl\/k (67atr67a")
+7=
o<i<s
0s/5q

and 67 al =t.) General (co)weakening rule instances can be replaced by atomic ones
because of Proposition 2. The size bound on 7, 4} follows from Proposition 2 and

Theorem 18. O
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6. NORMALISATION STEP 2: CUT-FREE FORM

In this section, we define the cut-free form of proofs, based on proofs in simple form.
Proofs in cut-free form have no cut instances, but can have coweakening ones, which pre-
vent these proofs from being analytic. Theorem 25, the main result of the section, shows
how to obtain a cut-free proof from any proof. Most of the ingenuity of quasipolyno-
mially normalising an SKS proof into one in analytic SKS resides in going from a simple
form to a cut-free one. Removing coweakening instances from a cut-free form is easy; we
dedicate Section 7 to this.

Before defining the cut-free form, we need to establish the following fact.

Proposition 23. For any formula o and atom a, there exist derivations whose size is cubic
in |a| and that have shape

a anafaft}
{aw|,ac],s} and {awf,act,s}
avaiaff} a

Proof. 1f there are no occurrences of a in a, the desired derivations are

a ana
fve and tha
ava a

If there are b > 0 occurrences of « in @, obtain, by repeatedly applying Proposition 10,
the following derivations:

a a
(h—1)yact ——— A aia/f
{s} TaA-nAa ataff}

LV and
oo a s
|:(h—1).acl\/ a{ﬂ/f}i| i
a

o4

If |a| = 7, the size of the desired derivations is O(7>) because we have to apply Proposi-
tion 10 at most O(7) times.

Definition 24. For 7 > 0, let II be a proof in simple form over 47, such that it and its
atomic flow have shape

t t

alvdfsl/\m/\anvdf” . .
o and I P AYAL YA | YA ]
avﬂl/\dfslv.,,vd”/\df” H J_L
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for some derivation U. For0< i <n+1,let 0, = 9:.’ a}. For0 < k < n, we define the

O
derivations @, H SKS\{aif} as
av6k+1
(n=1)< O
O 0,
fawlacls} jawlacls]
a, v O fa, [T} a,Vv0,{a,/f}
v, H SKS\{aif}
[ Opfa, /1) 0,4a,/f} 1,
ap N Tgpat| lawlawty a, A ar| fawlawt}
o v Opsila/t} v O 1fa,/t}
{awl,acls} {awl,acl.s}
(n—1)c| 6k+1 7 9k+1
- k+1 i

where ¥, = \I/{dfsl/ﬁk{al/f},...,dfﬂ/ﬁk{an/f}} and where we use Proposition 23. We
define the cut-free form of 11 as the following proof in SKS\ {ait}:

n-cl|

(We recall that 0, =tand 6 ,, =f.)

n+l =

Theorem 25. Given any proof I1 of a in SKS, we can construct a proof of @ in SKS \ {ail}
in time quasipolynomial in the size of IL

Proof.- By Theorem 12 we can construct from I, in polynomial time, a proof Il of «
in simple form. We can then proceed with the construction of Definition 24, to which
we refer here. For 0 < B < 7, constructing ®, requires quasipolynomial time because
of Propositions 2, 4 and 23 and Theorems 18 and 22, and because obtaining ¥, from ¥
requires quasipolynomial time. Constructing the cut-free from of IT' from &, ..., ®, is
done in polynomial time. O

Remark 26. In Figure 5, we show the atomic flow of the cut-free form obtained from a
proof II in simple form. We refer to Definition 24. Let the following be the flow of the
simple core ¥ of II:

¢

= AAT (YA
T T 1
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FIGURE 5. Atomic flow of a proof in cut-free form.

where ¢ is the union of flows ¢, ..., ¢,, and where we denote by & the edges corre-
sponding to the atom occurrences appearing in the conclusion a of II. We then have that,
for 0 <k < n, the flow of @, is ¢} , as in Figure 5, where ¢, is the flow of the derivation

Wy, The flows of &, and @, are, respectively, ¢; and ¢’ .

7. NORMALISATION STEP 3: ANALYTIC FORM

In this section, we show that we can get proofs in analytic SKS, i.e., system aSKS, in
quasipolynomial time from proofs in SKS.

Transforming a proof in cut-free form into an analytic one requires eliminating co-
weakening rule instances. This can be done by transformations that are the dual of those
over weakening instances, employed in Step (1) of the proof of Theorem 12.

Theorem 27. Given any proof Il of a in SKS, we can construct a proof of a in aSKS in
time quasipolynomial in the size of 1L
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Proof. By Theorem 25, we can obtain, from II, a cut-free proof II’ of the same formula,
in quasipolynomial time in the size of II. We associate IT" with its atomic flow ¢, so that

we have a way to identify the atom occurrences in IT" associated with each edge of ¢, and
€

. . . a .
substitute over them. We repeatedly examine each coweakening instance awt — in IT', for
t

some edge € of ¢, and we perform one transformation out of the following exhaustive
list of cases, for some IT”, ®, ¥, £{ } and {{ }:

)
w] .
£l f
{a‘ Vd} & |:tV_i|
a
® H . becomes olat Jt} H ;
{5 ‘t
v
d :
a
@)
o .
5{f} { f/\[tvt]}
a‘ 5 s§——m8M—
(fat)vt
® H . becomes ol Jt} H ;
o) ‘1
v
d :
a
©)
w] .
ava
T ]
® H . becomes ol 1} H :
{5 (1
d
v :
a
Q)

p w]
é’{a‘/\a} &fa}

o becomes e pt}
a

g{t} o
o 2
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12 acT-aw(: — |12

2

aw|-aif: LLl — Ll ail-aw(: FI N T1

aw|-awT: I —

aw|-ac|: —

aw|-acT: 1 , 1T TZ acl-awT: ! N i Lz

FIGURE 6. Weakening and coweakening atomic-flow reductions.

The process terminates in linear time on the size of II' because each transformation elim-
inates some atom occurrences. The final proof is in aSKS. O

The transformations described in the proof of Theorem 27 are the minimal ones nec-
essary to produce a proof in aSKS. However, it is possible to further reduce the proof
so obtained. The transformations in the proof of Theorem 27, together with the one
mentioned in Step (1) in the proof of Theorem 12, all belong to the class of weakening
and coweakening reductions studied in [GGO8]. In the rest of this section, we quickly
outline a possible, further transformation of the analytic form produced by those reduc-
tions, and refer the reader to [GGO8] for a more thorough explanation.

It is advantageous to describe the weakening and coweakening transformations di-
rectly as atomic-flow reduction rules. These are special graph rewriting rules for atomic
flows, that are known to correspond to sound derivation transformations, in the follow-
ing sense. If @ is a derivation with flow ¢, and ¢ can be transformed into ¢ by one of the
atomic-flow reduction rules, then there exists a derivation ¥ whose flow is ¢ and such
that it has the same premiss and conclusion as ®. Moreover, ¥ can be obtained from @
by instantiating some atoms and changing some rule instances, in linear time.

The weakening and coweakening atomic-flow reduction rules are shown in Figure 6.
The reduction rule labelled aw|-ai{ is employed in Step (1) in the proof of Theorem 12.
The reduction rules labelled acf-aw{, ai|-awT, aw|-aw] and ac|-aw] are employed in the
proof of Theorem 27, respectively as Case (4), (1), (2) and (3). If we apply the full set of
weakening and coweakening reductions until possible, starting from a proof in cut-free
form, we obtain a proof of the same formula and whose flow has shape

1 YA
T

Note that the graph rewriting system consisting of the reductions in Figure 6 is confluent.

8. FINAL COMMENTS

System aSKS is not a minimal complete system for propositional logic, because the
atomic cocontraction rule acl is admissible (via ac|, ai and s). Removing ac] from
aSKS vyields system KS. A natural question is whether quasipolynomial normalisation
holds for KS as well. We do not know, and all indications and intuition point to an
essential role being played by cocontraction in keeping the complexity low. Analysing
Figure 5 shows how cocontraction provides for a typical ‘dag-like’ speed-up over the
corresponding ‘tree-like’ expansion consisting in generating some sort of Gentzen tree.
However, we are aware that in the past this kind of intuition has been fallacious.
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Of course, we can consider the role of cocontraction as an explanation of why quasi-
polynomial normalisation is not achievable in the sequent calculus (for full propositional
logic). The reason seems to be that exploiting cocontraction in the absence of cut is an
intrinsic feature of deep inference, not achievable in Gentzen theory because of the lack
of a top-down symmetry therein.

As mentioned, there is reason to believe that polynomial normalisation is achievable,
because it is possible to express threshold functions with polynomial formulae. However,
the hardest problem seems to be obtaining polynomial I-like (cut-free) derivations with
the property of Theorem 22. We tend to think that polynomiality ought to be possible,
and deep inference should help because it has unprecedented flexibility in constructing
derivations. We intend to investigate this possibility vigorously.

One might think of employing the (co)weakening atomic-flow reductions of Figure 6
to further simplify the present threshold formulae. We are sceptical that this could prove
useful, and we base this judgment, again, on a careful analysis of Figure 5. Essentially,
the (co)weakening reductions tend to be blocked at some point by the (co)contraction
vertices.

The normalisation procedure presented here is peculiar because it achieves its result by
using an external scheme, constituted by the threshold functions and the I derivations,
which does not depend on the derivation to be normalised. It is as if the threshold
construction was a (rather big) catalyser that favours the normalising reaction. It would
be interesting to interpret this phenomenon computationally, in some sort of Curry-
Howard correspondence, where the threshold construction implements a clever sharing
mechanism. We intend to explore this path in the near future.

It seems possible, with some work, to extend the mechanism investigated here to the
more general notion of normalisation that we called streamlining in [GGO8]. Streamlin-
ing is a top-down symmetric notion, that does full justice to the additional symmetry of
deep inference, compared to Gentzen formalisms. Streamlined derivations entail analytic
proofs as a special case.

Finally, we are interested in the normalisation theory of modal logics in deep infer-
ence, and so we are naturally led to consider the methods presented in this paper to that
purpose as well.
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