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Abstract:

Highly-realistic materials in computer graphics are computationally and memory
demanding. Currently, the most versatile techniques are based on Bidirectional Texture
Functions (BTFs), an image-based approximation of appearance. Extremely realistic
images may be quickly obtained with BTFs at the price of a huge amount of data. Even
though a lot of BTF compression schemes have been introduced during the last years,
the main remaining challenge arises from the fact that a BTF embeds many differ-
ent optical phenomena generated by the underlying meso-geometry (parallax effects,
masking, shadow casting, inter-reflections, etc.).

We introduce a new representation for BTFs that isolates parallax effects. On one
hand, we built a flattened BTF according to a global spatial parameterization of the
underlying meso-geometry. On the other hand, we generate a set of view-dependent
indirection maps on this spatial parameterization to encode all the parallax effects. We
further analyze this representation on a various set of synthetic BTF data to show its
benefits on view-dependent coherency, and to find the best sampling strategy. We also
demonstrate that this representation is well suited for hardware acceleration on current
GPUs.

Key-words: BTF, Reflectance and Shading Models, Texture Tapping, Meso-
structure, Hardware Rendering
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Fonctions bidirectionnelles de Texture applaties

Résumé : En Infographie, les matériaux hautement réalistes sont grand consom-
mateurs de puissance de calculs ainsi que de mémoire. A l’heure actuelle, les tech-
niques les plus versatiles reposent sur les fonctions de textures bidirectionnelles (BTFs)
représentant une approximation à partir d’images de l’apparence des matériaux. Des
images extrêmement réalistes peuvent être obtenues rapidement à l’aide de BTFs au
prix d’une énorme quantité de données. Bien que de nombreux schémas de com-
pression de BTFs aient été introduits au cours de ces dernières années, le principal
challenge restant provient du fait qu’une BTF mélange différents phénomènes optiques
générés par la meso-géométrie sous-jacente (effets de parallaxe ou de masquage, om-
bres portées, inter-réflexions, etc.), effets qui ne peuvent être que correctement gérés à
l’aide d’approches appropriées.

Nous introduisons une nouvelle représentation pour les BTFs qui isole les effets
de parallaxes des autres effets. D’une part, nous construisons une BTF aplatie (flat-

tened) guidée par une paramétrisation spatiale et globale de la méso-géométrie sous-
jacente. D’autre part, nous générons un ensemble de table d’indirections dans cette
paramétrisation et pour chaque point de vue, afin d(encoder tous les effets de paral-
laxe. Nous analysons aussi cette représentation sur un ensemble de BTFs synthétiques
afin de montrer l’avantage qu’elle apporte pour la cohérence dépendante du point de
vue et pour trouver la meilleure stratégie d’échantillonnage. Nous montrons aussi que
cette représentation est particulièrement bien adaptée pour bénéficier de l’accélération
matérielle des processeurs graphiques actuels.

Mots-clés : BTF, Réflectance et modèles d’éclairement, méso-structure, rendu sur
carte graphique,
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Button Isba Pulli Sponge

Figure 1: Overview of the dataset used in our analysis. The Button and the Isba
models present some strong features and can not be encoded as height-fields. The
Pully and Sponge models are more usual BTFs defined with a height-field meso-
geometry. Both of them present close-to-random geometric variations with a strong
directional feature for the Pully model. Their meso-geometry are extracted from real
BTF [KBD07, MSK07]. The Button and Sponge models present quasi-uniform Phong
and diffuse lighting, as the two other models have move spatially variant and random
appearance.

1 Introduction

The appearance of a surface is the result of the combined influence of some spatially
variant material reflectance and the related meso-geometry of the surface (the meso-
geometry encodes all the local geometric deviation from the underlying flat or smooth
reference surface). Consequently, a large number of complex optical phenomena may
appear according to the lighting and viewing conditions: parallax effects, masking,
shadow casting and inter-reflections. All these components could be modeled and ren-
dered specifically, but the resulting computation would be prohibitive, especially with
complex reflectance models and highly tessellated meso-geometries. Moreover, acqui-
sition of such elaborated information from real-world materials could be quite difficult.
In this context, image-based techniques provide a good and generic trade-off between
quality and speed. In recent years, Bidirectional Texture Function (BTF) has emerged
as a flexible solution for realistic rendering of material with complex appearance.

As opposed to regular 2D textures which usually store appearance parameters that
only vary spatially over a surface, BTFs [DvNK99, Dis98] are 6D textures that also
store the variation of these appearance parameters when either the viewing or the
lighting direction changes. Obviously, this involves a huge amount of data that has
to be highly compressed to be manageable. Basically, two main directions for BTF
compression have been proposed: either by fitting measured data with standard an-
alytical BRDF models (such as the Lafortune [DLHS01] model, for instance), or by
using classical dimension-reduction techniques (such as Principal Component Analy-
sis [KMBK03, LHZ+04], for instance). The results obtained with both approaches are
rather disappointing and this lack of efficiency can be mainly explained by the uncor-
related combination of all the complex optical phenomena listed above, which strongly
reduces the coherency of the whole data set. For instance, all measured illumination
effects in a given area of the underlying meso-geometry do not fall spatially in the same
image pixel for each view. To be really efficient, compression techniques have to be
aware of these view-dependent variations.

RR n° 7144



4 Hadim & Granier & Schlick

Figure 2: In a standard BTF, the appearance due to the meso-structure is computed
or measured independently for a set of view directions v0, v1 and v2. For each view,
the visible illumination is stored but these data are deformed and stretched to fit the
corresponding image space (for instance, segment ab is much longer in view v1 than in
view v0). On the contrary, in our Flat-BTF model, the samples are stored according to
their location on the meso-geometry. Then we use a view dependent indirection map
(VDIM) to convert a Flat-BTF into standard BTF representation.

Assuming that a description of the meso-geometry can be provided (like in
[KBD07]), the basic idea of our approach is to flatten the BTF that is, to separate

the parallax effects from the lighting. Using a parameterization of the meso-geometry,
we encode this parallax effect as view-dependent indirection maps (VDIM) within this
parameterization. A nice side effect of this new process is to remove a common limi-
tation of much previous work: we do not require the meso-geometry to be defined as

a height-field [WWT+03]. The remaining data is then encoded as a parallax-free BTF,
that we call Flat-BTF, and is much more coherent over the set of viewing directions.

To prove some other advantages of our representation, we perform an analysis on a
various set of synthetic BTF data, mainly focusing on the resulting coherency and the
reconstruction error. With the coherency analysis, we show that the Flat-BTF represen-
tation can be seen as a data preconditioning process that would improve the efficiency
of any existing fitting or dimension-reduction technique. With the reconstruction er-
ror analysis, we demonstrate that the accuracy of the final rendering can be greatly
improved. Finally, we also show that Flat-BTFs are well suited to current graphics
hardware, both for the synthesis and the rendering steps.

We introduce our Flat-BTF model as follows. First, we briefly review the large
amount of previous work, before describing our representation with its correspond-
ing synthesis and GPU rendering process. Second, we present a comprehensive error
study for a various set of characteristic BTF configurations (the dataset is presented in
Figure 1). Finally, we discuss some limitations and perspectives for this new represen-
tation.

2 Previous Work

The Bidirectional Texture Function (BTF), as introduced by Dana et al. [DvNK99],
is an elegant way to represent materials with complex appearances, by combining
many different optical phenomena (parallax, masking, shadow casting, direct shading,
inter-reflections, and others) in one single data structure. Generated either by acqui-

INRIA



Flat BTF 5

sition [MBK05, ND06] or by synthesis [DLHS01], a BTF is basically a sampled 6D
function composed of a large set of precomputed images of the material appearance,
one for each sample of lighting and viewing directions. The main drawback of the BTF
representation is undoubtedly the huge size of the corresponding data structure, which
strongly limits its application field.

For a planar local geometry (i.e., when the reference surface is considered as
smooth at texture scale and thus does not require an explicit meso-geometry), the
appearance can be encoded using a more efficient 6D data structure called Spatially

Variant Bidirectional Distribution Function (SVBRDF), initially proposed by McAl-
lister et al. [MLH02]. As there is no meso-geometry, SVBRDFs embed a much smaller
set of visual effects compared to BTFs. Consequently, the corresponding data can be
efficiently compressed by using a fitting process based on standard analytical BRDF
models [NDM05]. Once fitted, each texel of the resulting texture stores the parame-
ters of the chosen BRDF model. The data compression is thus only performed along
the viewing and lighting directions, but no compression is performed spatially. To
further compress the dataset, Lensch et al. [LKG+03] suggest a hierarchical cluster-
ing approach, over the surface. Lawrence et al. [LBAD+06] introduce an automatic
factorization into a compact shade tree structure.

Similar techniques can be applied for materials with quasi-planar local geometry.
However, when the height variation becomes significant, resulting texel values start to
include more and more visual effects generated by the meso-geometry: using the ter-
minology proposed in [WHON97], each texel represents an apparent BRDF (ABRDF)
rather than a true BRDF. Meseth et al. [MMK04] and Filip and Haindl [FH04] have
shown the limit of traditional BRDF fitting for such complex reflectance fields. They
introduce a new representation where a BRDF model is fitted independently for each
view to remove the problem of view-dependent coherency. In Polynomial texture

maps, Malzbender et al. [MGW01] show that a simple quadratic form for each view
provides convincing results for a large set of materials. But the highest compression
rates are obtained using Principal Component Analysis (e.g., [MMK03]).

Ma et al. [MCT+05] propose to separate BRDF and meso-geometry effects by split-
ting the BTF into a low-pass band (storing an average BRDF of the material) and a
highpass band (dealing with meso-geometry effects). The low-pass band is fitted using
the standard Phong BRDF, while a PCA is performed on the high-pass band, trans-
formed into a Laplacian pyramid. Vasilescu and Terzopoulos [VT04] introduce a multi-
linear decomposition for BTF analysis, called Tensor Texture. Haindl and Filip [HF07]
reach large compression rates for BTFs by extracting a height-field, a normal map, and
by using a statistical representation of the remaining data.

For more accurate rendering, especially at silhouettes, the representation of the
surface appearance has to embed some geometric information. Magda and Krieg-
man [MK06] convert a BTF into a volumetric texture. In the work of Wang et

al. [WWT+03], the parallax effects are encoded using a view-dependent and curvature-
dependent warping texture. However, the technique involves an expensive precomputa-
tion step and requires efficient compression algorithms to reduce the size of the result-
ing data structure. Moreover, this approach is limited to height-field meso-geometries
and only accounts for direct lighting.

Relief-mapping is another approach that allows efficient rendering of accurate
silhouettes on GPUs. When employing height-field meso-geometries, Badoux and
Decoret [BD06] propose to use a binary search combined with precomputed walking
steps to find the intersection of the geometry with the viewing direction. Policarpo et

al. [PO06] extend the relief-mapping technique to more general geometry, using mul-
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6 Hadim & Granier & Schlick

tiple layers of textures. In their approach, McGuire et al. [MW08] introduce a uniform
parameterization of the geometry to improve the quality of the relief-mapping texture.
All these approaches provide an improved accuracy on silhouettes, but as they involve
on-the-fly computation of ray intersection, there is no guaranty on the final rendering
frame-rate, unless reducing the computation accuracy. Furthermore, they also require
large computation time for the areas that are far away from the silhouettes, where stan-
dard BTFs would be sufficient.

To sum up, one can state that all these techniques show that the accuracy and the
efficiency strongly rely on the correct approximation of the underlying effects of the
meso-geometry. In the solution introduced in this report, we propose to convert a
BTF into an alternative representation closer to a SVBRDF, while keeping the parallax
effects of the meso-geometry. This can be seen as a flattening process which increases
the view-dependent coherency in order to improve compression rates of data fitting or
dimension reduction techniques.

3 Flat BTFs

3.1 Overview

As said in the introduction, the main advantage of BTFs is to gather many appearance
parameters into one global spatially and directionally varying 6D function. Unfortu-
nately, combining many different optical phenomena into one unique value for each
position, leads to an uncorrelated dataset that cannot be accurately fit using standard
representations. As illustrated in Figure 2, this is mainly due to the fact that some areas
of the meso-structure are hidden for some directions, which introduces large gaps for
neighboring positions and/or directions. Even worse, a given pixel does not correspond
to the same position on the meso-geometry for each view, which strongly reduces the
data coherency when changing the viewing direction.

Flat-BTF: Our core idea is to encode the BTF not on the reference surface, but di-
rectly on the meso-geometry: this guarantees that every pixel on the new representation
corresponds to one unique 3D position. This also totally removes all parallax effects
and leads to an improved coherency over the set of viewing directions. We call this
parallax-free BTF encoded on the meso-geometry a Flat-BTF. The construction of this
Flat-BTF is based on the assumption that some kind of representation of the meso-
geometry is available: it naturally exists for synthetic BTFs and could be extracted for
acquired ones (like in [KBD07]). A Flat-BTF can thus be considered as the lighting
equivalent of a geometry image [GGH02] for the underlying geometry.

View-Dependent Indirection Map (VDIM): Since the Flat-BTF is linked to the
meso-geometry and not to the reference surface that defines the 3D object, it can only
be accessed via an indirection map. This indirection is view-dependent and embeds all
parallax effects. We call it View-Dependent Indirection Map (VDIM). The combination
of the Flat-BTF and the VDIM leads to the full reconstruction of a standard BTF (see
Figure 2):

BTFv,l (i, j) = FBTFv,l (VDIMv (i, j)) , (1)

where v is the view direction, l the light direction and (i, j) a pixel position. Note that,
even though the Flat-BTF is parallax free, it is still view-dependent since it represents
a lighting function.

INRIA



Flat BTF 7

This map is somehow similar to the view-dependent displacement mapping (VDM)
technique presented in [WWT+03]. The main difference is that our VDIM is based on a
parameterization of the meso-geometry (see Section 3.2) which solves two limitations
of the VDM technique: first, the meso-geometry is not required to be a height-field
(see Figure 3), and second, the curvature of the reference surface can be handled more
accurately by using this parameterization to remap the meso-structure on a geometric
proxy with equivalent curvature.

3.2 Parameterization

(a) (b)

Figure 3: (a) Parameterization of the meso-geometry for the “Isba” model and, below, a
close-up view on a fold (note that the meso-geometry does not correspond to a height-
field). (b) The corresponding normal map in the parameterized space shows that all the
geometry is correctly represented.

To be able to encode the Flat-BTF, we need to compute a parameterization of the
meso-geometry that will provide us with the required indirection between the refer-
ence surface and the meso-geometry. As a side effect, this parameterization would also
remove the height-field limitation for the shape of the meso-geometry. To accurately
preserve all the details, we require the parameterization to be as uniform as possi-
ble, in order to preserve the areas of the underlying geometry. In our implementation,
we use the Mean Value Coordinate method [Flo03] implemented in the Graphite soft-
ware [Gra03], which is guaranteed to work nicely even for non-manifold surfaces as it
is the case here. The result of this parameterization algorithm on the “Isba” model can
be seen on Figure 3(a) where blue (resp. red) lines represent the u (resp. v) iso-values.
This algorithm has shown to be robust for all tested meso-geometries.

3.3 Flat-BTF Construction

Thanks to the previous parameterization, we can use a three-step approach to build our
Flat-BTF. During the first step, we use the GPU to create a set of maps that define the
position and the normal on the meso-geometry for each texel of the Flat-BTF. This is
trivially done by rendering the meso-geometry, using the parameterization as vertex

RR n° 7144



8 Hadim & Granier & Schlick

(a) (b)

Figure 4: (a) Initial Flat-BTF including holes (in blue) for undefined texel values (b)
Final Flat-BTF where holes have been filled with the Push-Pull algorithm.

coordinates and their position and normal as other attributes. Figure 3(b) shows the
resulting normal map for the “Isba” model.

Once computed, we use these maps as input to compute the corresponding Flat-
BTF on the CPU-side. For a given texel, the 3D position on the map helps in deter-
mining the visibility for a given set of viewing and lighting directions. If a texel is not
visible from a given viewing direction, it is declared as undefined for that direction (see
Figure 2 and blue regions in Figure 4). Similarly, the visibility from the lighting direc-
tion determines the direct shadows. For texels which are both visible from the viewing
and the lighting directions, the resulting direct illumination is computed according to
the corresponding normal and the local BRDF model. Indirect illumination may also
be evaluated for this 3D position by adding a simple Monte-Carlo simulation [DBB06].
Finally, note that to obtain seamless patterns, all computations are performed on a pe-
riodic repetition of the meso-geometry, similarly to [DLHS01].

The resulting Flat-BTF contains some holes for the undefined illumination values.
If a fitting process is later used to reduce the data size, we can simply ignore these
holes, as they will not be used by the fitting process. However, for a direct use of the
Flat-BTF, we need to fill them. In our implementation, we have used a simple push-pull
algorithm to quickly extrapolate some values from the neighbors (see Figure 4). Note
that more accurate — but more expensive — solutions like Poisson inpainting [PGB03]
are likely to provide better results.

INRIA



Flat BTF 9

Figure 5: Correlation between the view direction and the displacement of the view-
dependent indirection. For each texel (i, j) on the reference plane, and each view vk, we
compute the intersection xk with the meso-geometry. The displacements δ1 = x1 − x0

and δ2 = x2 − x0 on the parameterized space is more or less aligned with the projected
view-directions v̄1 and v̄2 .

3.4 Construction of View-Dependent Indirection Maps

The computation of the VDIM is also done on the CPU-side. For each texel (i, j) on
the reference surface, the intersection with the meso-geometry is computed for each
view-direction v. The coordinates of that intersection point in the parameter space are
then stored at the corresponding map value VDIMv(i, j). As shown in Figure 5, the
displacement in the parameter space is more or less aligned with the projection of the
view-direction on the reference plane.

For an accurate interpolation between reference positions, we encode our VDIM
as a reference indirection R(i, j) and a view-dependent displacement ∆v(i, j) on the
parameterization (as illustrated in Figure 6):

VDIMv (i, j) = R (i, j)+∆v (i, j) . (2)

reference indirection ∆45,230 ∆75,230 ∆75,60

Figure 6: Reference indirection for the normal view for the Isba model and different
view-dependent displacement ∆ for different view-directions.

Moreover, we encode the displacement ∆ as the product of a direction δ and a
distance. Thus, a simple linear interpolation is sufficient for the distance, and a specific
interpolation is used for the direction. Since the displacement is roughly aligned with
the projection of the view-direction, we choose as reference the indirection for a view
direction oriented along the normal of the reference surface n:

VDIMv (i, j) = VDIMn (i, j)+dv (i, j)δv (i, j) . (3)

RR n° 7144



10 Hadim & Granier & Schlick

A nice consequence of that choice is that dv = 0 when v = n. This means that δv is quite
similar to the projection of v on the reference surface, and that dv is always increasing.
These properties allow a good quality for the reconstruction, as it reduces oscillations
when moving around a given position.

Figure 7: Pixel organization of VDIM used for GPU rendering: for each pixel, we
pack the values of ∆v(i, j) for the 8×32 directions. Upper image: the whole 2D texture.
Lower image: the different view-dependent values for a given pixel. Note: the pole is
repeated for the first line.

3.5 Rendering

For interactive rendering, we first need to compute the indirection from the VDIM in
order to access to the Flat-BTF. As we demonstrate in Section 4.2, a 16×16 sampling
strategy (16 for the zenithal angle φ, 16 for the azimuth angle θ) offers an accurate
reconstruction of the indirection. Once the indirection maps for each view have been
computed, we pack them in one unique 2D texture, as shown in Figure 7. With this
packing, we can take advantage of the hardware linear blending between neighboring
views.

To compute the coordinates (u,v) in the packed texture, we first have to estimate
the angles (φ,θ) from the view direction v. This is done by projecting v onto a local
tangent frame. Then the new coordinates (u,v) are computed from the original texture
coordinates (i, j) as follows:

u =
1
N

(

⌊i∗N⌋+α
2φ
π
+β

)

v =
1
M

(

⌊ j∗M⌋+α
θ

2π
+β

)

,

where N ×M is the unpacked texture resolution, and (α,β) are set up to guarantee that
no interpolation can occur in-between two neighboring pixels. Thanks to this approach,
the overhead of the VDIM is reduced.

INRIA



Flat BTF 11

The view-independent reference map is accessed using the original texture coordi-
nates (i, j), without any filtering. Enabling spatial filtering here would be incoherent
with the resulting spatial filtering of the packed texture.

Finally, for interactive rendering on GPU, the size of the Flat-BTF has to be re-
duced. Several techniques may be employed for that purpose. In our implementation,
we use a simple representation combining a normal map and a diffuse color texture.

(a) (b) (c)

Figure 8: 3D rendering using our VDIM implementation on GPU (NVIDIA GeForce
8800 GTX) where the Flat-BTF is simply defined by a normal map and a diffuse color
texture. For a 800×800 resolution, the frame-rate is around 150 fps. (a) Global view:
the parallax effects create an overall feeling of relief. (b) and (c) A closer look for two
other lighting directions.

Since we make highly use of the fragment shader, the resulting frame-rate depends
on the image resolution. For the close view of Figure 8, we are able to render the 3D
object at about 150 frames per second for a 800×800 resolution. In average for such a
resolution, the frame-rate is above 200 (cf. Figure 12).

4 Error Study

For our experimentation, we have generated a set of BTFs and their corresponding
Flat-BTFs with various shapes of meso-geometries and various material properties (see
Figure 1). Each model has been computed 81× 81 viewing and lighting directions,
with a spatial resolution on 256× 256 texels. This is consistent with the sampling
strategy used in the BTF database available from the Bonn University (http: //btf.cs.uni-

bonn.de). All the generated BTFs and Flat-BTFs include direct illumination as well as
casted shadows, but no indirect illumination as the corresponding simulation process
is quite time consuming, although not introducing noticeable differences in our error
study.

Name Sponge Button Isba Pully
Average 10.23 3 2.91 5.46

Max 15.10 8.17 9.56 9.12
Variance 0.63 0.46 2.41 0.30

Table 1: Average, maximum and variance of texel difference (in Lab distance) between
reference BTF and reconstructed one from the equivalent Flat-BTF representation.

RR n° 7144



12 Hadim & Granier & Schlick

(a) (b) (c) (d) (d)

Figure 9: (a) Flat-BTF (b) VDIM (c) Reconstructed BTF slice (d) Reference BTF slice
(c) Absolute RGB difference.

4.1 Reconstruction error

Standard BTF textures can be obtained by combining Flat-BTF and VDIM for all sam-
pled views. However, the sampling of a Flat-BTF is uniform on the parameterized
meso-geometry, whereas it is uniform on the reference surface for a standard BTF.
This different sampling strategies may lead to sampling error and aliasing during the
reconstruction. Before any further investigation, we first check whether the difference
between the synthesized BTF and the one reconstructed from the Flat-BTF is visu-
ally noticeable. To reduce the potential aliasing effects, we generate all the VDIMs by
oversampling and use linear filtering of neighboring Flat-BTF texels during the recon-
struction.

Figure 9 shows this reconstruction error and Table 1 presents the resulting average
difference in the Lab space. As shown in Table 1, the visual error generated over the
view-directions is not noticeable. The maximal difference is obtained for the “ Sponge”
model, mainly because of its highly varying meso-geometry. Moreover, as illustrated
in Figure 9, the spatial error only introduces a displacement of roughly 1 texel.

8
×

32
→

az
im

ut
h

an
gl

e
θ

16
×

16

→ zenith angle φ
Average Error Maximum Variance

Figure 10: Indirection error on the “Button model” for two sampling strategies: 8×32
and 16×16. The error is computed for a given viewing direction and averaged over all
the texels and lighting directions.
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Flat BTF 13

4.2 Interpolation error for the indirection

Since the indirection stored in the VDIMs is interpolated between neighboring sampled
views, we have to guarantee the accuracy of this process. For this error analysis, once
again we generate the VDIMs by oversampling and compare the resulting interpolated
indirection using either a 8×32 or 16×16 sampling strategy. As shown in Figure 10,
more samples are required for the zenith angle φ than for the azimuth angle θ. This is
mainly due to the fact that we use directional interpolation over θ (interpolation on the
direction of displacement) and a simple linear interpolation over φ (interpolation on the
distance). Moreover, as observed with any BTF model, the error becomes significantly
larger for near-tangent direction where the BTF assumption fails. This can be reduced
using more samples for θ, but never removed.

Name Sponge Button Isba Pully
Average Variance

BTF 39.82 35.38 14.29 23.20
FBTF (with filling) 18.95 16.87 8.75 7.83
FBTF (only visible) 5.19 7.14 5.12 1.38
Maximal Variance

BTF 41.57 41.93 33.14 26.85
FBTF (with filling) 30.32 32.92 29.65 19.46
FBTF (only visible) 24.8 18.89 9.96 10.01

Table 2: Average and maximal variance in Lab color space (81 viewing and lighting
directions, 256 × 256 spatial resolution). We compare original BTF with Flat-BTF
either by using our push-pull filling algorithm (see Section 3.3) or by simply removing
the undefined texels for the variance estimation.

4.3 View-dependent Coherency

As recalled in Section 2, most of the problems encountered when fitting or compressing
BTFs arise from the fact that parallax effects are combined with illumination ones,
which often requires to compress the dataset view-by-view [WHON97]. As we want
to demonstrate that such approach is not necessary with our Flat-BTF representation,
we analyze the coherency of the appearance over the set of viewing directions.

For a given view vk, and a given texel (i, j), we compute a vector Lk(i, j) containing
all the illumination values for each lighting direction lm that is, for BTFs

Lk (i, j) =
{

BTFvk ,lm (i, j) ,∀m
}

,

or for Flat-BTFs
Lk (i, j) =

{

FBTFvk ,lm (i, j) ,∀m
}

.

For each texel, we compute the variance over the set of viewing directions of this vector
which provides a measure of the coherency of the appearance. The average variances
over the texels are summarized in the Table 2.

As expected, our Flat-BTF presents a much better view-dependent coherency. For
all tested models, the average and maximum variance are reduced by at least a factor 2.
When using a fitting process, only the values that are actually visible from a given view
direction are pertinent (i.e., the blue areas in Figure 4 can be ignored). In this context,
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the variance is even further reduced, up to a factor 3, which is likely to greatly improve
the quality of such a fitting process. By using better extrapolation techniques than the
push-pull algorithm (e.g, Poisson inpainting), the variance of the filled Flat-BTF is
also likely to be reduced. We are currently experimenting such an improvement. As a
proof of the benefits of our representation, we compress ABRDFs images with standard
image file formats PNG and JPEG. The Table 3 shows that with our representation,
ABRDFs can be reduced up to a factor 5.

(a) (b) (c)

Figure 11: Variance of lighting over the viewing directions (Lab distance in logarith-
mic space) for the “Pulli” model. (a) Variance for a classic BTF. (b) Variance for the
corresponding Flat-BTF with undefined texels filled-up. (c) Variance for the Flat-BTF
but without taking into account undefined texels.

5 Limitations and perspectives

The main limitation of the approach introduced here is the assumption that the de-
scription of the meso-geometry can be provided. Even if an a-priori knowledge on the
meso-structure is often used in BTF editing [KBD07, MSK07] or synthesis [TZL+02],
its acquisition is not a trivial task for real-world data. Existing solutions mostly rely
on shape-from-shading or shadow analysis techniques [DD98, FCM+08] but they only
offer a limited precision. In our case, the accuracy of the reconstructed geometry will
have an influence on the construction of the VDIM and thus on the related Flat-BTF.
This process has to be further investigated. One solution would be to combine the BTF
acquisition with a geometric acquisition of the meso-structure, such a combined ac-
quisition would be quite affordable with the recent generation of laser range scanners.
Another solution would be to construct the VDIM using similarities in lighting, built
on the work presented in [MSK06, ND06].

Another limitation of the approach is the fact that the shadows (i.e., visibility from
light directions) are directly integrated into the representation of the Flat-BTF. While
the resulting visibility discontinuities are less harmful than the parallax effects which
are addressed by our representation, it would nevertheless by interesting to remove
them to further improve the global coherency. The solution proposed in the VDM
technique [WWT+03] can not be directly applied and needs to be adapted to take into
account the deformation due to the parameterization of the meso-geometry.

Our main goal in this report was to prove that our Flat-BTF representation effi-
ciently improves the coherency of the initial BTF dataset. The conversion to a Flat-
BTF representation can thus be seen as a preprocess acting as a data preconditioning
step. Obviously, the next step is to feed this improved dataset to some standard BTF
compression techniques, either based on analytical fitting or on dimension reduction

INRIA
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PNG JPEG
Size in Kb Size in Kb

ABRDF Texel 1 Texel 2 Texel 1 Texel 2
Button 3.3 < 3.4 3.2 < 5.2 10.6 < 12.6 10.6 < 14.1
Isba 2.1 < 4.8 2.5 < 5.7 5.3 < 6.5 7.9 < 11.2
Pully 3.8 < 5.6 1.4 < 5.8 8.9 < 12.9 3.7 < 12.8

Sponge 3.5 < 5.6 1.1 < 5.9 9.2 < 14.7 3.4 < 14.8

Table 3: This table shows the sizes of ABRDF images in kilo-bytes for ABRDFs of
Figures 13 and 14 (pages 17 and 18) with two file formats PNG and JPEG at maximum
quality. The number of the concerned ABRDF’s texel in the above figures is referenced
by the row named "ABRDF". In the inequalities, the left member is the size for the
FBTF whereas the right member is the size for the classic representation. For some
ABRDFs of the models Pulli or Sponge, the size for the FBTF representation is up to
4 or 5 times reduced.

techniques, as recalled in Section 2. However, we have not directly experimented ex-
isting BTF compression methods, because we are not convinced that they represent
the best solution to compress Flat-BTFs. Indeed, all existing BTF compression tech-
niques are based on the statement that the view-dependent coherency in the dataset is
very low. For that reason, most techniques either only try to compress the data view
by view, or give a relatively low weighting when fitting data variation for neighboring
views. Thanks to our approach, parallax effects are almost totally canceled, so the view
coherency is now almost as high as light coherency. As a consequence, there is clearly
some room to develop more powerful compression techniques that take this improved
coherency into account. We are currently working on that specific point.

6 Conclusion

In this report, we have introduced a new BTF representation, called Flat-BTF, which
is intended to isolate parallax effects from illumination effects. The core idea is to
use a global spatial parameterization of the meso-geometry, to encode the Flat-BTF on
that meso-geometry rather than on the underlying reference surface as done in standard
BTF representation. The link between the reference surface and the meso-geometry is
stored in a set of View-Dependent Indirection Maps that efficiently encode all parallax
effects. As the whole representation can be efficiently stored in a small set of 2D
textures, it is particularly well-suited for realtime GPU-based rendering.

We have provided an error analysis on a set of synthetic BTFs showing various
shapes of meso-geometries and various material appearances. Compared to standard
BTFs, the new representation does not introduce significant visual differences while
being much more compact. Furthermore, the most interesting feature is that Flat-BTFs
greatly improve the view-dependent coherency and thus would be much better suited
for higher compression schemes. We are currently developing such a compression
scheme, specifically adapted to this new representation.
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16 Hadim & Granier & Schlick

Figure 12: Visualization of our Flat-BTF dataset on a collection of 3D objects. The
rendering resolution is 800×800 and the average frame rate above 150 fps. First row:
the four Flat-BTFs on a bottle. Second row: “Isba” and “Sponge” models on the teapot,
for two different lighting directions. Third row: “Button” and “Pully” models on a
Vase, for two different viewing directions.

References

[BD06] Lionel Baboud and Xavier Décoret. Rendering geometry with relief tex-
tures. In Proc. Graphics Interface, pages 195–201. Canadian Information
Processing Society, 2006.

[DBB06] Philip Dutré, Kavita Bala, and Philippe Bekaert. Advanced Global Illu-

mination. A. K. Peters, Ltd., 2006.

[DD98] M. Daum and G. Dudek. On 3-d surface reconstruction using shape from
shadows. In CVPR ’98: Proc. IEEE Computer Society Conference on

Computer Vision and Pattern Recognition, page 461, 1998.

[Dis98] Jean-Michel Dischler. Efficiently rendering macro geometric surface
structures with bi-directional texture functions. In George Drettakis and
Nelson L. Max, editors, Rendering Techniques, pages 169–180. Springer,
1998.

[DLHS01] Katja Daubert, Hendrik P. A. Lensch, Wolfgang Heidrich, and Hans-Peter
Seidel. Efficient Cloth Modeling and Rendering. In Proc. EUROGRAPH-

ICS Workshop on Rendering Techniques, pages 63–70. Springer-Verlag,
2001.

INRIA



Flat BTF 17

(a)

(a’)

(b)

(b’)
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Figure 14: A visual comparison of tipical ABRDFs between a BTF and a FBTF for the
Pulli (upper) and Sponge (lower) models. In (a) and (b), two ABRDFs of the normal
BTF representation with their localisation in the spatial domain. In (a’) and (b’), the
corresponding ABRDFs for the FBTF function. For each ABRDF pair on a row, the
ABRDF (1) has been picked to correspond to the same position on tne underlying
meso-structure, while the ABRDF (2) corresponds exactly to the same texel in the
image. The blue marks point undefined texels filled by the push-pull algorithm.
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