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Abstract

One of the major difficulties in classification is the assessment of classification quality. This paper builds on a recently developed classification technique, based on Inductive Logic Programming to propose a way of visually reconstructing the learnt classes in order to give a feedback to the user. The system translates positioning constraints into a linear programming problem, which can be solved with standard state-of-the-art approaches. The result can then be used for generating a synthetic image, representative of the class.

1 Introduction

We have recently [1, 2] introduced a new approach to graphical symbol representation and classification by means of a restricted visual vocabulary and the use of Inductive Logic Programming (ILP) [3]. Our current investigations have shown that ILP is a very powerful framework and that it allows for types of symbol characterization of symbols that are not possible with numerical classification techniques. Since one of the advantages of ILP is to be able to express image properties in a close-to natural language, it is necessary to have an easy, but objective way to assess the image properties that are used for classification.

In this paper we develop a method that allows us to generate a synthetic image from a set of first order logic expressions that are characterizing an image class. This will allow the user to validate if the learning process has been coherent with the context semantics of the images under consideration.

2 Visual Vocabulary and ILP

The approach developed in [1, 2] and recently extended, produces a description of a symbol using first order logic predicates. These predicates express relations between previously extracted visual cues from the image (composing the visual vocabulary). These cues are extracted using classical image treatment algorithms and consist of: circles [4], loose endpoints, thick components and corners.

These cues are then linked together with relative positioning relations (north, north-west, west ...), bigger, smaller, near, far, inside, superimposed. As a result, the image description can be expressed with first order logic predicates that are quite close to a natural language description like: “Image A contains two circles, one upper-right corner and two lower-left corners; the first circle lies left (east) to the second, and above (north) the upper-right corner ...”. More prosaically speaking, this gives something like:

\[
\begin{align*}
type(prim_A,\text{circle}). & \quad type(prim_B,\text{cornerne}). \quad type(prim_C,\text{cornersw}). \\
type(prim_D,\text{cornersw}). & \quad type(prim_E,\text{circle}). \quad \text{has_element(img,prim_A)}. \\
\text{has_element(img,prim_B)}. & \quad \text{has_element(img,prim_C)}. \\
\text{has_element(img,prim_D)}. & \quad w(prim_A,prim_E). \quad n(prim_B,prim_E). \quad \ldots
\end{align*}
\]

Inductive Logic Programming allows to apply supervised learning on these data, provided that it’s given

1. a set of known vocabulary, rules, axioms or predicates, describing the domain knowledge base \(\mathcal{K}\);
2. a set of positive examples $\mathcal{E}^+$ the system is supposed to describe or characterize with the set of predicates of $\mathcal{K}$;

3. a set of negative examples $\mathcal{E}^-$ that should be excluded from the deducted description or characterization.

The ILP solver is then able to find the set of properties $\mathcal{P}$, expressed with the predicates and terminal vocabulary of $\mathcal{K}$ such that the largest possible subset of $\mathcal{E}^+$ verifies $\mathcal{P}$, and such that the largest possible subset of $\mathcal{E}^-$ does not verify $\mathcal{P}$. This approach has already been successfully used for extraction of semantics from written text [5] or in document and image analysis structures [6, 7].

This approach allows for learning common properties within classes of symbols such as to express non-trivial knowledge of visual representation of more semantic concepts.

The conclusions of the previous studies have shown that ILP is very useful for describing complex and non trivial symbols and taking into account non-geometric transformations. However, the approach remains tributary of the initially defined vocabulary $\mathcal{K}$. More specifically the adjunction of new relationships influences on the classification “quality” (provided there is such a notion of quality). In this paper we propose a subjective classification assessment tool, based on image synthesis.

The paper is organized as follows. First we give a brief overview of the classification differences induces by variations in the description vocabulary (section 2.2). We then provide an approach to retrieve image geometry from an first order logic image description in section 3, before concluding and opening new perspectives in section 2.4.

### 2.1 Vocabulary Description

In order to give a clear example of what can vary in the classification results, depending on the used vocabulary, we introduce different types of predicates. Relations like proximity, size etc. significantly modify classification results. In this section we describe the semantics of the new relations we are adding to $\mathcal{K}$. These new relations concern: connectedness, qualitative distance and relative size [8]. We shall then combine these in order to see how they influence on the final classification.

#### 2.1.1 Inclusion and Connectedness

In order to distinguish whether two elements in the image are connected we construct the relation superimposed and set up a new algorithm to evaluate if two elements are bound. To do that, we compute the connected component tree of each individual element and the connected component tree of synthetic image summing both. Since, by construction of the different vocabulary-related extraction algorithms, each element has a unique black component at the root of this tree, it is quite straightforward to determine if two components are connected, disjoint or included one into another by simply counting the number of components of the fusion of both elements. Indeed, if the number of connected components of the fusion is equal to the sum of connected components of each individual element, then both are included. On the contrary, if the depth of the resulting component tree is equal to the sum of individual depths, then both are included. Any other situation means both elements are connected (and therefore superimposed).

#### 2.1.2 Dimensional Relations

The implementation of the dimensional relations are also based on the connected component trees. We proceed by comparing the area of the first child of the root of both elements. All elements are linked pairwise by a size relation: bigger, smaller or same size. Here again, we used the hypothesis that the connected component tree of a descriptor is a root with only one child.

This algorithm is based on a pixel-wise estimation of the area covered by the element, and is therefore a very reliable measure.
2.1.3 Proximity

While the two previous sets of relations were quite obvious, proximity is dealt with in a more subtle manner. \textit{near} and \textit{far} are subjective (or at least non-absolute) concepts. On our case, these relations are considered to be \textit{“object-centric”}, meaning that \(B\) is close \textit{with respect to} \(A\) if the distance between both is comparable to the size of \(A\). This induces, however, that the proximity relation is asymmetric.

As a practical point of view, we compute first a dilation of the element \(A\), then if \(A\) and \(B\) are superimposed (according to relation above) \(B\) is close to \(A\). The size of the structural element is \(\sqrt{\text{Area}(A)}\).

\begin{figure}[h]
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\caption{relations far and near}
\end{figure}

2.2 Influences on Classification

In what follows we are going to compare different configurations and see how changes in the vocabulary affect learned classification rules. We distinguish five configurations:

- the \textit{basic} configuration, including directional relations with \textit{inside} as in [2];
- the \textit{proximity} configuration, directional relations, \textit{near} and \textit{far} as described in section 2.1.3;
- the \textit{superimpose} configuration: directional relations, \textit{superimposed} and \textit{inside} described in section 2.1.1;
- the \textit{size} configuration: directional relations, \textit{bigger}, \textit{smaller}, \textit{samesize} as described in section 2.1.2;
- \textit{all} the relations: directional relations, \textit{near}, \textit{far}, \textit{superimposed}, \textit{inside}, \textit{bigger}, \textit{smaller} and \textit{samesize}.

\begin{figure}[h]
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\caption{Image Set of Positive Examples.}
\end{figure}
2.2.1 Introducing Ambiguity

We use the set of symbols from Figure 2 and use our method to learn a description of these symbols with respect to a set of counter-examples. The different configurations (i.e. allowing more or less predicates to be used, as mentioned above) we have tested give the following results:

- **basic**: has_element(A,B), type(B,circle), has_element(A,C), inside(C,B).
- **proximity**: has_element(A,B), type(B,circle), has_element(A,C), near(B,C).
- **superimpose**: has_element(A,B), type(B,circle), has_element(A,C), superimposed(C,B).
- **size**: has_element(A,B), type(B,circle), has_element(A,C), bigger(B,C).
- **all**: has_element(A,B), type(B,circle), has_element(A,C), bigger(B,C).

Although this might seem normal at a first glance (actually it is quite comforting as a result) it raises a fundamental problem: the one of the uniqueness of the symbol representation. All configurations give perfect classifications, and use the same number of predicates and of primitives. Although one can argue that the first four situations cannot be compared *per se*, the last one creates the issue. What causes our system to select *bigger* as distinguishable predicate, compared to *superimposed*, *near* or *inside*? This needs to be further investigated, and necessarily depends on the implementation, order of declaration or any other arbitrary rule. It is clear that there will be a strong need to define an order of priority on our predicate ruleset, at least.

Although this is essentially not a problem with, for instance, SVM classifiers [9], it raises an interesting question on classification. Indeed, all classification approaches are evaluated on their capacity of correctly separating instances from one another and affect a class label to them and are tested with respect to a *closed world* of instances. The fact that they are usually trained on a distinct training set, and tested on another set doesn’t quite matter that much: there is no real evaluation on the sensitivity of the classification boundaries with respect to the training set, as long as the final classification on the test set is acceptable. The fact that our approach, compared to others (i.e. statistical) gives descriptions that are readily interpretable allows for a human-based validation of the classification rules, and can thus be embedded in a relevance feedback process.

2.2.2 Shorter Rules

In most experiments, the fact of adding new predicates results in shorter classification clauses, as shown on the example below. The basic configuration, expresses that the diode symbols represented in Figure 3 contain a *ccblackthick* and a *cornerse* component, as well as an unqualified component D. The corner is *east* of D and the thick component is *inside* D.

Figure 3: Diode Examples.

```
symbol(A) :-
has_element(A,B), type(B,ccblackthick), has_element(A,C),
type(C,cornerse), has_element(A,D), e(D,C), inside(D,B).
```
With the addition of the newly defined relations, the rule produced is one element shorter.

```
symbol(A) :-
    has_element(A,B), type(B,ccblackthick), has_element(A,C),
    has_element(A,D), e(D,C), superimposed(D,B).
```

We can see that `superimposed` replaces `inside` and a `cornerse`.

### 2.3 Adding Complexity

Our final series of experiments concern situations where the positive example configurations cannot be reduced to a single predicate. The fact of adding predicates does not fundamentally increase the number classification rules. The rules produced this time are a bit different but the structure is almost the same. One of the rule sets produced in the basic case is:

- [Rule 1] [Pos cover = 1 Neg cover = 0]
  `symbol(img_180_1).`

- [Rule 2] [Pos cover = 2 Neg cover = 0]
  `symbol(A) :-
    has_element(A,B), type(B,circle), has_element(A,C), e(B,C),
    type(C,cornerne).`

- [Rule 3] [Pos cover = 1 Neg cover = 0]
  `symbol(img_184_1).`

- [Rule 4] [Pos cover = 2 Neg cover = 0]
  `symbol(A) :-
    has_element(A,B), type(B,ccblackthick), has_element(A,C),
    has_element(A,D), e(B,C), type(C,cornerse), inside(D,B).`

Introducing the new predicates changes the ruleset to three individual rules and one collective covering three examples, this rule is depicted below:

```
symbol(A) :-
    has_element(A,B), type(B,ccblackthick), has_element(A,C),
    has_element(A,D), e(C,D), far(D,C), type(D,cornersw).
```

Here again, as in the previous section, it would be an error to assess this result from a human-centric point of view. The fact that two rules describing the symbol class with respect to the presence of `cornerne` and `cornerse` elements suddenly is described by the presence of a `cornersw` element is only due to the fact that our approach is just another minimization technique. ILP looks for the most generic ruleset. This means containing the smallest number of predicates, covering the largest set of positive examples and avoiding the largest set of negative examples.

### 2.4 Conclusion on Classification

The conclusion of this work is in line with previous work [2] and with what we expected: the enhanced expressiveness of the description language improves the produced classification rules, by reducing their size. It would be an error to consider that the increase of the vocabulary would induce a richer description of the classified symbols. As mentioned in section 2.3, this would be contrary to the optimization criteria of our approach, which tries to minimize the number of predicates used to describe a symbol.
One important issue has not been covered by this work, is the study of the method’s inherent sensitivity to the detection of the visual elements and their associated uncertainty. One of the main bottlenecks is the fact that ILP doesn’t allow uncertainty to be integrated in its ruleset. One of the extensions of the method presented in this paper will be the use of an uncertainty-aware solver [10, 11].

On the other hand, it is clear that the final results may seem awkward with respect to a human-centric point of view. The rest of this paper will therefore develop a method allowing to represent the obtained first-order logic description into a visual form, in order to visually assess the sense of the obtained set of predicates.

3 Generating Images

Once we have a description of an image in our previously described language, it is quite straightforward to recover an image that is coherent with this description. In order to achieve this, we simply express the relations as a Linear Programming [12] problem.

3.1 Modeling the Problem

As a matter of fact, the set of predicates describing an image can be seen as a set of constraints over the properties of all components composing the image, and described in the previous sections. As we shall show in section 3.2, these constraints can all be approximated by linear inequations. Combining this set of linear inequations with an objective function expressing that the resulting arrangement of components should be as compact as possible, we obtain a linear constraint set \( A \) and a linear objective function \( f \) such that, with \( x = (x_1, x_2, \ldots, x_n) \), \( c = (c_1, c_2, \ldots, c_n) \) and \( f(x_1, x_2, \ldots, x_n) = c_1 x_1 + c_2 x_2 + \ldots + c_n x_n \), we obtain \( f(x) = x c^t \) and \( A x \leq b \) for minimization.

3.2 Inequation Set

In order to represent our image description with linear constraints, we are going to model all components by their bounding box. Let \( C \) be a detected component. The centre of its bounding box is given by \((x_C, y_C)\), its width and height by \(w_C\) and \(h_C\).

Represented in the previously described linear programming framework, this gives

\[
x = (x_1, y_1, h_1, w_1, \ldots, x_n, y_n, h_n, w_n, x_I, y_I, h_I, w_I)
\]

for \( n \) visual components included in an image \( I \).

For each identified type of component, extra constraints apply: for circles, \( w_C = h_C \); extremities have \( w_C = h_C = 1 \) and corners have \( w_C = h_C = t \) where \( t \) is the template size used for detection.

The relationships between any two components \( C_1 \) and \( C_2 \) give the following constraints. It is to be noted that, due to our deliberate choice of using linear programming, the constraints are reduced to their linear expression:

- **bigger** \((C_1, C_2)\) gives \( w_{C_1} - w_{C_2} \geq 0 \) and \( h_{C_1} - h_{C_2} \geq 0 \), smaller gives rise to the dual equations.

- **inside** \((C_1, C_2)\), needs a little quirk to get linearised. Indeed, the condition for bounding box \( C_1 \) being entirely included into \( C_2 \) is the following:

\[
\begin{align*}
|x_{C_1} - x_{C_2}| + \frac{w_{C_1}}{2} < \frac{w_{C_2}}{2} \\
\frac{w_{C_2}}{2} > w_{C_1}
\end{align*}
\]

(and similarly for \( y \) and \( h \) parameters). Unfortunately, the absolute value function is non linear. However, we can constrain our images to have positive coordinates. Under this assumption, the above constraints
can be reformulated as

\[w_{C_2} > w_{C_1}\]  \hspace{1cm} (3)

\[x_{C_1} - x_{C_2} + \frac{w_{C_1}}{2} < \frac{w_{C_2}}{2}\]  \hspace{1cm} (4)

\[x_{C_2} - x_{C_1} + \frac{w_{C_1}}{2} < \frac{w_{C_2}}{2}\]  \hspace{1cm} (5)

which are perfectly linear.

- **superimposed** \((C_1, C_2)\) is approximated by the overlapping of bounding boxes: \((x_{C_1}, w_{C_1})\) and \((x_{C_2}, w_{C_2})\) overlap iff

  \[|x_{C_1} - x_{C_2}| \leq \frac{w_{C_1} + w_{C_2}}{2}\].

  We can however get away with the same linearity trick as before such that **superimposed** \((C_1, C_2)\) gives

  \[x_{C_1} - x_{C_2} \leq \frac{w_{C_1} + w_{C_2}}{2}\]  \hspace{1cm} (6)

  \[x_{C_2} - x_{C_1} \leq \frac{w_{C_1} + w_{C_2}}{2}\]  \hspace{1cm} (7)

  (and similarly for \(y\) and \(h\) parameters).

- **near** \((C_1, C_2)\) is more subtle to model linearly, since it is based on a non-linear distance metric. As described in section 2.1.3, proximity is relative to the size of the first argument \(C_1\): \(C_2\) is **near** to \(C_1\), if it is overlaps with a dilation of \(C_1\) with a structural element of size \(w_{C_1} \times h_{C_1}\). As a consequence, **near** can be expressed using the same constraints as the **superimposed** relation, by using \(w'_{C_1} = 2 \times w_{C_1}\) and \(h'_{C_1} = 2 \times h_{C_1}\).

- **far** \((C_1, C_2)\) is, unfortunately not appropriately representable in our framework. There is no straightforward, linear way to express the fact that two elements are either not **near**, or explicitly relate the parameters as to model their distance with respect to a given threshold. The linearisation trick used for the **near**, **superimposed** or **inside** predicates cannot be applied here, for the reason that we need to express a \(\geq\) relationship, rather than a \(\leq\) as it was the case before.

  The solution comes from the objective function we will discuss in the following paragraph.

The inequation set obtained from the set of predicates, combined with the objective function to minimize is then simply given to a linear programming constraint solver \([12]\) making it very straightforward to generate the corresponding image.

In order to express as closely as possible the fact that non-**near** elements should be as far away from each other as possible, we use an objective function that maximizes the dispersion of the elements. Here again, dispersion is a non-linear measure, which we need to approximate.

In our case, the adopted solution is to maximize

\[f(x) = \left( \sum_{C_i \neq I} (x_{C_i} - x_I) + (y_{C_i} - y_I) \right) - \left( \sum_{C_i \neq I} w_{C_i} + h_{C_i} \right) - w_I - h_I\]

This will tend to minimize the size of the components while “maximizing” their “distance” from the centre of the image.

### 4 Experimental Results

In order to assess the validity of our approach we first try to synthesize the classification results obtained in section 2.2. The classification rules are given below, followed by the generated, corresponding image.
5 Conclusions

In this paper, the components in an image are represented by their bounding box. This might induce errors with complex shapes. Without loss of generality, components can be approximated by more complex boundaries, while remaining linear. It will have to be established what impact this might have on time complexity, however. Secondly, the relations between components are approximated with linear equations, while they are essentially non-linear. This approximation is limiting for more complex shape descriptions. Further work needs to be done to exactly evaluate the impact of this approximation in terms of speed, found optimum or possible singularities and the authors are currently working on a non-linear extension of the minimization algorithm.
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