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# Error analysis for a class of numerical differentiator 

Dayan Liu, Olivier Gibaru, Wilfrid Perruquetti ${ }^{1}$

Résumé Ce rapport est consacré aux estimations des dérivées. Contrairement à la procédure de régularisation de Tikhonov, nous utilisons un cadre algébrique récent qui conduit enfin à une projection dans la base de polynômes de Jacobi, afin d'estimer des dérivées des signaux bruités. Aucune information sur les propriétés statistiques du bruit est requise. Nous donnons quelques résultats concernant le choix des paramètres dans cette méthode de manière à minimiser l'erreur due au bruit et les erreurs d'approximation. De plus, deux nouveaux estimateurs centraux fondés sur telles techniques algébriques de la différenciation sont introduits. Une comparaison est faite entre ces estimations et quelques méthodes classiques de la différentiation numérique.

## 1 Introduction

Since the seminal paper by Diop \& Fliess ([16] see also [4]), observation theory and identifiability are closely linked to numerical differentiation scheme. Indeed, a non-linear input-output system is observable if, and only if, any state variable is a differential function of the control and output variables, i.e. a function of those variables and their derivatives up to some finite order.

Recent algebraic parametric estimation technics for linear systems [21, 20] have been extended to various problems in signal processing (see, e.g., [17, 33, 36, 37, 44, 45, 46]). Let us emphasize that those methods, which are algebraic and non-asymptotic, exhibit good robustness properties with respect to corrupting noises, without the need of knowing their statistical properties (See [14, 15] for more theoretical details). The robustness properties have already been confirmed by numerous computer simulations and several laboratory experiments. It appears that these technics can also be used to derive numerical differentiation algorithms exhibiting similar properties (see [34, 35]). Such technics are used in $[18,19,4]$ for state estimation.

Numerical differentiation is concerned with the estimation of derivatives of noisy time signals. This problem has attracted a lot of attention from different point of view

- observer design in the control literature (see $[8,10,24,25,31,42]$ ),
- digital filter in signal processing (see $[1,7,11,38,41]$ ),
for on-line applications which are alternative solutions to the very classical one, based on least-squares polynomial fitting or (spline) interpolation mostly used in off-line applications ([13, 26]).

In recent papers [34, 35], numerical differentiation is revised using an algebraic framework of parameter estimation. To start with, let $y(t)=x(t)+\varpi(t)$ be a noisy observation on a finite time interval $I$ (an open interval of $\mathbb{R}^{+}$) of a real valued smooth signal $x$, the successive derivatives of which we want to estimate, and $\varpi(t)$ denotes the noise. Considering $x$ as an analytic function on $I$, the Taylor series expansion of $x$ at $t_{0}$ is:

$$
\begin{equation*}
x\left(t_{0} \pm t\right)=\sum_{i=0}^{+\infty} \frac{( \pm t)^{i}}{i!} x^{(i)}\left(t_{0}\right), \forall t_{0} \in I \text { and } t \geq 0 \text { as soon as } t+t_{0} \in I \quad\left(\text { resp. } t_{0}-t \in I\right) \tag{1}
\end{equation*}
$$

Contrary to the numerical differentiation method in [23], where the Taylor series expansions of $x$ are used and an elimination technic is applied without any error analysis due to the bias term or the noise (see Remark 1 for more details), we achieve the estimations of the derivatives of $x$ by using an algebraic framework. This approach allows us to study in detail the bias term error and the noise error contribution.

Using a representation in the operational calculus framework of the $N^{t h} \geq n$ ( $n$ is the order de the derivative of $x$ which we want to estimate) order truncation of the Taylor series expansion of (1) and an annihilator (which is a linear

[^0]differential operator) of a specific form
$$
\Pi_{k, \mu}^{N, n}=\frac{1}{s^{N+1+\mu}} \cdot \frac{d^{n+k}}{d s^{n+k}} \cdot \frac{1}{s} \cdot \frac{d^{N-n}}{d s^{N-n}} \cdot s^{N+1}
$$
the authors Mboub, Join and Fliess (see [34, 35]) obtained non asymptotic estimations of the $n^{\text {th }}$ order derivative of $x(t)$. These expressions are based on iterated integrals of a polynomial multiplied by the noisy observation signal. They depend on four parameters $k, \mu, N, T$ as follows:
\[

$$
\begin{equation*}
\tilde{x}_{t_{0 \pm}}^{(n)}(k, \mu, \pm T, N)=\int_{0}^{1} p_{k, \mu, \pm T, n, N}(\tau) y\left( \pm T \tau+t_{0}\right) d \tau \tag{2}
\end{equation*}
$$

\]

where $\tilde{x}_{t_{0-}}^{(n)}(k, \mu,-T, N)$ is the causal estimator, $\tilde{x}_{t_{0+}}^{(n)}(k, \mu, T, N)$ is the anti-causal estimator respectively and $p_{k, \mu, \pm T, n, N}$ are polynomials. If the noisy function $y$ is integrable in (2), then by applying a change of variables in (2): $\pm T \tau+t_{0} \rightarrow \tau$, we obtain a Fredholm integral equation of the first kind where the variables of the kernel are $\tau$ and $t_{0}$. A similar formula is shown in [9] where the numerical differentiation method is equivalent to solving a particular Fredholm integral equation of the first kind by applying the Tikhonov regularization method, and the solution considered as a derivative estimator is also an integral estimator. The hypothesis on the noise is more general in the estimations defined in (2) than the one used in [9] and in [32] where the noise is assumed to be bounded. However, in [32] where the Tikhonov regularization method is also employed, the author studies the case for unstructured and noisy data in a d-dimension space, which is out of the scope of this paper.

Moreover, it was shown that the estimations defined in (2) can be viewed as an affine combination of minimal estimations obtained for the Taylor series truncation at order $n$ (with $n<N$ ):

$$
\begin{equation*}
\tilde{x}_{t_{0 \pm}}^{(n)}(k, \mu, \pm T, N)=\sum_{l=0}^{N-n} \lambda_{l} \tilde{x}_{t_{0 \pm}}^{(n)}\left(k_{l}, \mu_{l}, \pm T, n\right), \quad \lambda_{l} \in \mathbb{Q} . \tag{3}
\end{equation*}
$$

It was shown that if $\lambda_{l} \in \mathbb{R}$, then $\tilde{x}_{t_{0 \pm}}^{(n)}(k, \mu, \pm T, N)$ give us general formulas of causal estimator and anti-causal estimator, which correspond to the projections of the noisy signal into the Jacobi polynomial basis. For these estimators, there are two sources of error: the bias term errors which comme from the truncation of the Taylor series expansion, and the noise error contributions. The bias terms error can be significantly reduced by allowing the estimated signal to be shifted by a small delay $T \xi$, where $\xi$ is the smallest root of a given Jacobi polynomial. However, if one wants to minimize the noise error contributions, then one has to select the $\lambda_{l}$ being equal to the inverse of the difference $N-n+1$. Thus, the set of parameters has to be selected to achieve a compromise between reducing the bias term and reducing the noise error contribution. Nevertheless, a weakness of the above method was a lack of any error analysis, while they were being implemented in practice. Thus one aim of this paper is to provide a guide to parameters selection in order to achieve this compromise.

The paper is organized as follows:
Section 2 gives a general smoothness assumption on the signal $x$ of which successive derivative has to be estimated. Using a truncation of the Taylor expansion of an affine combination of $x$ (to be replaced after by the noisy measured signal), a time dependent signal is obtained to be used for the computation of the desired estimation. Then, this signal is passed to the operational domain by using Laplace Transform. A general differential operator parameterized by a set is applied with an elimination technic in order to obtain, in the time domain, an integral estimator of the $n^{\text {th }}$ order derivative of $x$. Sufficient and necessary conditions on the set of parameters involved in these operators are given to obtain such an annihilator and it is proven that such set of parameters is non empty. Let us stress that such technics are rooted in [34, 35], thus Section 3 firstly recalls the minimal estimators and the affine estimators introduced by M. MBoup, C. Join and M. Fliess in [34, 35]. For such estimators lower bounds and upper bounds for the bias term error are given. In order to reduce the bias term error, two new families of central estimators are given. Section 4 is devoted to the error analysis. This error is due to the noise, the numerical approximations of the integrals and the order of truncation of the Taylor expansion. The noise is assumed to be a sequence of independent random variables with the same expected value and the same variance. Thus the noise error contribution for the proposed estimators can be given thanks to the numerical integration method. Moreover, with the knowledge of the expected value and the variance of the noise and according to the Bienaymé-Chebyshev inequality, a lower bound and an upper bound for discrete noise error contribution are obtained. In particular, the exact expressions of the bounds for the noise error contributions are given for the first order derivative estimators in the case of a gaussian white noise. Section 5 compares the obtained estimators with some of the existing numerical differentiation methods, such as the averaged finite difference schemes and Savitzky-Golay differentiation scheme. For this, two criterions are used: the integral of the error square and the classical $S N R$.

## 2 Preliminaries

Let us start with $y(t)=x(t)+\varpi(t)$ a noisy observation on a finite time open interval $I \subset \mathbb{R}^{+}$of a real valued smooth signal $x$, the successive derivatives of which we want to estimate, and $\varpi(t)$ denotes a noise. Let $n \in \mathbb{N}$, we are going to estimate the $n^{\text {th }}$ order derivative of $x$.

### 2.1 Operational domain

Let us ignore the noise $\varpi(t)$ for the moment. Assume that $x(t)$ is an analytic function on $I$. For $t_{0} \in I$, let us introduce the following function

$$
\begin{equation*}
X(t)=\sum_{i=0}^{L} a_{i} x\left(t_{0}+\beta_{i} t\right) \tag{4}
\end{equation*}
$$

where $L \in \mathbb{N}$, $a_{i} \in \mathbb{R}^{*}, \beta_{i} \in \mathbb{R}^{*}, \beta_{0}<\beta_{1}<\cdots<\beta_{L}$ and $t \in D:=\left\{t \in \mathbb{R}^{+} ; \forall i \in\{1, \ldots, L\}, t_{0}+\beta_{i} t \in I\right\}$. This analytic function $X(t)$ will be used to perform any derivatives estimations of $x$ at point $t_{0}$ in only one general framework. Actually, if all the $\beta_{i}<0$ (resp. $\beta_{i}>0$ ), then we will obtain causal estimators (resp. anti-causal estimators). In the other cases, we will obtain "finite difference" type estimators. Consequently, $X(t)$ is also an analytic function on $D$. The Taylor series expansion of $X$ at $t_{0}$ is given by

$$
\begin{equation*}
\forall t \in D, X(t)=\sum_{i=0}^{L} a_{i} \sum_{j=0}^{+\infty} \frac{\left(\beta_{i} t\right)^{j}}{j!} x^{(j)}\left(t_{0}\right) . \tag{5}
\end{equation*}
$$

For $N \in \mathbb{N} \geq n$, we consider the following truncated Taylor series expansion of $X$ on $\mathbb{R}^{+}$:

$$
\begin{equation*}
\forall t \in \mathbb{R}^{+}, X_{N}(t)=\sum_{i=0}^{L} a_{i} \sum_{j=0}^{N} \frac{\left(\beta_{i} t\right)^{j}}{j!} x^{(j)}\left(t_{0}\right)=\sum_{j=0}^{N}\left(\sum_{i=0}^{L} a_{i} \beta_{i}^{j}\right) \frac{t^{j}}{j!} x^{(j)}\left(t_{0}\right) \tag{6}
\end{equation*}
$$

Since $X_{N}$ is a polynomial defined on $\mathbb{R}^{+}$of degree $N$, we can apply the Laplace transform to (6) ( $s$ being the Laplace variable):

$$
\begin{equation*}
\hat{X}_{N}(s)=\sum_{j=0}^{N} c_{j} s^{-(j+1)} x^{(j)}\left(t_{0}\right) \tag{7}
\end{equation*}
$$

where $\hat{X}_{N}(s)$ is the Laplace transform of $X_{N}(t), c_{j}=\sum_{i=0}^{L} a_{i} \beta_{i}^{j}$, and $c_{n}$ is supposed to be different from zero.
In all the sequel, the Laplace transform of a signal $u(t)$ will be denoted by $\hat{u}(s)$. To simplify the notation, the $\operatorname{argument} s$ will be dropped and we write it as $\hat{u}$ for short.

### 2.2 Annihilators

The basic step towards the estimation of $x^{(n)}(t)$, for $t \geq 0$, is the estimation of the coefficient $x^{(n)}\left(t_{0}\right)$ from the observation $y(t)$. All the terms $c_{j} s^{-(j+1)} x^{(j)}\left(t_{0}\right)$ in (7) with $j \neq n$, are consequently considered as undesired terms which we proceed to annihilate. For this, it suffices to find a linear differential operator of the form

$$
\begin{equation*}
\Pi=\sum_{\text {finite }}\left(\prod_{\text {finite }} \varrho_{l}(s) \frac{d^{l}}{d s^{l}}\right), \quad \varrho_{l}(s) \in \mathbb{C}(s), \tag{8}
\end{equation*}
$$

such that

$$
\begin{equation*}
\Pi\left(\hat{X}_{N}(s)\right)=\varrho(s) x^{(n)}\left(t_{0}\right) \tag{9}
\end{equation*}
$$

for some rational function $\varrho(s) \in \mathbb{C}(s)$. Such a linear differential operator is subsequently called an annihilator for $x^{(n)}\left(t_{0}\right)$ (see [35]).

When the sum in (8) is reduced to a single term, we obtain a particular case of such linear differential operator which is a finite product of length $\Theta \in \mathbb{N}$. If for all indexes $l$, the rational function $\varrho_{l}(s)$ is of the following form $\varrho_{l}(s)=\frac{1}{s^{m_{l}}}$, then the linear differential operator defined by (8) can be parameterized by the set $E=\left\{\left(n_{l}, m_{l}\right)\right\}_{l=1}^{\Theta}$ :

$$
\begin{equation*}
\Pi_{E}=\prod_{l=1}^{\Theta} \frac{1}{s^{m_{l}}} \frac{d^{n_{l}}}{d s^{n_{l}}}=\frac{1}{s^{m_{1}}} \frac{d^{n_{1}}}{d s^{n_{1}}} \cdots \frac{1}{s^{m_{\Theta}}} \frac{d^{n_{\Theta}}}{d s^{n_{\Theta}}} \tag{10}
\end{equation*}
$$

Note that $m_{l} \in \mathbb{Z}^{*}$ for $l=1, \ldots, \Theta$, and $n_{l} \in \mathbb{N}^{*}$ for $l=1, \ldots, \Theta-1$, except for $n_{\Theta} \in \mathbb{N}$. For such an operator, in the following proposition, we are going to obtain explicitly the value of $\Pi_{E}\left(\hat{X}_{N}(s)\right)$, where $\hat{X}_{N}(s)$ is defined by (7). We also give conditions on the integers $m_{l}$ and $n_{l}$, such that $\Pi_{E}$ preserves only the $x^{(n)}\left(t_{0}\right)$ term such as the case in (9).

Proposition 2.1 Let $\hat{X}_{N}(s)$ be defined by (7) and $\Pi_{E}$ be the linear differential operator defined by (10). If $E$ satisfies the following conditions:
(C1): $\forall l \in\{1, \ldots, \Theta-1\}:$ either $n+1+r_{l}>0$ or $n+1+r_{l} \leq-n_{l}$ is true,
(C2): for each $j \in \mathbf{J}=\left\{k ; k \in\{0, \ldots, n-1, n+1, \ldots, N\}, c_{k} x^{(k)}\left(t_{0}\right) \neq 0\right\}$, there exists a $l_{j} \in\{1, \ldots, \Theta-1\}$, such that $0 \leq-(j+1)-r_{l_{j}}<n_{l_{j}}$,
with $r_{l}=\sum_{i=l+1}^{\Theta} n_{i}+m_{i}$ for $l=0, \ldots, \Theta-1$ and $r_{\Theta}=0$. Then $\Pi_{E}$ is an annihilator and

$$
\begin{equation*}
\Pi_{E}\left(\hat{X}_{N}(s)\right)=c_{n} x^{(n)}\left(t_{0}\right) \frac{\hat{c}}{s^{n+1+r_{0}}}, \tag{11}
\end{equation*}
$$

where $\hat{c}=\prod_{l=1}^{\Theta} \hat{c}_{l}$, with

$$
\hat{c}_{l}= \begin{cases}\frac{(-1)^{n_{l}}\left(n_{l}+n+r_{l}\right)!}{\left(n+r_{l}\right)!}, & \text { if } n+1+r_{l}>0,  \tag{12}\\ \frac{\left(\left|n+1+r_{l}\right|\right)!}{\left(\left|n+1+r_{l}\right|-n_{l}\right)!}, & \text { if } n+1+r_{l} \leq-n_{l}\end{cases}
$$

Moreover, if $c_{n} x^{(n)}\left(t_{0}\right) \neq 0$, then the conditions (C1) and (C2) are also necessary.
Remark 1 The condition (C2) is used to annihilate all the undesired terms: $c_{j} s^{-(j+1)} x^{(j)}\left(t_{0}\right)$ in (7) for all $j \in \mathbf{J}$, and the condition (C1) is used to keep the term $c_{n} s^{-(n+1)} x^{(n)}\left(t_{0}\right)$. A similar technic was used in [23] in order to estimate the $n^{\text {th }}$ order derivative of a smooth function $x$. The Taylor series expansions at a point $t_{0}$ in different intervals for $x$ were given. Then an affine combination of these series could annihilate all the undesired terms which contain $x^{(i)}\left(t_{0}\right)$ for $i<n$. All the remainder terms which contain $x^{(i)}\left(t_{0}\right)$ for $i>n$ were considered as a bias term error. However, no error analysis was conducted in [23].

Proof: By applying the linear differential operator as defined by (10) to the right hand side of (7), one obtains

$$
\Pi_{E}\left(\sum_{j=0}^{N} c_{j} s^{-(j+1)} x^{(j)}\left(t_{0}\right)\right)=\sum_{j=0}^{N} c_{j} x^{(j)}\left(t_{0}\right) \Pi_{E}\left(s^{-(j+1)}\right)
$$

- Sufficiency: The computation is divided into two parts: one concerning the term $\Pi_{E}\left(s^{-(j+1)}\right)$ with $j=n$, and one concerning the others with $j \neq n$. We will show that the annihilator kills these terms with $j \neq n$. Recall firstly the following formula: for $k \in \mathbb{N}$ and $m \in \mathbb{Z}^{*}, \frac{d^{k}\left(s^{m}\right)}{d s^{k}}$ is given by

$$
\begin{align*}
\frac{m!}{(m-k)!} s^{m-k} & \text { if } 0 \leq k<m  \tag{13a}\\
0 & \text { if } 0 \leq m<k  \tag{13b}\\
\frac{(-1)^{k}(k-m-1)!}{(-m-1)!} s^{m-k} & \text { if } m<0 \leq k \tag{13c}
\end{align*}
$$

$\underline{\text { Computation of } \Pi_{E}\left(s^{-(n+1)}\right) \text { : By induction, we want to prove that: }}$

$$
\begin{equation*}
\prod_{l=J}^{\Theta} \frac{1}{s^{m_{l}}} \frac{d^{n_{l}}}{d s^{n_{l}}} s^{-(n+1)}=\frac{1}{s^{n+1+r_{J-1}}} \prod_{l=J}^{\Theta} \hat{c}_{l} \tag{14}
\end{equation*}
$$

holds for any $J \in\{1, \ldots, \Theta\}$, where $\hat{c}_{l}=\frac{(-1)^{n_{l}}\left(n_{l}+n+r_{l}\right)!}{\left(n+r_{l}\right)!}$, if $n+1+r_{l}>0$, and $\hat{c}_{l}=\frac{\left(\left|n+1+r_{l}\right|\right)!}{\left(\left|n+1+r_{l}\right|-n_{l}\right)!}$, if $n+1+r_{l} \leq-n_{l}$. Initial step: when $J=\Theta$, using (13c) one obtains

$$
\begin{equation*}
\frac{1}{s^{m_{\Theta}}} \frac{d^{n_{\Theta}}}{d s^{n_{\Theta}}} s^{-(n+1)}=\frac{\hat{c}_{\Theta}}{s^{n+1+r_{\Theta-1}}}, \quad \text { with } \hat{c}_{\Theta}=\frac{(-1)^{n_{\Theta}}\left(n_{\Theta}+n\right)!}{n!} \tag{15}
\end{equation*}
$$

Assume now that (14) holds for $1<J \leq \Theta$, this leads to

$$
\prod_{l=J-1}^{\Theta} \frac{1}{s^{m_{l}}} \frac{d^{n_{l}}}{d s^{n_{l}}} s^{-(n+1)}=\frac{1}{s^{m_{J-1}}} \frac{d^{n_{J-1}}}{d s^{n_{J-1}}} \cdot \frac{1}{s^{n+1+r_{J-1}}} \prod_{l=J}^{\Theta} \hat{c}_{l} .
$$

We distinguish now the two following cases in condition (C1):

1. If $n+1+r_{J-1}>0$, then using (13c) yields

$$
\prod_{l=J-1}^{\Theta} \frac{1}{s^{m_{l}}} \frac{d^{n_{l}}}{d s^{n_{l}}} s^{-(n+1)}=\frac{1}{s^{n+1+r_{J-2}}} \prod_{l=J-1}^{\Theta} \hat{c}_{l}, \text { with } \hat{c}_{J-1}=\frac{(-1)^{n_{J-1}}\left(n_{J-1}+n+r_{J-1}\right)!}{\left(n+r_{J-1}\right)!}
$$

2. If $n+1+r_{J-1} \leq-n_{J-1}$, then using (13a) yields

$$
\prod_{l=J-1}^{\Theta} \frac{1}{s^{m_{l}}} \frac{d^{n_{l}}}{d s^{n_{l}}} s^{-(n+1)}=\frac{1}{s^{n+1+r_{J-2}}} \prod_{l=J-1}^{\Theta} \hat{c}_{l}, \text { with } \hat{c}_{J-1}=\frac{\left(\left|n+1+r_{J-1}\right|\right)!}{\left(\left|n+1+r_{J-1}\right|-n_{J-1}\right)!}
$$

Consequently, we can conclude that (14) is true for $J-1$. Thus by induction, (14) is true for any $J \in\{1, \ldots, \Theta\}$. $\underline{\text { Computation of } \Pi_{E}\left(s^{-(j+1)}\right), j \in \mathbf{J}:}$

For any $l_{j} \in\{1, \ldots, \Theta-1\}$, we have

$$
\prod_{l=l_{j}+1}^{\Theta} \frac{1}{s^{m_{l}}} \frac{d^{n_{l}}}{d s^{n_{l}}} s^{-(j+1)}=\frac{\tilde{c}_{l_{j}}}{s^{j+1+r_{l_{j}}}}, \text { with } \tilde{c}_{l_{j}} \in \mathbb{Q}
$$

From condition ( $C 2$ ), we know that $0 \leq-(j+1)-r_{l_{j}}<n_{l_{j}}$, then we obtain

$$
\begin{equation*}
\Pi_{E}\left(s^{-(j+1)}\right)=\frac{d^{n_{l_{j}}}}{d s^{n_{l_{j}}}}\left(\prod_{l=l_{j}+1}^{\Theta} \frac{1}{s^{m_{l}}} \frac{d^{n_{l}}}{d s^{n_{l}}} s^{-(j+1)}\right)=0 \tag{16}
\end{equation*}
$$

Finally, we conclude that

$$
\Pi_{E}\left(\sum_{j=0}^{N} c_{j} s^{-(j+1)} x^{(j)}\left(t_{0}\right)\right)=c_{n} x^{(n)}\left(t_{0}\right) \Pi_{E}\left(s^{-(n+1)}\right)=c_{n} x^{(n)}\left(t_{0}\right) \frac{\hat{c}}{s^{n+1+r_{0}}}
$$

Thus, we have shown that conditions $(C 1)$ and $(C 2)$ are sufficient conditions for (11) to hold.

- Necessity: We are going to prove that the conditions $(C 1)$ and $(C 2)$ are also necessary as soon as $c_{n} x^{(n)}\left(t_{0}\right) \neq 0$.

To do so, let us assume that (11) is true, then

$$
\begin{equation*}
\sum_{j=0}^{N} c_{j} x^{(j)}\left(t_{0}\right) \Pi_{E}\left(s^{-(j+1)}\right)=c_{n} x^{(n)}\left(t_{0}\right) \frac{\hat{c}}{s^{n+1+r_{0}}} \tag{17}
\end{equation*}
$$

Using similar calculations leading to (14), we obtain (without using conditions ( $C 1$ ) and ( $C 2$ )) : for $0 \leq j \leq N$, $\Pi_{E}\left(s^{-(j+1)}\right)=\frac{\bar{c}_{j}}{s^{j+1+r_{0}}}$, with $\bar{c}_{j} \in \mathbb{Q}$. Thus, (17) becomes

$$
\begin{equation*}
\forall s \in \mathbb{C} \text { with } \Re(s)>0, \quad \sum_{j \in \mathbf{J}} c_{j} x^{(j)}\left(t_{0}\right) \frac{\bar{c}_{j}}{s^{j+1+r_{0}}}+c_{n} x^{(n)}\left(t_{0}\right) \frac{\hat{c}-\bar{c}_{n}}{s^{n+1+r_{0}}}=0 \tag{18}
\end{equation*}
$$

Therefore, it can be seen that $c_{n} x^{(n)}\left(t_{0}\right)\left(\hat{c}-\bar{c}_{n}\right)=0$ and $c_{j} x^{(j)}\left(t_{0}\right) \bar{c}_{j}=0$ for all $j \in \mathbf{J}$. As $c_{j} x^{(j)}\left(t_{0}\right) \neq 0$ for all $j \in \mathbf{J} \cup\{n\}$, we have $\hat{c}=\bar{c}_{n}$ and $\bar{c}_{j}=0$ for all $j \in \mathbf{J}$. Consequently, $\Pi_{E}\left(s^{-(n+1)}\right)=\frac{\hat{c}}{s^{n+1+r_{0}}}$ and $\Pi_{E}\left(s^{-(j+1)}\right)=0$ for all $j \in \mathbf{J}$. Since $\Pi_{E}\left(s^{-(n+1)}\right) \neq 0, s^{-(n+1)}$ is not annihilated after each derivation, we can conclude that $\forall l \in\{1, \ldots, \Theta-1\}$, either $n+1+r_{l}>0$ or $n+1+r_{l} \leq-n_{l}$ is true. On the other hand, $s^{-(j+1)}$ is annihilated for all $j \in \mathbf{J}$. Hence, there exists a $l_{j} \in\{1, \ldots, \Theta-1\}$, such that $0<-(j+1)-r_{l_{j}}<n_{l_{j}}$.

In the following proposition, we will give some new conditions on the set $E$ such that in the time domain the estimator of $x^{(n)}\left(t_{0}\right)$ only depends on a unique integral of the measured signal. Before doing so, we propose the following lemma.

Lemma 2.2 Let $\hat{f}$ be the Laplace transform of an analytic function $f$ defined by $\mathbb{R}^{+}$and $\Pi_{E}$ be an operator defined by (10). We split each $m_{l}$ into two terms: $m_{l}=\hat{m}_{l}+\bar{m}_{l}$ with $\hat{m}_{l} \in \mathbb{Z}^{*}$ and $\bar{m}_{l} \in \mathbb{Z}$ for $l=1, \cdots, \Theta$. Let $\mathbf{j}=\left(j_{1}, \ldots, j_{\Theta}\right)$ be a multi-index of length $\Theta$ and $\bar{E}_{\mathbf{j}}=\left\{\left(n_{l}-j_{l}, \bar{m}_{l}\right)\right\}_{l=1}^{\Theta}$ be a subset of $\mathbb{N} \times \mathbb{Z}$, then $\Pi_{E}$ can be written as follow

$$
\begin{equation*}
\Pi_{E}(\hat{f}(s))=\sum_{j_{\Theta}=0}^{I_{\Theta}} \cdots \sum_{j_{1}=0}^{I_{1}} C_{1} \frac{1}{s^{\gamma_{1}}} \Pi_{\bar{E}_{\mathbf{j}}}(\hat{f}(s)) \tag{19}
\end{equation*}
$$

where $\gamma_{l}=\sum_{i=l}^{\Theta} \hat{m}_{i}+j_{i}$ and $C_{l}=\prod_{i=l}^{\Theta} e_{j_{i}}$ for $l=1, \cdots, \Theta$. The values

$$
e_{j_{l}}=\left\{\begin{array}{ll}
\binom{n_{l}}{j_{l}} \frac{(-1)^{j_{l}}\left(j_{l}+\gamma_{l+1}-1\right)!}{\left(\gamma_{+1}-1-1\right)!}, & \text { if } \gamma_{l+1}>0, \\
\binom{n_{l}}{j_{l}} \frac{\left|\gamma_{l+1}\right|!}{\left(\left|\gamma_{l+1}\right|-j_{l}\right)!}, & \text { else, }
\end{array} \quad \text { and } \quad I_{l}= \begin{cases}n_{l}, & \text { if } \gamma_{l+1}>0, \\
\min \left(n_{l},\left|\gamma_{l+1}\right|\right), & \text { else, }\end{cases}\right.
$$

for $l=1, \cdots, \Theta-1$. For $l=\Theta$ we have $I_{\Theta}=0, e_{j_{\Theta}}=1$.
Remark 2 Here $\Pi_{\bar{E}_{j}}$ is an operator that can or not be also an annihilator. The criterion is that (9) holds for some $\rho(s)$.
Proof: We are going to prove the following relation by induction: for $J=1, \cdots, \Theta$,

$$
\begin{equation*}
\prod_{l=J}^{\Theta} \frac{1}{s^{m_{l}}} \frac{d^{n_{l}}}{d s^{n_{l}}}(\hat{f}(s))=\sum_{j_{\Theta}=0}^{I_{\Theta}} \cdots \sum_{j_{J}=0}^{I_{J}} C_{J} \frac{1}{s^{\gamma_{J}}} \prod_{l=J}^{\Theta} \frac{1}{s^{\bar{m}_{l}}} \frac{d^{n_{l}-j_{l}}}{d s^{n_{l}-j_{l}}}(\hat{f}(s)) \tag{20}
\end{equation*}
$$

$\underline{\text { Initial step: }}$ For $J=\Theta$, we have

$$
\frac{1}{s^{m_{\Theta}}} \frac{d^{n_{\Theta}}}{d s^{n_{\Theta}}}(\hat{f}(s))=\frac{1}{s^{\hat{m}_{\Theta}}} \frac{1}{s^{\bar{m}_{\ominus}}} \frac{d^{n_{\Theta}}}{d s^{n_{\Theta}}}(\hat{f}(s)) .
$$

Hence, the relation (20) is true for $J=\Theta$ with $I_{\Theta}=0, C_{\Theta}=e_{j_{\Theta}}=1$ and $\gamma_{\Theta}=\hat{m}_{\Theta}$.
Now assume that the relation (20) is true for $1<J \leq \Theta$, this leads to

$$
\begin{aligned}
\prod_{l=J-1}^{\Theta} \frac{1}{s^{m_{l}}} \frac{d^{n_{l}}}{d s^{n_{l}}}(\hat{f}(s)) & =\frac{1}{s^{m_{J-1}}} \frac{d^{n_{J-1}}}{d s^{n_{J-1}}} \cdot\left(\sum_{j_{\Theta}=0}^{I_{\Theta}} \cdots \sum_{j_{J}=0}^{I_{J}} C_{J} \frac{1}{s^{\gamma_{J}}} \prod_{l=J}^{\Theta} \frac{1}{s^{\bar{m}_{l}}} \frac{d^{n_{l}-j_{l}}}{d s^{n_{l}-j_{l}}}(\hat{f}(s))\right) \\
& =\sum_{j_{\Theta}=0}^{I_{\Theta}} \cdots \sum_{j_{J}=0}^{I_{J}} C_{J} \frac{1}{s^{m_{J-1}}} \frac{d^{n_{J-1}}}{d s^{n_{J-1}}} \cdot\left(\frac{1}{s^{\gamma_{J}}} \prod_{l=J}^{\Theta} \frac{1}{s^{\bar{m}_{l}}} \frac{d^{n_{l}-j_{l}}}{d s^{n_{l}-j_{l}}}(\hat{f}(s))\right) \\
& =\sum_{j_{\Theta}=0}^{I_{\Theta}} \cdots \sum_{j_{J}=0}^{I_{J}} C_{J} \frac{1}{s^{m_{J-1}}} \sum_{j_{J-1}=0}^{n_{J-1}}\binom{n_{J-1}}{j_{J-1}} \frac{d^{j_{J-1}}}{d s^{j_{J-1}}}\left(\frac{1}{s^{\gamma_{J}}}\right) \frac{d^{n_{J-1}-j_{J-1}}}{d s^{n_{J-1}-j_{J-1}}}\left(\prod_{l=J}^{\Theta} \frac{1}{s^{\bar{m}_{l}}}(\hat{f}(s))\right)
\end{aligned}
$$

If $\gamma_{J}>0$, we obtain

$$
\begin{aligned}
& \prod_{l=J-1}^{\Theta} \frac{1}{s^{m_{l}}} \frac{d^{n_{l}}}{d s^{n_{l}}}(\hat{f}(s)) \\
= & \sum_{j_{\ominus}=0}^{I_{\ominus}} \cdots \sum_{j_{J}=0}^{I_{J}} C_{J} \sum_{j_{J-1}=0}^{n_{J-1}}\binom{n_{J-1}}{j_{J-1}} \frac{(-1)^{j_{J-1}}\left(j_{J-1}+\gamma_{J}-1\right)!}{\left(\gamma_{J}-1\right)!} \frac{1}{s^{m_{J-1}+\gamma_{J}+j_{J-1}}} \frac{d^{n_{J-1}-j_{J-1}}}{d s^{n_{J-1}-j_{J-1}}}\left(\prod_{l=J}^{\Theta} \frac{1}{s^{\overline{m_{l}^{l}}}} \frac{d^{n_{l}-j_{l}}}{d s^{n_{l}-j_{l}}}(\hat{f}(s))\right) \\
= & \sum_{j_{\ominus}=0}^{I_{\ominus}} \cdots \sum_{j_{J-1}=0}^{I_{J-1}} C_{J-1} \frac{1}{s^{\gamma_{J-1}}} \prod_{l=J-1}^{\Theta} \frac{1}{s^{\overline{m_{l}^{l}}}} \frac{d^{n_{l}-j_{l}}}{d s^{n_{l}-j_{l}}}(\hat{f}(s)),
\end{aligned}
$$

where $I_{J-1}=n_{J-1}, C_{J-1}=C_{J} \cdot e_{j_{J-1}}, e_{j_{J-1}}=\binom{n_{J-1}}{j_{J}-1} \frac{(-1)^{j_{J-1}\left(j_{J-1}+\gamma_{J}-1\right)!}}{\left(\gamma_{J}-1\right)!}$ and $\gamma_{J-1}=\gamma_{J}+\hat{m}_{J-1}+j_{J-1}=$ $\sum_{i=J-1}^{\ominus} \hat{m}_{i}+j_{i}$.

If $\gamma_{J} \leq 0$, we obtain

$$
\begin{aligned}
& \prod_{l=J-1}^{\Theta} \frac{1}{s^{m_{l}}} \frac{d^{n_{l}}}{d s^{n_{l}}}(\hat{f}(s)) \\
= & \sum_{j_{\ominus}=0}^{I_{\ominus}} \cdots \sum_{j_{J}=0}^{I_{J}} C_{J} \sum_{j_{J-1}=0}^{\min \left(n_{J-1}, \gamma_{J} \mid\right)}\binom{n_{J-1}}{j_{J-1}} \frac{\left|\gamma_{J}\right|!}{\left(\left|\gamma_{J}\right|-j_{J-1}\right)!} \frac{1}{s^{m_{J-1}+\gamma_{J}+j_{J-1}}} \frac{d^{n_{J-1}-j_{J-1}}}{d s^{n_{J-1}-j_{J-1}}}\left(\prod_{l=J}^{\Theta} \frac{1}{s^{m_{l}}} \frac{d^{n_{l}-j_{l}}}{d s^{n_{l}-j_{l}}}(\hat{f}(s))\right) \\
= & \sum_{j_{\ominus}=0}^{I_{\ominus}} \cdots \sum_{j_{J-1}=0}^{I_{J-1}} C_{J-1} \frac{1}{s^{\gamma_{J-1}}} \prod_{l=J-1}^{\Theta} \frac{1}{s^{\overline{m_{l}^{l}}}} \frac{d^{n_{l}-j_{l}}}{d s^{n_{l}-j_{l}}}(\hat{f}(s)),
\end{aligned}
$$

where $I_{J-1}=\min \left(n_{J-1},\left|\gamma_{J}\right|\right), C_{J-1}=C_{J} \cdot e_{j_{J-1}}, e_{j_{J-1}}=\binom{n_{J-1}}{j_{J-1}} \frac{\gamma_{\gamma^{\prime}}!}{\left(\gamma_{J}-j_{J-1}\right)!}$ and $\gamma_{J-1}=\gamma_{J}+\hat{m}_{J-1}+j_{J-1}=$ $\sum_{i=J-1}^{\ominus} \hat{m}_{i}+j_{i}$.

Consequently, we can conclude that the relation (20) is true for $J-1$. Thus by induction, (20) is true for any $J \in\{1, \ldots, \Theta\}$. Hence, (19) holds with $J=1$.

Proposition 2.3 Let $\hat{X}_{N}(s)$ be defined by (7) and the annihilator $\Pi_{E}$ be defined by (10), where the $m_{l}$ satisfies the following condition (C3): $\sum_{l=1}^{\ominus} m_{l} \geq 1$. Then it yields

$$
\begin{equation*}
\mathcal{L}^{-1}\left\{\Pi_{E}\left(\hat{X}_{N}(s)\right)\right\}(t)=\int_{0}^{t} p_{t, \Theta}(\tau) X_{N}(\tau) d \tau \tag{21}
\end{equation*}
$$

where $p_{t, \Theta}(\tau)=\sum_{j_{\Theta}=0}^{I_{\Theta}} \cdots \sum_{j_{1}=0}^{I_{1}} C_{1} \frac{(-1)^{N_{\Theta}}}{\left(\gamma_{1}-1\right)!}(t-\tau)^{\gamma_{1}-1} \tau^{N_{\Theta}}$ with $N_{\Theta}=\sum_{l=1}^{\Theta} n_{l}-j_{l}, I_{l}$ for $l=1, \cdots, \Theta, C_{1}$ and $\gamma_{1}$ have been defined in Lemma 2.2.
Proof: In Lemma 2.2 we set $\bar{m}_{l}=0$ for $l=1, \cdots, \Theta$ and $f=X_{N}$. As $m_{l}=\hat{m}_{l}$ for $l=1, \cdots, \Theta$, we have

$$
\begin{equation*}
\Pi_{E}\left(\hat{X}_{N}(s)\right)=\sum_{j_{\ominus}=0}^{I_{\ominus}} \cdots \sum_{j_{1}=0}^{I_{1}} C_{1} \frac{1}{s^{\gamma_{1}}} \frac{d^{N_{\ominus}}}{d s^{N_{\ominus}}}\left(\hat{X}_{N}(s)\right) . \tag{22}
\end{equation*}
$$

Since $\gamma_{1}=\sum_{l=1}^{\Theta} m_{l}+j_{l}$, condition (C3) implies that we have $\min _{0 \leq j_{l} \leq I_{l}} \gamma_{1} \geq \sum_{l=1}^{\Theta} m_{l} \geq 1$, for all $l \in\{1, \cdots, \Theta\}$. Using
the classical rules of operational calculus, we get

$$
\begin{aligned}
\mathcal{L}^{-1}\left\{\Pi_{E}\left(\hat{X}_{N}(s)\right)\right\}(t) & =\sum_{j_{\Theta}=0}^{I_{\Theta}} \cdots \sum_{j_{1}=0}^{I_{1}} C_{1} \mathcal{L}^{-1}\left\{\frac{1}{s^{\gamma_{1}}} \frac{d^{N_{\Theta}}}{d s^{N_{\Theta}}}\left(\hat{X}_{N}(s)\right)\right\}(t) \\
& =\sum_{j_{\ominus}=0}^{I_{\Theta}} \cdots \sum_{j_{1}=0}^{I_{1}} C_{1} \frac{(-1)^{N_{\Theta}}}{\left(\gamma_{1}-1\right)!} \int_{0}^{t}(t-\tau)^{\gamma_{1}-1} \tau^{N_{\Theta}} X_{N}(\tau) d \tau
\end{aligned}
$$

Corollary 1 Let us consider the annihilator $\Pi_{E}$ defined by (10) where the set $E$ satisfies conditions ( $\left.C 1\right)$ and (C2) of Proposition 2.1 and condition ( $C 3$ ) of Proposition 2.3. Then an estimator of $x^{(n)}\left(t_{0}\right)$ is given by:

$$
\begin{equation*}
\tilde{x}^{(n)}\left(t_{0}\right)=\frac{\left(r_{0}+n\right)!}{c_{n} \hat{c} T^{r_{0}+n}} \sum_{i=0}^{L} a_{i} \int_{0}^{T} p_{T, \Theta}(\tau) y\left(t_{0}+\beta_{i} \tau\right) d \tau \tag{23}
\end{equation*}
$$

where $T \in D, \hat{c}$ is defined by (12), $r_{0}=\sum_{l=1}^{\Theta} m_{l}+n_{l}$ and the polynomial $p_{T, \Theta}$ is defined in Proposition 2.3.
By writing $R_{N}(t)=x(t)-x_{N}(t)$ and $y(t)=x_{N}(t)+R_{N}(t)+\varpi(t)$, we can obtain from (23) that

$$
\begin{align*}
\tilde{x}^{(n)}\left(t_{0}\right) & =\frac{\left(r_{0}+n\right)!}{c_{n} \hat{c} T^{r_{0}+n}} \sum_{i=0}^{L} a_{i} \int_{0}^{T} p_{T, \Theta}(\tau)\left\{x_{N}\left(t_{0}+\beta_{i} \tau\right)+R_{N}\left(t_{0}+\beta_{i} \tau\right)+\varpi\left(t_{0}+\beta_{i} \tau\right)\right\} d \tau  \tag{24}\\
& =x^{(n)}\left(t_{0}\right)+e_{R_{N}}\left(t_{0}\right)+e_{\varpi}\left(t_{0}\right)
\end{align*}
$$

So the estimation is corrupted by two sources of errors: $e_{R_{N}}\left(t_{0}\right)$ the bias term coming from the truncation of the Taylor series expansion of the analytic signal $x$, and the noise error contribution $e_{\varpi}\left(t_{0}\right)$.

Proof of Corollary 1: We start by applying the annihilator $\Pi_{E}$ to the relation (7) and then to go back into the time domain.

Firstly, due to the linearity of $\mathcal{L}^{-1}$, we can apply Proposition 2.3 . This yields:

$$
\begin{equation*}
\mathcal{L}^{-1}\left\{\Pi_{E}\left(\hat{X}_{N}(s)\right)\right\}(t)=\int_{0}^{t} p_{t, \Theta}(\tau) X_{N}(\tau) d \tau \tag{25}
\end{equation*}
$$

Secondly, by applying the result of Proposition 2.1 to (7), we obtain

$$
\Pi_{E}\left(\sum_{j=0}^{N} c_{j} s^{-(j+1)} x^{(j)}\left(t_{0}\right)\right)=c_{n} x^{(n)}\left(t_{0}\right) \frac{\hat{c}}{s^{n+1+r_{0}}}
$$

As $r_{0}=\sum_{l=1}^{\Theta} n_{l}+m_{l} \geq \sum_{l=1}^{\Theta} m_{l} \geq 1\left(\right.$ condition $\left.\left(C_{3}\right)\right)$, then we can go back into the time domain and we have:

$$
\begin{equation*}
\mathcal{L}^{-1}\left\{\Pi_{E}\left(\sum_{j=0}^{N} c_{j} s^{-(j+1)} x^{(j)}\left(t_{0}\right)\right)\right\}=c_{n} \hat{c} x^{(n)}\left(t_{0}\right) \frac{t^{r_{0}+n}}{\left(r_{0}+n\right)!} \tag{26}
\end{equation*}
$$

Finally, since $c_{n} \neq 0$, we have

$$
\begin{equation*}
x^{(n)}\left(t_{0}\right)=\frac{\left(r_{0}+n\right)!}{c_{n} \hat{c} t^{r_{0}+n}} \int_{0}^{t} p_{t, \Theta}(\tau) X_{N}(\tau) d \tau, \text { with } t \in D \tag{27}
\end{equation*}
$$

Recall that $X_{N}(\tau)=\sum_{i=0}^{L} a_{i} x_{N}\left(t_{0}+\beta_{i} \tau\right)$, then by substituting $x_{N}(\cdot)$ by $y(\cdot)$ in (27) it yields

$$
\begin{equation*}
\tilde{x}^{(n)}\left(t_{0}\right)=\frac{\left(r_{0}+n\right)!}{c_{n} \hat{c} t^{r_{0}+n}} \sum_{i=0}^{L} a_{i} \int_{0}^{t} p_{t, \Theta}(\tau) y\left(t_{0}+\beta_{i} \tau\right) d \tau \tag{28}
\end{equation*}
$$

Here, the variable $t$ is the length of the estimation time interval. The equation (28) has therefore to be considered for fixed $t$, say $t=T \in D$.

Remark 3 The corresponding iterated time integrals in (23) are low pass filters which attenuate the corrupting noises, which are viewed as highly fluctuating phenomena (see [14] for more details).

Remark 4 Note that the noisy function $y$ may not be integrable in (23). This expression is only formal. Usually, the observation function $y$ is only known on discrete values. Hence, the integral in (23) will be approximated by a numerical integration method.
Remark 5 We can consider a new family of linear differential operators defined by (8), where $\Pi=\sum_{j=1}^{W} \rho_{j} \Pi_{E_{j}}$, with $W \in \mathbb{N}^{*}, \rho_{j} \in \mathbb{R}^{*}$ and $\Pi_{E_{j}}$ being defined by (10). Moreover, we assume that the set $E_{j}$ satisfies conditions (C1), (C2) and (C3). Such affine annihilators help us to estimate $x^{(n)}\left(t_{0}\right)$, which have the following integral form:

$$
\begin{equation*}
\tilde{x}^{(n)}\left(t_{0}\right)=\sum_{j=1}^{W} \frac{\left(r_{0}+n\right)!}{c_{n} \hat{C}_{W} T^{r_{0}+n}} \sum_{i=0}^{L} a_{i} \int_{0}^{T} p_{T, \Theta, j}(\tau) y\left(t_{0}+\beta_{i} \tau\right) d \tau \tag{29}
\end{equation*}
$$

where $\hat{C}_{W}=\sum_{j=1}^{W} \rho_{j} \hat{c}(j), \hat{c}(j)$ and each polynomial $p_{T, \Theta, j}$ defined by (23) is associated to $\Pi_{E_{j}}$.
We have given conditions on $E$ such that the linear differential operator defined by (10) gives an integral estimator. We will see in the following proposition that we can build some sets $E$ such that the conditions $(C 1),(C 2)$ and (C3) are satisfied.

Proposition 2.4 There exists the sets $E=\left\{\left(n_{l}, m_{l}\right)\right\}_{l=1}^{\Theta}$ for $\Theta \geq 3, \Theta \in \mathbb{N}$ that meet the conditions (C1) and (C2) given in Proposition 2.1 and the condition (C3) given in Proposition 2.3.

Proof: We are going to prove firstly that there exists the sets $E$ meeting the conditions $(C 1)$ and ( $C 2$ ) given in Proposition 2.1. Each of these sets can give us an annihilator by annihilating all the undesired terms: $c_{j} s^{-(j+1)} x^{(j)}\left(t_{0}\right)$ in (7) with $j \neq n$ and keeping the term $c_{n} s^{-(n+1)} x^{(n)}\left(t_{0}\right)$ at the same time. The construction of these sets depends on the way of annihilating the undesired terms, but in any case they can be found. We are going to give such a set.

In order to annihilate the undesired terms, it is necessary to let the degree of $s$ be positive. So, we can choose in particular $n_{\Theta}=0$ and $m_{\Theta}=-n$, we get
$\frac{1}{s^{m_{\Theta}}} \frac{d^{n_{\Theta}}}{d s^{n_{\Theta}}}\left(\sum_{j=0}^{N} c_{j} s^{-(j+1)} x^{(j)}\left(t_{0}\right)\right)=c_{0} s^{n-1} x\left(t_{0}\right)+\cdots+c_{n-1} x^{(n-1)}\left(t_{0}\right)+c_{n} s^{-1} x^{(n)}\left(t_{0}\right)+\cdots+c_{N} s^{-N-1+n} x^{(N)}\left(t_{0}\right)$.
Now, we can annihilate the terms $c_{j} s^{-(j+1)} x^{(j)}\left(t_{0}\right)$ for $j=0, \cdots, n-1$ by taking $n_{\Theta-1}=n+k$ with $k \in \mathbb{N}$, we get $0 \leq-(j+1)-\left(n_{\Theta}+m_{\Theta}\right) \leq n_{\Theta-1}$ for $j=0, \cdots, n-1$ and

$$
\begin{equation*}
\frac{d^{n_{\ominus-1}}}{d s^{n_{\ominus-1}}} \frac{1}{s^{m \ominus}} \frac{d^{n \ominus}}{d s^{n \ominus}}\left(\sum_{j=0}^{N} c_{j} s^{-(j+1)} x^{(j)}\left(t_{0}\right)\right)=\sum_{j=n}^{N} c_{j} \frac{(-1)^{n+k}(j+k)!}{(j-n)!} s^{-1-j-k} x^{(j)}\left(t_{0}\right) . \tag{31}
\end{equation*}
$$

Then with the same reason, we can annihilate the terms $c_{j} s^{-(j+1)} x^{(j)}\left(t_{0}\right)$ for $j=n+1, \cdots, N$ by taking $m_{\Theta-1}=$ $-(N+1+k)$ and $n_{\Theta-2}=N-n$, we get $0 \leq-(j+1)-\left(n_{\Theta}+m_{\Theta}+n_{\Theta-1}+m_{\Theta-1}\right) \leq n_{\Theta-2}$ for $j=n+1, \cdots, N$ and

$$
\begin{equation*}
\frac{d^{n_{\Theta-2}}}{d s^{n_{\Theta-2}}} \prod_{i=\Theta-1}^{\Theta} \frac{1}{s^{m_{\Theta}}} \frac{d^{n_{\Theta}}}{d s^{n_{\Theta}}}\left(\sum_{j=0}^{N} c_{j} s^{-(j+1)} x^{(j)}\left(t_{0}\right)\right)=c_{n}(-1)^{n+k}(N-n)!(k+n)!x^{(n)}\left(t_{0}\right) \tag{32}
\end{equation*}
$$

Hence, utile here we have found an annihilator meeting the conditions ( $C 1$ ) and ( $C 2$ ). In order to meet the condition $(C 3)$, we can choose $m_{\Theta-2}=\left|m_{\Theta}\right|+\left|m_{\Theta-1}\right|+\mu+1=N+n+k+\mu+2$ with $\mu \in \mathbb{N}$. Finally, we have found the set $\left\{\left(n_{l}, m_{l}\right)\right\}_{l=\Theta-2}^{\Theta}$ that meets the conditions $(C 1),(C 2)$ and $(C 3)$, and the annihilator associated is

$$
\begin{equation*}
\frac{1}{s^{N+n+k+\mu+2}} \frac{d^{N-n}}{d s^{N-n}} s^{N+1+k} \frac{d^{n+k}}{d s^{n+k}} s^{n} . \tag{33}
\end{equation*}
$$

For $1 \leq l \leq \Theta-3$, let us take $n_{l}=m_{l}=1$, then the conditions $(C 1),(C 2)$ and ( $C 3$ ) hold and we have

$$
\begin{equation*}
\Pi_{E}\left(\sum_{j=0}^{N} c_{j} s^{-(j+1)} x^{(j)}\left(t_{0}\right)\right)=\frac{c_{n}(-1)^{n+k+\Theta-3}(N-n)!(k+n)!x^{(n)}\left(t_{0}\right)}{s^{N+n+k+\mu+2 \Theta-4}} \prod_{i=1}^{\Theta-3}(N+n+k+\mu+2 i) \tag{34}
\end{equation*}
$$

Remark 6 By taking $\Theta=3$ the conditions (C1), (C2) and (C3) are then satisfied.
Remark 7 Let us recall the following annihilator used in [35]:

$$
\begin{equation*}
\Pi_{E}=\frac{1}{s^{\nu}} \cdot \frac{d^{n+k}}{d s^{n+k}} \cdot \frac{1}{s} \cdot \frac{d^{N-n}}{d s^{N-n}} \cdot s^{N+1}, \quad \nu=N+1+\mu, \mu \in \mathbb{N}, k \in \mathbb{N} \tag{35}
\end{equation*}
$$

where $m_{1}=\nu, n_{1}=n+k, m_{2}=1, n_{2}=N-n$, $m_{3}=-(N+1), n_{3}=0$. In particular, we denote it by $\Pi_{k, \mu}^{N, n}$. This set $E=\left\{\left(n_{l}, m_{l}\right)\right\}_{l=1}^{3}$ meets also the conditions (C1), (C2) and (C3). In fact, $\hat{X}_{N}(s)$ defined by (7) will be a polynomial of degree $N$ if we multiply it by $s^{N+1}$. Then we annihilate the terms of degree lower than $N-n$ by applying $N-n$ times derivations. For preserving the term including $x^{(n)}\left(t_{0}\right)$, we multiply the remaining polynomial by $1 / \mathrm{s}$. In order to annihilate the other terms including $x^{(i)}\left(t_{0}\right), i \neq n$, we apply more than $n$ derivations with respect to $s$. Finally, we multiply by $1 / s^{\nu}$ for obtaining an integral estimator. We will see in Section 3.1 the detailed calculations.

Remark 8 If we take $N=n$, then $\Pi_{k, \mu}^{N, n}$ reduces to $\Pi_{k, \mu}^{n}=\frac{1}{s^{n+1+\mu}} \cdot \frac{d^{n+k}}{d s^{n+k}} \cdot s^{n}$. It was shown in [35] that $\Pi_{k, \mu}^{n}$ is an annihilator where in (7) $N=n$ and $\Pi_{k, \mu}^{N, n}$ is an affine annihilator of the following form:

$$
\begin{equation*}
\Pi_{k, \mu}^{N, n}=\sum_{j=0}^{N-n}\left(\sum_{j=i}^{\min (n+k, N-n-i)+i} a_{i, j}\right) \Pi_{k+N-n-j, \mu+j}^{n}, \quad \text { with } a_{i, j} \in \mathbb{Q} \tag{36}
\end{equation*}
$$

Inspired by this, let us look at (19) in Lemma 2.2 where $\Pi_{E}$ is an annihilator if $E$ meets conditions (C1), (C2) and (C3). We wonder if the $\Pi_{\bar{E}_{\mathbf{j}}}$ are also annihilators similar to the annihilator $\Pi_{k+N-n-j, \mu+j}^{n}$ in (36). By assumption, the $\bar{E}_{\mathbf{j}}$ meet conditions (C1) and (C2). Moreover, from (C1) and (C2), as $\gamma_{1}+\sum_{l=1}^{\Theta} \bar{m}_{l} \geq \sum_{l=1}^{\Theta} m_{l}$, then condition (C3) holds automatically. Consequently, the annihilator $\Pi_{E}$ applied to (7) with $N>n$ will be an affine annihilator of annihilators $\Pi_{\bar{E}_{\mathbf{j}}}$ applied to (7) with $N=n$.

## 3 Parametric pointwise derivative estimation

We investigate in this section some detailed properties and performances of a class of pointwise derivative estimators. These estimators will be derived from a particular family of annihilators. Moreover, as we shall shortly see, the Jacobi orthogonal polynomials [43], [29] are inherently connected with these estimators.

### 3.1 Anti-causal estimator and causal estimator

Let us estimate the $n^{\text {th }}$ order derivative of $x, 0 \leq n \leq N$. To do that, we will use (7) by taking $X(t)=x\left(t_{0}+\beta t\right)$ with $\beta \in \mathbb{R}^{*}$ and to which we will apply the annihilator $\Pi_{k, \mu}^{N, n}$ defined by (35). Thus, we will have a family of anti-causal estimators (resp. a family of causal estimators) if $\beta>0$ (resp. if $\beta<0$ ).

Proposition 3.5 The estimation of the derivative value $x^{(n)}\left(t_{0}\right)$ for any point $t_{0} \in I$ is given by:

$$
\begin{equation*}
\tilde{x}_{t_{0}}^{(n)}(k, \mu, \beta T, N)=\frac{1}{(\beta T)^{n}} a_{k, \mu, n, N} \sum_{i=0}^{N-n} b_{n, N, i} K_{i} \tag{37}
\end{equation*}
$$

with

$$
K_{i}=\sum_{j=\max (0, k-i)}^{n+k} c_{k, \mu, n, N, j} \int_{0}^{1} p_{k, \mu, N, i, j}(\tau) y\left(\beta T \tau+t_{0}\right) d \tau
$$

$$
\begin{gathered}
a_{k, \mu, n, N}=(-1)^{n+k} \frac{(\nu+n+k)!}{(n+k)!(N-n)!}, b_{n, N, i}=\binom{N-n}{i} \frac{(N+1)!}{(n+i+1)!} \\
c_{k, \mu, n, N, j}=\frac{(-1)^{i+j}}{(\nu+k-i-j-1)!}\binom{n+k}{j} \frac{(n+i)!}{(i+j-k)!}, p_{k, \mu, N, i, j}(\tau)=(1-\tau)^{\nu+k-i-j-1} \tau^{i+j} .
\end{gathered}
$$

The anti-causal estimator $\tilde{x}_{t_{0}}^{(n)}(k, \mu, \beta T, N)(\beta>0)$ (resp. causal estimator $\left.\tilde{x}_{t_{0}}^{(n)}(k, \mu, \beta T, N)(\beta<0)\right)$ is obtained by using the integral window $\left[t_{0}, t_{0}+\beta T\right] \subset I$ (resp. $\left.\left[t_{0}+\beta T, t_{0}\right] \subset I\right), k \in \mathbb{N}, \mu \in \mathbb{N}, T>0$ and $\nu=N+1+\mu$.

Proof: Let $X(t)=x\left(t_{0}+\beta t\right)$ with $\beta \in \mathbb{R}^{*}$ and $t>0$, then (7) becomes

$$
\begin{equation*}
\hat{X}_{N}(s)=\sum_{i=0}^{N} \beta^{i} s^{-(i+1)} x^{(i)}\left(t_{0}\right) \tag{38}
\end{equation*}
$$

where $\hat{X}_{N}(s)$ is the Laplace transform of $X_{N}(t)$. We proceed to annihilate the terms including $x^{(i)}\left(t_{0}\right), i \neq n$ in the right hand side in equation (38) by multiplying the annihilator defined by (35):

$$
\Pi_{k, \mu}^{N, n}=\frac{1}{s^{\nu}} \cdot \frac{d^{n+k}}{d s^{n+k}} \cdot \frac{1}{s} \cdot \frac{d^{N-n}}{d s^{N-n}} \cdot s^{N+1}
$$

with $\nu=N+1+\mu, \mu \in \mathbb{N}, k \in \mathbb{N}$. It reads as

$$
\begin{aligned}
\Pi_{k, \mu}^{N, n}\left(\hat{X}_{N}\right) & =\frac{1}{s^{\nu}} \cdot \frac{d^{n+k}}{d s^{n+k}} \sum_{i=0}^{n} \beta^{i} \frac{(N-i)!}{(n-i)!} s^{n-i-1} x^{(i)}\left(t_{0}\right) \\
& =\frac{\beta^{n}(N-n)!(-1)^{n+k}(n+k)!}{s^{1+n+k+\nu}} x^{(n)}\left(t_{0}\right)
\end{aligned}
$$

On the other hand, we have

$$
\begin{aligned}
\Pi_{k, \mu}^{N, n}\left(\hat{X}_{N}\right) & =\frac{1}{s^{\nu}} \cdot \frac{d^{n+k}}{d s^{n+k}} \sum_{i=0}^{N-n} \frac{\binom{N-n}{i}(N+1)!}{(n+i+1)!} s^{n+i}\left(\hat{X}_{N}\right)^{(i)} \\
& =\sum_{i=0}^{N-n} \frac{\binom{N-n}{i}(N+1)!}{(n+i+1)!} F_{i}
\end{aligned}
$$

with

$$
F_{i}=\sum_{j=\max (0, k-i)}^{n+k} \frac{\binom{n+k}{j}(n+i)!}{(i+j-k-\nu)!} s^{i+j-k}\left(\hat{X}_{N}\right)^{(i+j)}
$$

So, we have

$$
\begin{equation*}
\frac{x^{(n)}\left(t_{0}\right)}{s^{\nu+n+k+1}}=\frac{(-1)^{n+k}}{\beta^{n}(n+k)!(N-n)!} \sum_{i=0}^{N-n} \frac{\binom{N-n}{i}(N+1)!}{(n+i+1)!} \bar{F}_{i} \tag{39}
\end{equation*}
$$

with

$$
\bar{F}_{i}=\sum_{j=\max (0, k-i)}^{n+k} \frac{\binom{n+k}{j}(n+i)!}{(i+j-k)!} \frac{\left(\hat{X}_{N}\right)^{(i+j)}}{s^{\nu+k-i-j}} .
$$

As $\nu+k-i-j \geq 1$, we can express (39) back into the time domain by using the classical rules of operational calculus and the Cauchy formula for repeated integrals:

$$
\begin{equation*}
x^{(n)}\left(t_{0}\right)=\frac{(-1)^{n+k}}{\beta^{n} T^{\nu+n+k}} \frac{(\nu+n+k)!}{(n+k)!(N-n)!} \sum_{i=0}^{N-n} \sum_{j=\max (0, k-i)}^{n+k} \frac{\binom{N-n}{i}(N+1)!}{(n+i+1)!} A_{i, j} \tag{40}
\end{equation*}
$$

with

$$
A_{i, j}=\frac{(-1)^{i+j}}{(\nu+k-i-j-1)!} \frac{\binom{n+k}{j}(n+i)!}{(i+j-k)!} \int_{0}^{T}(T-\tau)^{\nu+k-i-j-1} \tau^{i+j} x_{N}\left(\beta \tau+t_{0}\right) d \tau
$$

By replacing $x_{N}\left(\beta \tau+t_{0}\right)$ by the noisy observed signal $y\left(\beta \tau+t_{0}\right)$, a family of estimators can be obtained, which are parameterized by $k, \mu, T$ and $N$. We can achieve the proof by applying the following change of the variable: $\tau \rightarrow T \tau$

Remark 9 Since the set $E=\left\{\left(n_{l}, m_{l}\right)\right\}_{l=1}^{3}$ given in $\Pi_{k, \mu}^{N, n}$ meets the conditions (C1) and (C2) from Proposition 2.1 and the condition (C3) from Proposition 2.3, the above proposition can also be obtained by using Corollary 1.

Remark 10 The algebraic manipulations in the above proof correspond to a linear operator:

$$
\begin{equation*}
\Pi_{k, \mu, T}^{N, n}=I_{p} \circ R_{y} \circ \mathcal{L}_{T}^{-1} \circ\left\{\frac{(-1)^{n+k}}{\beta^{n}(n+k)!(N-n)!} \cdot \Pi_{k, \mu}^{N, n}\right\} \tag{41}
\end{equation*}
$$

where $\mathcal{L}_{T}^{-1}$ is the inverse linear operator passing back into time domain at point $t=T$ and its restriction in the continuous functions space is injective. The operator $R_{y}$ is the linear operator replacing $x_{N}(\tau)$ by $y(\tau)$, and $I_{p}$ is the linear operator taking the change of the variables to $[0,1]$.

Remark 11 Let us look at the formula of $\tilde{x}_{t_{0}}^{(n)}(k, \mu, \beta T, N)$ given in (37), if $\beta>0$ (resp. if $\beta<0$ ), we can take $X(t)=$ $x\left(t_{0}+t\right)$ (resp. $X(t)=x\left(t_{0}-t\right)$ ) and then have an estimator $\tilde{x}_{t_{0}}^{(n)}(k, \mu, \bar{T}, N)$ that will be equal to $\tilde{x}_{t_{0}}^{(n)}(k, \mu, \beta T, N)$, if we take $\bar{T}=\beta T$. So we can assume that $\beta= \pm 1$. When $\beta=1$, we denote the anti-causal estimator by $\tilde{x}_{t_{0+}}^{(n)}(k, \mu, T, N)$, when $\beta=-1$, we denote the causal estimator by $\tilde{x}_{t_{0}-}^{(n)}(k, \mu,-T, N)$.

Remark 12 If $N=n$, we use the simplified notations $\tilde{x}_{t_{0 \pm}}^{(n)}(k, \mu, \pm T)$ and call these estimators minimal estimators (see [35]). They estimate the $n^{\text {th }}$ order derivative from an $n^{\text {th }}$ order truncated Taylor series expansion. Moreover, we denote the bias term errors in these minimal estimators by $e_{R_{n}}^{ \pm}\left(t_{0} ; k, \mu, \pm T\right)$ and the noise error contributions by $e_{\mathrm{w}}^{ \pm}\left(t_{0} ; k, \mu, \pm T, n\right)$.

### 3.2 Affine estimator

The estimator defined in Proposition 3.5 can be written as an affine combination of some minimal estimators by using (36). This affine estimator corresponds to a point in the $\mathbb{Q}$-affine hull of the set

$$
\begin{equation*}
S_{k, \mu, \pm T, q}=\left\{\tilde{x}_{t_{0 \pm}}^{(n)}(k+q, \mu, \pm T), \ldots, \tilde{x}_{t_{0 \pm}}^{(n)}(k, \mu+q, \pm T)\right\} \text { with } q=N-n \tag{42}
\end{equation*}
$$

A new affine estimator was introduced in [35], that corresponds to a point in the $\mathbb{R}$-affine hull of the set (42). So, it is clear that any point in this set will represent an $n^{\text {th }}$ order derivative estimation of $x(t)$ at point $t_{0}$, in some meaningful sense. Characterizing those points which minimize a given distance to $x^{(n)}\left(t_{0}\right)$ is an important question.

Definition 3.6 Let $n, N, k, \mu \in \mathbb{N}$ and a real $\xi \in[0,1]$, then we define an affine anti-causal estimator of the $n^{\text {th }}$ order derivative of $x$ at $t_{0}$ by

$$
\begin{equation*}
\tilde{x}_{t_{0+}}^{(n)}(k, \mu, T, N, \xi):=\sum_{l=0}^{q} \lambda_{l}(\xi) \tilde{x}_{t_{0+}}^{(n)}\left(k_{l}, \mu_{l}, T\right) \tag{43}
\end{equation*}
$$

with $\left[t_{0}, t_{0}+T\right] \in I$ and an affine causal estimator of the $n^{t h}$ order derivative of $x$ at $t_{0}$ by

$$
\begin{equation*}
\tilde{x}_{t_{0}-}^{(n)}(k, \mu, T, N, \xi):=\sum_{l=0}^{q} \lambda_{l}(\xi) \tilde{x}_{t_{0-}}^{(n)}\left(k_{l}, \mu_{l},-T\right), \tag{44}
\end{equation*}
$$

with $\left[t_{0}-T, t_{0}\right] \in I$. In these two cases, $\lambda_{l}(\xi) \in \mathbb{R}$ and $\left(k_{l}, \mu_{l}\right)=(k+q+l, \mu+l)$.
Proposition 3.7 [35] Let $\tilde{x}_{t_{0+}}^{(n)}(k, \mu, T, N, \xi)$ be an affine anti-causal estimator and $\tilde{x}_{t_{0}-}^{(n)}(k, \mu,-T, N, \xi)$ be an affine causal estimator. Assume that $q \leq k+n$ with $q=N-n$, then for any $\xi \in[0,1]$, there exists a unique set of real coordinates $\lambda_{l}(\xi) \in \mathbb{R}$, for $l=0, \ldots, q$, such that

$$
\begin{equation*}
\tilde{x}_{t_{0 \pm}}^{(n)}(k, \mu, \pm T, N, \xi)=x_{L S, q}^{(n)}( \pm T \xi)+e_{\varpi}^{ \pm}\left(t_{0} ; k, \mu, \pm T, n, N, \xi\right) \tag{45}
\end{equation*}
$$

where

$$
\begin{equation*}
x_{L S, q}^{(n)}( \pm T \xi):=\sum_{i=0}^{q} \frac{\left\langle P_{i}^{k, \mu}(\tau), x^{(n)}\left( \pm T \tau+t_{0}\right)\right\rangle}{\left\|P_{i}^{k, \mu}\right\|^{2}} P_{i}^{k, \mu}(\xi) \tag{46}
\end{equation*}
$$

and

$$
\begin{equation*}
e_{\varpi}^{ \pm}\left(t_{0} ; k, \mu, \pm T, n, N, \xi\right)=\sum_{l=0}^{q} \lambda_{l}(\xi) e_{\varpi}^{ \pm}\left(t_{0} ; k_{l}, \mu_{l}, \pm T, n\right) \tag{47}
\end{equation*}
$$

The $P_{i}^{k, \mu}$ denotes the Jacobi polynomial and $x_{L S, q}^{(n)}( \pm T \xi)$ denote the least-squares $q^{t h}$ order polynomial approximation of $x^{(n)}(\cdot)$ in the interval $\left[t_{0}, T+t_{0}\right]\left(\right.$ resp. $\left.\left[-T+t_{0}, t_{0}\right]\right)$.

Moreover, these coordinates satisfy $\sum_{l=0}^{q} \lambda_{l}(\xi)=1$.
Proof: See [35] for the original proof.
Remark 13 It was shown in [35] that the affine causal estimator $\tilde{x}_{t_{0}-}^{(n)}(k, \mu,-T, N, \xi)$ produces a time-delayed estimation of value $\tau=T \xi$. We always take the smallest value of $\xi$ among the roots of the Jacobi polynomial $P_{q+1}^{k, \mu}$, such that the affine causal estimator may be significantly improved by admitting the minimum time delay.

Remark 14 The calculation of $\lambda_{l}(\xi)$ for $l=0, \cdots, q$ is obtained in [35] by the following formula:

$$
\begin{equation*}
\lambda(\xi)=\Phi^{-1} B^{-1} b_{q}(\xi) \tag{48}
\end{equation*}
$$

where

$$
\lambda(\xi)=\left[\begin{array}{c}
\lambda_{0}(\xi)  \tag{49}\\
\vdots \\
\lambda_{q}(\xi)
\end{array}\right], b_{q}(\xi)=\left[\begin{array}{c}
b_{0, q}(\xi) \\
\vdots \\
b_{q, q}(\xi)
\end{array}\right], \Phi=\left[\begin{array}{ccc}
\Phi_{0} & & 0 \\
& \ddots & \\
0 & & \Phi_{q}
\end{array}\right]
$$

with $B_{i, j}=\binom{q}{i}\left\|P_{0}^{k+2 q-(i+j), \mu+(i+j)}\right\|^{2}\binom{q}{j}$, for $0 \leq i, j \leq q, b_{l, q}(\xi)=\binom{q}{l} \xi^{q-l}(1-\xi)^{l}, \Phi_{l}=\frac{\gamma_{k_{l}, \mu_{l}, n}}{\binom{q}{l}}$, and $\gamma_{k_{l}, \mu_{l}, n}=$ $\frac{\left(\mu_{l}+k_{l}+2 n+1\right)!}{\left(\mu_{l}+n\right)!\left(k_{l}+n\right)!}$, for $0 \leq l \leq q$. Since $\lambda_{l}(\xi)$ also depends on the parameters $k$ and $\mu$, we denote it by $\lambda_{l}(\xi, k, \mu)$, for $l=0, \ldots, q$.

Remark 15 [35] When $\xi=0$, the estimators $\tilde{x}_{t_{0 \pm}}^{(n)}(k, \mu, \pm T, N, 0)$ are equal to $\tilde{x}_{t_{0} \pm}^{(n)}(k, \mu, \pm T, N)$ defined in Proposition 3.5. So Proposition 3.7 gives a general anti-causal estimator and a general causal estimator. They can be written as

$$
\begin{equation*}
\tilde{x}_{t_{0 \pm}}^{(n)}(k, \mu, \pm T, N, \xi)=\int_{0}^{1} p_{k, \mu, \pm T, n, N, \xi}(\tau) y\left( \pm T \tau+t_{0}\right) d \tau \tag{50}
\end{equation*}
$$

where $p_{k, \mu, \pm T, n, N, \xi}$ are the associated polynomials.
Remark 16 Since $N=n$ for minimal estimators, $y\left( \pm T \tau+t_{0}\right)=x_{n}\left( \pm T \tau+t_{0}\right)+R_{n}\left( \pm T \tau+t_{0}\right)+\varpi\left( \pm T \tau+t_{0}\right)$ where $R_{n}\left( \pm T \tau+t_{0}\right)=x\left( \pm T \tau+t_{0}\right)-x_{n}\left( \pm T \tau+t_{0}\right)$. The estimations of $x^{(n)}\left(t_{0}\right)$ are given by (50) and they are corrupted by two sources of error: $e_{R_{n}}^{ \pm}\left(t_{0} ; k, \mu, \pm T, N, \xi\right)$ the bias term errors which come from the truncation of the Taylor series expansion of the analytical signal $x$ and the noise error contributions $e_{\varpi}^{ \pm}\left(t_{0} ; k, \mu, \pm T, n, N, \xi\right)$. They are given by

$$
\begin{align*}
e_{R_{n}}^{ \pm}\left(t_{0} ; k, \mu, \pm T, N, \xi\right) & =\int_{0}^{1} p_{k, \mu, \pm T, n, N, \xi}(\tau) R_{n}\left( \pm T \tau+t_{0}\right) d \tau  \tag{51}\\
e_{\varpi}^{ \pm}\left(t_{0} ; k, \mu, \pm T, n, N, \xi\right) & =\int_{0}^{1} p_{k, \mu, \pm T, n, N, \xi}(\tau) \varpi\left( \pm T \tau+t_{0}\right) d \tau \tag{52}
\end{align*}
$$

### 3.3 Analysis on the bias term error

### 3.3.1 Analysis on the bias term error for the minimal estimators

In the following proposition, we will give the lower and upper bounds for the bias term errors $e_{R_{n}}^{ \pm}\left(t_{0} ; k, \mu, \pm T\right)$ for the minimal estimators $\tilde{x}_{t_{0 \pm}}^{(n)}(k, \mu, \pm T)$ defined in Remark 12.

Proposition 3.8 Let $\tilde{x}_{t_{0 \pm}}^{(n)}(k, \mu, \pm T)$ be minimal estimators (see Remark 12), then

$$
\begin{align*}
& \frac{k+n+1}{\mu+k+2 n+2} T \inf _{t_{0}<\theta_{+}<t_{0}+T} x^{(n+1)}\left(\theta_{+}\right) \leq e_{R_{n}}^{+}\left(t_{0} ; k, \mu, T\right) \leq \frac{k+n+1}{\mu+k+2 n+2} T \sup _{t_{0}<\theta_{+}<t_{0}+T} x^{(n+1)}\left(\theta_{+}\right) .  \tag{53}\\
- & \frac{k+n+1}{\mu+k+2 n+2} T \sup _{t_{0}-T<\theta_{-}<t_{0}} x^{(n+1)}\left(\theta_{-}\right) \leq e_{R_{n}}^{-}\left(t_{0} ; k, \mu,-T\right) \leq-\frac{k+n+1}{\mu+k+2 n+2} T \inf _{t_{0}-T<\theta_{-}<t_{0}} x^{(n+1)}\left(\theta_{-}\right) . \tag{54}
\end{align*}
$$

In order to proof this proposition, an expression of $e_{R_{n}}^{ \pm}\left(t_{0} ; k, \mu, \pm T\right)$ is given in the following lemma.
Lemma 3.9 The bias term errors $e_{R_{n}}^{ \pm}\left(t_{0} ; k, \mu, \pm T\right)$ can be written as:

$$
\begin{equation*}
e_{R_{n}}^{ \pm}\left(t_{0} ; k, \mu, \pm T\right)=\frac{(k+\mu+2 n+1)!}{(k+n)!(\mu+n)!} \int_{0}^{1}(1-\tau)^{\mu+n} \tau^{k+n}\left(x^{(n)}\left( \pm T \tau+t_{0}\right)-x^{(n)}\left(t_{0}\right)\right) d \tau \tag{55}
\end{equation*}
$$

Proof: Firstly let us calculate the bias term error $e_{R_{n}}^{+}\left(t_{0} ; k, \mu, T\right)$ for the minimal anti-causal estimator $\tilde{x}_{t_{0+}}^{(n)}(k, \mu, T)$. In order to do this, we need to apply the annihilator $\Pi_{k, \mu}^{n}$ defined in Remark 8 to (38) where $N=n$ and $\beta=1$. So, by coming back into the time domain, we have

$$
\begin{equation*}
\mathcal{L}^{-1}\left\{\Pi_{k, \mu}^{n}\left(\sum_{i=0}^{n} s^{-(i+1)} x^{(i)}\left(t_{0}\right)\right)\right\}=(-1)^{n+k} \frac{(n+k)!}{(k+\mu+2 n+1)!} T^{k+\mu+2 n+1} x^{(n)}\left(t_{0}\right) \tag{56}
\end{equation*}
$$

On the other hand, by using the Cauchy formula and the classical rules of operational calculus, we obtain

$$
\begin{equation*}
\mathcal{L}^{-1}\left\{\Pi_{k, \mu}^{n}\left(\hat{X}_{n}\right)\right\}=\frac{(-1)^{n+k}}{(\mu+n)!} \int_{0}^{T}(T-\tau)^{n+\mu} \tau^{n+k} x_{n}^{(n)}\left(\tau+t_{0}\right) d \tau \tag{57}
\end{equation*}
$$

Then, it yields

$$
\begin{equation*}
x^{(n)}\left(t_{0}\right)=\frac{(\mu+k+2 n+1)!}{(\mu+n)!(k+n)!} \int_{0}^{T} \frac{(T-\tau)^{n+\mu} \tau^{n+k}}{T^{\mu+k+2 n+1}} x_{n}^{(n)}\left(\tau+t_{0}\right) d \tau \tag{58}
\end{equation*}
$$

Consequently, we obtain the expression of $e_{R_{n}}^{+}\left(t_{0} ; k, \mu, T\right)$ :

$$
\begin{aligned}
e_{R_{n}}^{+}\left(t_{0} ; k, \mu, T\right) & =\frac{(\mu+k+2 n+1)!}{(\mu+n)!(k+n)!} \int_{0}^{T} \frac{(T-\tau)^{n+\mu} \tau^{n+k}}{T^{\mu+k+2 n+1}}\left(x\left(\tau+t_{0}\right)-x_{n}\left(\tau+t_{0}\right)\right)^{(n)} d \tau \\
& =\frac{(\mu+k+2 n+1)!}{(\mu+n)!(k+n)!} \int_{0}^{T} \frac{(T-\tau)^{n+\mu} \tau^{n+k}}{T^{\mu+k+2 n+1}}\left(x^{(n)}\left(\tau+t_{0}\right)-x^{(n)}\left(t_{0}\right)\right) d \tau
\end{aligned}
$$

Finally, by changing of the variables $\tau \rightarrow T \tau$, we get

$$
\begin{equation*}
e_{R_{n}}^{+}\left(t_{0} ; k, \mu, T\right)=\frac{(k+\mu+2 n+1)!}{(k+n)!(\mu+n)!} \int_{0}^{1}(1-\tau)^{\mu+n} \tau^{k+n}\left(x^{(n)}\left(T \tau+t_{0}\right)-x^{(n)}\left(t_{0}\right)\right) d \tau \tag{59}
\end{equation*}
$$

In order to calculate the bias term error $e_{R_{n}}^{-}\left(t_{0} ; k, \mu,-T\right)$ for the minimal causal estimator $\tilde{x}_{t_{0}-}^{(n)}(k, \mu,-T), T$ is changed by $-T$ in (59).

Proof of Proposition 3.8: As $x^{(n)}\left( \pm T \tau+t_{0}\right)-x^{(n)}\left(t_{0}\right)$ represent the remainder terms of the Taylor series expansion of $x^{(n)}$, we obtain by applying the Lagrange form that

$$
\begin{align*}
x^{(n)}\left(T \tau+t_{0}\right)-x^{(n)}\left(t_{0}\right) & =x^{(n+1)}\left(\theta_{+}\right) T \tau, \text { with } t_{0}<\theta_{+}<t_{0}+T \tau  \tag{60}\\
x^{(n)}\left(-T \tau+t_{0}\right)-x^{(n)}\left(t_{0}\right) & =-x^{(n+1)}\left(\theta_{-}\right) T \tau, \text { with } t_{0}-T \tau<\theta_{-}<t_{0} \tag{61}
\end{align*}
$$

So, (55) becomes

$$
\begin{equation*}
e_{R_{n}}^{ \pm}\left(t_{0} ; k, \mu, \pm T\right)= \pm \frac{(k+\mu+2 n+1)!}{(k+n)!(\mu+n)!} T \int_{0}^{1}(1-\tau)^{\mu+n} \tau^{k+n+1} x^{(n+1)}\left(\theta_{ \pm}\right) d \tau \tag{62}
\end{equation*}
$$

Since $(1-\tau)^{\mu+n} \tau^{k+n+1} \geq 0$ for any $\tau \in[0,1]$, we obtain
$(1-\tau)^{\mu+n} \tau^{k+n+1} \inf _{t_{0}<\theta_{+}<t_{0}+T \tau} x^{(n+1)}\left(\theta_{+}\right) \leq(1-\tau)^{\mu+n} \tau^{k+n+1} x^{(n+1)}\left(\theta_{+}\right) \leq(1-\tau)^{\mu+n} \tau^{k+n+1} \sup _{t_{0}<\theta_{+}<t_{0}+T \tau} x^{(n+1)}\left(\theta_{+}\right)$
and then

$$
(1-\tau)^{\mu+n} \tau^{k+n+1} \inf _{t_{0}<\theta_{+}<t_{0}+T} x^{(n+1)}\left(\theta_{+}\right) \leq(1-\tau)^{\mu+n} \tau^{k+n+1} x^{(n+1)}\left(\theta_{+}\right) \leq(1-\tau)^{\mu+n} \tau^{k+n+1} \sup _{t_{0}<\theta_{+}<t_{0}+T} x^{(n+1)}\left(\theta_{+}\right)
$$

Moreover, we have $\int_{0}^{1}(1-\tau)^{\mu+n} \tau^{k+n+1} d \tau=\frac{(k+n+1)!(\mu+n)!}{(\mu+k+2 n+2)!}$. Consequently, we can deduce that

$$
\begin{equation*}
\frac{k+n+1}{\mu+k+2 n+2} T \inf _{t_{0}<\theta_{+}<t_{0}+T} x^{(n+1)}\left(\theta_{+}\right) \leq e_{R_{n}}^{+}\left(t_{0} ; k, \mu, T\right) \leq \frac{k+n+1}{\mu+k+2 n+2} T \sup _{t_{0}<\theta_{+}<t_{0}+T} x^{(n+1)}\left(\theta_{+}\right) \tag{63}
\end{equation*}
$$

Similarly, we obtain

$$
-\frac{k+n+1}{\mu+k+2 n+2} T \sup _{t_{0}-T<\theta_{-}<t_{0}} x^{(n+1)}\left(\theta_{-}\right) \leq e_{R_{n}}^{-}\left(t_{0} ; k, \mu,-T\right) \leq-\frac{k+n+1}{\mu+k+2 n+2} T \inf _{t_{0}-T<\theta_{-}<t_{0}} x^{(n+1)}\left(\theta_{-}\right)
$$

We can observe that $\frac{k+n+1}{\mu+k+2 n+2} T$ is increasing with respect to $k$ and $T$ and is decreasing with respect to $\mu$. So we will take the values of $k$ and $T$ as small as possible and take the value of $\mu$ as big as possible in order to reduce the bias term errors for the minimal estimators $\tilde{x}_{t_{0 \pm}}^{(n)}(k, \mu, \pm T)$.

Remark 17 In fact, as it was shown in [35], the value $\frac{k+n+1}{\mu+k+2 n+2} T$ is the delay in the minimal estimators $\tilde{\dot{x}}_{t_{0 \pm}}(k, \mu, \pm T)$. Consequently, by minimizing this delay we may also minimize the bias term error.

### 3.3.2 Analysis on the bias term errors for the estimators of the first order derivative

Now, let us consider the bias term errors for the estimators of the first order derivative. By using Proposition 3.8, we can obtain the two following inequalities of the bias term errors for the minimal anti-causal estimator and the minimal causal estimator:

$$
\begin{align*}
& \frac{k+2}{\mu+k+4} T m_{l}^{+} \leq e_{R_{1}}^{+}(k, \mu, T) \leq \frac{k+2}{\mu+k+4} T m_{u}^{+} .  \tag{64}\\
& -\frac{k+2}{\mu+k+4} \text { Tm }_{l}^{-} \leq e_{R_{1}}^{-}(k, \mu,-T) \leq-\frac{k+2}{\mu+k+4} T m_{u}^{-}, \tag{65}
\end{align*}
$$

where $m_{l}^{+}=\inf _{t_{0}<\theta_{+}<t_{0}+T} x^{(2)}\left(\theta_{+}\right), m_{u}^{+}=\sup _{t_{0}<\theta_{+}<t_{0}+T} x^{(2)}\left(\theta_{+}\right), m_{l}^{-}=\sup _{t_{0}-T<\theta_{-}<t_{0}} x^{(2)}\left(\theta_{-}\right)$and $m_{u}^{-}=\inf _{t_{0}-T<\theta_{-}<t_{0}} x^{(2)}\left(\theta_{-}\right)$.
The affine estimators defined in Proposition 3.7 with $N=2$ and $n=1$ are given by:

$$
\begin{equation*}
\tilde{\dot{x}}_{t_{0 \pm}}(k, \mu, \pm T, 2, \xi)=\lambda_{1}(\xi, k, \mu) \tilde{\dot{x}}_{t_{0 \pm}}(k, \mu+1, \pm T)+\lambda_{0}(\xi, k, \mu) \tilde{\dot{x}}_{t_{0 \pm}}(k+1, \mu, \pm T), \tag{66}
\end{equation*}
$$

where $\lambda_{1}(\xi, k, \mu)=(k+3)-(\mu+k+5) \xi$ and $\lambda_{0}(\xi, k, \mu)=1-\lambda_{1}(\xi, k, \mu)$ are calculated according to (48) (see [34] for the detail).

So we can get the bias term errors for the affine estimators

$$
\begin{equation*}
e_{R_{1}}^{ \pm}\left(t_{0} ; k, \mu, \pm T, 2, \xi\right)=\lambda_{1}(\xi, k, \mu) e_{R_{1}}^{ \pm}\left(t_{0} ; k, \mu+1, \pm T\right)+\lambda_{0}(\xi, k, \mu) e_{R_{1}}^{ \pm}\left(t_{0} ; k+1, \mu, \pm T\right) \tag{67}
\end{equation*}
$$

By using (62), we obtain

$$
\begin{align*}
e_{R_{1}}^{ \pm}\left(t_{0} ; k, \mu, \pm T, 2, \xi\right)= & \pm \lambda_{1}(\xi, k, \mu) \frac{(k+\mu+4)!}{(k+1)!(\mu+2)!} T \int_{0}^{1}(1-\tau)^{\mu+2} \tau^{k+2} x^{(2)}\left(\theta_{ \pm}\right) d \tau \\
& \pm \lambda_{0}(\xi, k, \mu) \frac{(k+\mu+4)!}{(k+2)!(\mu+1)!} T \int_{0}^{1}(1-\tau)^{\mu+1} \tau^{k+3} x^{(2)}\left(\theta_{ \pm}\right) d \tau  \tag{68}\\
= & \pm \frac{(k+\mu+4)!}{(k+2)!(\mu+2)!} T \int_{0}^{1} p_{k, \mu, \xi}(\tau)(1-\tau)^{\mu+1} \tau^{k+2} x^{(2)}\left(\theta_{ \pm}\right) d \tau
\end{align*}
$$

where $p_{k, \mu, \xi}(\tau)=(k+2)((k+3)-(\mu+k+5) \xi)+[(\mu+2)-(k+\mu+4)((k+3)-(\mu+k+5) \xi)] \tau$.

Remark 18 If we take $\xi=\frac{k+2}{\mu+k+4}$, then we will obtain $e_{R_{1}}^{ \pm}\left(t_{0} ; k, \mu, \pm T, 2, \xi\right)=e_{R_{1}}^{ \pm}\left(t_{0} ; k, \mu, \pm T\right)$ and $\tilde{\dot{x}}_{t_{0 \pm}}(k, \mu, \pm T, 2, \xi)=\tilde{\dot{x}}_{t_{0 \pm}}(k, \mu, \pm T)$.

We are going to give the lower and upper bounds for $e_{R_{1}}^{ \pm}\left(t_{0} ; k, \mu, \pm T, 2, \xi\right)$ in the following proposition. We denote the root of $p_{k, \mu, \xi}(\tau)$ by $\tau_{0}=\frac{-(k+2)((k+3)-(\mu+k+5) \xi)}{(\mu+2)-(k+\mu+4)((k+3)-(\mu+k+5) \xi)}$ and $I_{\alpha}=\int_{0}^{\alpha} p_{k, \mu, \xi}(\tau)(1-\tau)^{\mu+1} \tau^{k+2} d \tau$ where $0<\alpha \leq 1$. Moreover, we denote $m_{\tau_{0}, l}^{+}=\inf _{t_{0}<\theta_{+}<t_{0}+T \tau_{0}} x^{(2)}\left(\theta_{+}\right), m_{\tau_{0}, u}^{+}=\sup _{t_{0}<\theta_{+}<t_{0}+T \tau_{0}} x^{(2)}\left(\theta_{+}\right), m_{\tau_{0}, l}^{-}=\sup _{t_{0}-T \tau_{0}<\theta_{-}<t_{0}} x^{(2)}\left(\theta_{-}\right)$and $m_{\tau_{0}, u}^{-}=\inf _{t_{0}-T \tau_{0}<\theta_{-}<t_{0}} x^{(2)}\left(\theta_{-}\right)$.

Proposition 3.10 Let $\tilde{\dot{x}}_{t_{0 \pm}}(k, \mu, \pm T, 2, \xi)$ be affine estimators, then

$$
\begin{equation*}
\pm \frac{(k+\mu+4)!}{(k+2)!(\mu+2)!} T M_{l}^{ \pm} \leq e_{R_{1}}^{ \pm}\left(t_{0} ; k, \mu, \pm T, 2, \xi\right) \leq \pm \frac{(k+\mu+4)!}{(k+2)!(\mu+2)!} T M_{u}^{ \pm} \tag{69}
\end{equation*}
$$

where

$$
M_{l}^{ \pm}= \begin{cases}I_{\tau_{0}} m_{\tau_{0}, l}^{ \pm}+\left(I_{1}-I_{\tau_{0}}\right) m_{u}^{ \pm}, & \text {if } 0 \leq \xi \leq \frac{k+2}{k+\mu+5}  \tag{70}\\ I_{1} m_{l}^{ \pm}, & \text {if } \frac{k+2}{k+\mu+5} \leq \xi \leq \frac{k+3}{k+\mu+5} \\ I_{\tau_{0}} m_{\tau_{0}, u}^{ \pm}+\left(I_{1}-I_{\tau_{0}}\right) m_{l}^{ \pm}, & \text {if } \frac{k+3}{k+\mu+5} \leq \xi \leq 1\end{cases}
$$

and

$$
M_{u}^{ \pm}= \begin{cases}I_{\tau_{0}} m_{\tau_{0}, u}^{ \pm}+\left(I_{1}-I_{\tau_{0}}\right) m_{l}^{ \pm}, & \text {if } 0 \leq \xi \leq \frac{k+2}{k+\mu+5}  \tag{71}\\ I_{1} m_{u}^{ \pm}, & \text {if } \frac{k+2}{k+\mu+5} \leq \xi \leq \frac{k+3}{k+\mu+5} \\ I_{\tau_{0}} m_{\tau_{0}, l}^{ \pm}+\left(I_{1}-I_{\tau_{0}}\right) m_{u}^{ \pm}, & \text {if } \frac{k+3}{k+\mu+5} \leq \xi \leq 1\end{cases}
$$

Proof: From (68) we have $p_{k, \mu, \xi}(\tau)=(k+2) \lambda+((\mu+2)-(k+\mu+4) \lambda) \tau$, where $\lambda=(k+3)-(\mu+k+5) \xi$. We are going to study the sign of this polynomial in the three following cases.

Firstly, if $(\mu+2)-(k+\mu+4) \lambda=0$ i.e. $\lambda=\frac{\mu+2}{k+\mu+4}$, then $p_{k, \mu, \xi}(\tau) \geq 0$ for $0 \leq \tau \leq 1$. Secondly, if $(\mu+2)-(k+\mu+4) \lambda>$ 0 i.e. $\lambda<\frac{\mu+2}{k+\mu+4}$, then we need to take

$$
\begin{equation*}
\tau \geq \tau_{0}=\frac{-(k+2) \lambda}{(\mu+2)-(k+\mu+4) \lambda} \tag{72}
\end{equation*}
$$

so as to $p_{k, \mu, \xi}(\tau) \geq 0$. However, since $k+2>0$ and $((\mu+2)-(k+\mu+4) \lambda)>0$, then we have $\frac{-(k+2) \lambda}{(\mu+2)-(k+\mu+4) \lambda} \leq 0$ for $\lambda \geq 0$. Consequently, if $0 \leq \lambda<\frac{\mu+2}{k+\mu+4}$, then $p_{k, \mu}(\tau, \xi) \geq 0$ for $0 \leq \tau \leq 1$. Moreover, we have $0<\tau_{0}<1$ for any $\lambda<0$. So we can deduce for $\lambda<0$ that $p_{k, \mu, \xi}(\tau) \geq 0$ for $\tau_{0} \leq \tau \leq 1$ and $p_{k, \mu, \xi}(\tau) \leq 0$ for $0 \leq \tau \leq \tau_{0}$.

Thirdly, if $(\mu+2)-(k+\mu+4) \lambda<0$ i.e. $\lambda>\frac{\mu+2}{k+\mu+4}$, then we need to take

$$
\begin{equation*}
\tau \leq \tau_{0}=\frac{-(k+2) \lambda}{(\mu+2)-(k+\mu+4) \lambda} \tag{73}
\end{equation*}
$$

so as to $p_{k, \mu, \xi}(\tau) \geq 0$. However, if $\frac{\mu+2}{k+\mu+4}<\lambda \leq 1$, then we obtain $\tau_{0} \geq 1$ so that $p_{k, \mu, \xi}(\tau) \geq 0$ for $0 \leq \tau \leq 1$. Moreover, if $\lambda>1$, then we have $0<\tau_{0}<1$. So we can deduce for $\lambda>1$ that $p_{k, \mu, \xi}(\tau) \geq 0$ for $0 \leq \tau \leq \tau_{0}$ and $p_{k, \mu, \xi}(\tau) \leq 0$ for $\tau_{0} \leq \tau \leq 1$.

Let us recall that $\lambda=(k+3)-(\mu+k+5) \xi$ and $0 \leq \xi \leq 1$. Consequently, we can conclude that

$$
\left\{\begin{array}{lll}
p_{k, \mu, \xi}(\tau) \geq 0 \text { for } 0 \leq \tau \leq \tau_{0} \text { and } p_{k, \mu, \xi}(\tau) \leq 0 \text { for } \tau_{0} \leq \tau \leq 1 & \text { if } \quad 0 \leq \xi \leq \frac{k+2}{k+\mu+5}  \tag{74}\\
p_{k, \mu, \xi}(\tau) \geq 0 \text { for } 0 \leq \tau \leq 1 & \text { if } \frac{k+2}{k+\mu+5} \leq \xi \leq \frac{k+3}{k+\mu+5} \\
p_{k, \mu, \xi}(\tau) \leq 0 \text { for } 0 \leq \tau \leq \tau_{0} \text { and } p_{k, \mu, \xi}(\tau) \geq 0 \text { for } \tau_{0} \leq \tau \leq 1 & \text { if } \frac{\frac{k+3}{k+\mu+5} \leq \xi \leq 1}{}
\end{array}\right.
$$

Now, consider the case where $0 \leq \xi \leq \frac{k+2}{k+\mu+5}$. Then we obtain that for $0 \leq \tau \leq \tau_{0}$

$$
\begin{equation*}
\pm p_{k, \mu, \xi}(\tau)(1-\tau)^{\mu+1} \tau^{k+2} m_{\tau_{0}, l}^{ \pm} \leq \pm p_{k, \mu, \xi}(\tau)(1-\tau)^{\mu+1} \tau^{k+2} x^{(2)}\left(\theta_{ \pm}\right) \leq \pm p_{k, \mu, \xi}(\tau)(1-\tau)^{\mu+1} \tau^{k+2} m_{\tau_{0}, u}^{ \pm} \tag{75}
\end{equation*}
$$

and for $\tau_{0} \leq \tau \leq 1$

$$
\begin{equation*}
\pm p_{k, \mu, \xi}(\tau)(1-\tau)^{\mu+1} \tau^{k+2} m_{u}^{ \pm} \leq \pm p_{k, \mu, \xi}(\tau)(1-\tau)^{\mu+1} \tau^{k+2} x^{(2)}\left(\theta_{ \pm}\right) \leq \pm p_{k, \mu, \xi}(\tau)(1-\tau)^{\mu+1} \tau^{k+2} m_{l}^{ \pm} \tag{76}
\end{equation*}
$$

By integrating (75) on the interval $\left[0, \tau_{0}\right]$, we obtain

$$
\begin{equation*}
\pm I_{\tau_{0}} m_{\tau_{0}, l}^{ \pm} \leq \pm \int_{0}^{\tau_{0}} p_{k, \mu, \xi}(\tau)(1-\tau)^{\mu+1} \tau^{k+2} x^{(2)}\left(\theta_{ \pm}\right) d \tau \leq \pm I_{\tau_{0}} m_{\tau_{0}, u}^{ \pm} \tag{77}
\end{equation*}
$$

and by integrating (76) on the interval $\left[\tau_{0}, 1\right]$, we obtain

$$
\begin{equation*}
\pm\left(I_{1}-I_{\tau_{0}}\right) m_{u}^{ \pm} \leq \pm \int_{\tau_{0}}^{1} p_{k, \mu, \xi}(\tau)(1-\tau)^{\mu+1} \tau^{k+2} x^{(2)}\left(\theta_{ \pm}\right) d \tau \leq \pm\left(I_{1}-I_{\tau_{0}}\right) m_{l}^{ \pm} \tag{78}
\end{equation*}
$$

Consequently, we obtain two bounds for the bias term errors for the affine estimators when $0 \leq \xi \leq \frac{k+2}{k+\mu+5}$ :

$$
\begin{equation*}
\pm \frac{(k+\mu+4)!}{(k+2)!(\mu+2)!} T M_{l}^{ \pm} \leq e_{R_{1}}^{ \pm}\left(t_{0} ; k, \mu, \pm T, 2, \xi\right) \leq \pm \frac{(k+\mu+4)!}{(k+2)!(\mu+2)!} T M_{u}^{ \pm} \tag{79}
\end{equation*}
$$

where $M_{l}^{ \pm}=I_{\tau_{0}} m_{\tau_{0}, l} l^{ \pm}+\left(I_{1}-I_{\tau_{0}}\right) m_{u}^{ \pm}$and $M_{u}^{ \pm}=I_{\tau_{0}} m_{\tau_{0}, u}^{ \pm}+\left(I_{1}-I_{\tau_{0}}\right) m_{l}^{ \pm}$.
The two other cases for $\xi$ are obtained similarly.
In the following example we compare the bias term errors with their bounds. We assume that $x(t)=\tanh (t-1)+$ $\exp (-t / 1.2) \sin (6 t+\pi)$ for $0<t<5$. In Figure 1 and Figure 2 where $k=\mu=0$ and $T=0.3$, we can see that the bounds for the bias term errors are near optimal.


Figure 1: Comparisons between the bias term errors for the minimal estimators and their bounds

### 3.4 Central estimator

The bias term error plays a key role in the total error. So we consider now the two following functions in order to reduce the number of terms in the remainder term of the Taylor series expansion. For any $t_{0} \in I$ and for $t>0$, we consider

$$
X^{-}(t)=\frac{1}{2}\left(x\left(t+t_{0}\right)-x\left(-t+t_{0}\right)\right) \quad \text { and } \quad X^{+}(t)=\frac{1}{2}\left(x\left(t+t_{0}\right)+x\left(-t+t_{0}\right)\right)
$$

Take the $N^{t h}$ order truncated Taylor series expansion of $x$. It yields

$$
X_{N}^{-}(t)=\frac{1}{2}\left(x_{N}\left(t+t_{0}\right)-x_{N}\left(-t+t_{0}\right)\right) \quad \text { and } \quad X_{N}^{+}(t)=\frac{1}{2}\left(x_{N}\left(t+t_{0}\right)+x_{N}\left(-t+t_{0}\right)\right)
$$



Figure 2: Comparisons between the bias term errors for the affine causal estimator and their bounds

If $N \in \mathbb{N}$ is odd, then

$$
\begin{equation*}
X_{N}^{-}(t)=\sum_{i=0}^{\frac{N-1}{2}} \frac{t^{2 i+1}}{(2 i+1)!} x^{(2 i+1)}\left(t_{0}\right) \text { and } X_{N}^{+}(t)=\sum_{i=0}^{\frac{N-1}{2}} \frac{t^{2 i}}{(2 i)!} x^{(2 i)}\left(t_{0}\right) \tag{80}
\end{equation*}
$$

If $N \in \mathbb{N}$ is even, then

$$
\begin{equation*}
X_{N}^{-}(t)=\sum_{i=0}^{\frac{N}{2}-1} \frac{t^{2 i+1}}{(2 i+1)!} x^{(2 i+1)}\left(t_{0}\right) \text { and } X_{N}^{+}(t)=\sum_{i=0}^{\frac{N}{2}} \frac{t^{2 i}}{(2 i)!} x^{(2 i)}\left(t_{0}\right) \tag{81}
\end{equation*}
$$

So, $X_{N}^{-}$contains the values of the odd order derivatives at $t_{0}$ and $X_{N}^{+}$contains the values of the even order derivatives at $t_{0}$. In the following proposition, we are going to give a new family of estimators based on an affine combination of anti-causal estimators and causal estimators. We call them central estimators.

Proposition 3.11 The central estimator $\tilde{x}_{t_{0}}^{(n)}(k, \mu, T, N)$ of the derivative value $x^{(n)}$ at any point $t_{0} \in I$ such that $\left[t_{0}-T, t_{0}+T\right] \subset I$ with $T>0$ is given by:

| $n \backslash N$ | even | odd |
| :---: | :---: | :---: |
| even | $\frac{1}{2}\left(\tilde{x}_{t_{0+}}^{(n)}(k, \mu, T, N)+\tilde{x}_{t_{0-}(n)}(k, \mu,-T, N)\right)$ | $\frac{1}{2}\left(\tilde{x}_{t_{0+}}^{(n)}(k, \mu, T, N-1)+\tilde{x}_{t_{0}-}^{(n)}(k, \mu,-T, N-1)\right)$ |
| odd | $\frac{1}{2}\left(\tilde{x}_{t_{0+}}^{(n)}(k-1, \mu, T, N-1)+\tilde{x}_{t_{0-}-}^{(n)}(k-1, \mu,-T, N-1)\right)$ | $\frac{1}{2}\left(\tilde{x}_{t_{0+}}^{(n)}(k-1, \mu, T, N)+\tilde{x}_{t_{0}-}^{(n)}(k-1, \mu,-T, N)\right)$ |

where $k \in \mathbb{N}$ and $\mu \in \mathbb{N}$.
Remark 19 When $k=0$ these expressions still have sense, since in (37) the terms of $\tilde{x}_{t_{0 \pm}}^{(n)}(-1, \mu, \pm T, N)$ are defined.
Proof: The proof of this proposition is similar to the one of Proposition 3.5. For this, we use the differential operators defined by (41) of the following form: $\Pi_{k-1, \mu, T}^{N, n}$, if $n$ and $N$ are odd, $\Pi_{k-1, \mu, T}^{N-1, n}$, if $n$ is odd and $N$ is even, $\Pi_{k, \mu, T}^{N-1, n}$, if $n$ is even and $N$ is odd, $\Pi_{k, \mu, T}^{N, n}$, if $n$ and $N$ are even.

For instance, if $n$ and $N$ are odd, then by applying the operator $\Pi_{k-1, \mu, T}^{N, n}$ to $X_{N}^{-}(t)$ which is defined by (80), we obtain

$$
\begin{aligned}
& \tilde{x}_{t_{0}}^{(n)}(k, \mu, T, N) \\
= & \frac{1}{(T)^{n}} a_{k-1, \mu, n, N} \sum_{i=0}^{N-n} b_{n, N, i} \sum_{j=\max (0, k-1-i)}^{n+k-1} c_{k-1, \mu, n, N, j} \int_{0}^{1} p_{k-1, \mu, N, i, j}(\tau) \frac{1}{2}\left(y\left(T \tau+t_{0}\right)-y\left(-T \tau+t_{0}\right)\right) d \tau,
\end{aligned}
$$

where $a_{k-1, \mu, n, N}, b_{n, N, i}, c_{k-1, \mu, n, N, j}$ and $p_{k-1, \mu, N, i, j}(\tau)$ are defined in Proposition 3.5.
According to (37), it yields

$$
\begin{aligned}
\tilde{x}_{t_{0}}^{(n)}(k, \mu, T, N) & =\frac{1}{2}\left(\tilde{x}_{t_{0+}}^{(n)}(k-1, \mu, T, N)-(-1)^{n} \tilde{x}_{t_{0-}}^{(n)}(k-1, \mu,-T, N)\right) \\
& =\frac{1}{2}\left(\tilde{x}_{t_{0+}}^{(n)}(k-1, \mu, T, N)+\tilde{x}_{t_{0-}}^{(n)}(k-1, \mu,-T, N)\right), \quad \text { since } n \text { is odd. }
\end{aligned}
$$

The calculations in the other cases are similar.
Remark 20 For odd $n$ and $N$, we denote by $e_{\varpi}\left(t_{0} ; k, \mu, T, n, N\right)$ the noise error contribution for the central estimator. Then we have

$$
e_{\varpi}\left(t_{0} ; k, \mu, T, n, N\right)=\frac{1}{2}\left(e_{\varpi}^{+}\left(t_{0} ; k-1, \mu, T, n, N\right)+e_{\varpi}^{-}\left(t_{0} ; k-1, \mu,-T, n, N\right)\right) .
$$

When $n$ and $N$ are odd, we can introduce a new family of affine estimators which are an affine combination of these central estimators. As we can see in the following proposition that they are issued from the sum of the projection of $\left[X^{-}\right]^{(n)}(\cdot)$ into the Jacobi polynomials basis and a term due to the noise.

Definition 3.12 Let $n$, $N$ be two odd integers, $\mu \in \mathbb{N}, k \in \mathbb{N}^{*}$ and a real $\xi \in[0,1]$, then we define an affine central estimator of the $n^{\text {th }}$ order derivative of $x\left(t_{0}\right)$ by

$$
\begin{equation*}
\tilde{x}_{t_{0}}^{(n)}(k, \mu, T, N, \xi):=\sum_{l=0}^{q} \bar{\lambda}_{l}(\xi) \tilde{x}_{t_{0}}^{(n)}\left(k_{l}, \mu_{l}, T\right), \tag{82}
\end{equation*}
$$

where $\left[t_{0}-T, t_{0}+T\right] \in I, \bar{\lambda}_{l}(\xi) \in \mathbb{R}$ and $\left(k_{l}, \mu_{l}\right)=(k+q+l, \mu+l)$.
Proposition 3.13 Let $\tilde{x}_{t_{0}}^{(n)}(k, \mu, T, N, \xi)$ be an affine central estimator where $n$ and $N$ are odd. Assume that $q \leq$ $k-1+n$ with $q=N-n$, then for any $\xi \in[0,1]$, there exists a unique set of real coordinates $\bar{\lambda}_{l}(\xi) \in \mathbb{R}$, for $l=0, \ldots, q$, such that

$$
\begin{equation*}
\tilde{x}_{t_{0}}^{(n)}(k, \mu, T, N, \xi)=\left[X^{-}\right]_{l s, q}^{(n)}(T \xi)+e_{\varpi}\left(t_{0} ; k, \mu, T, n, N, \xi\right) \tag{83}
\end{equation*}
$$

where

$$
\begin{equation*}
\left[X^{-}\right]_{l s, q}^{(n)}(T \xi):=\sum_{i=0}^{q} \frac{\left\langle P_{i}^{k-1, \mu}(\tau),\left[X^{-}\right]^{(n)}(T \tau)\right\rangle}{\left\|P_{i}^{k-1, \mu}\right\|^{2}} P_{i}^{k-1, \mu}(\xi) \tag{84}
\end{equation*}
$$

and

$$
\begin{equation*}
e_{\varpi}\left(t_{0} ; k, \mu, T, n, N, \xi\right)=\frac{1}{2}\left(e_{\varpi}^{+}\left(t_{0} ; k-1, \mu, T, n, N, \xi\right)+e_{\varpi}^{-}\left(t_{0} ; k-1, \mu,-T, n, N, \xi\right)\right) \tag{85}
\end{equation*}
$$

$P_{i}^{k-1, \mu}$ denotes the Jacobi polynomials and $\left[X^{-}\right]_{l s, q}^{(n)}(T \xi)$ denotes the least-squares $q^{t h}$ order polynomial approximation of $\left[X^{-}\right]^{(n)}(\cdot)$ in the interval $\left[t_{0}, T+t_{0}\right]$.
Proof: Using Proposition 3.11, $\bar{\lambda}_{l}(\xi) \in \mathbb{R}$, for $l=0, \ldots, q$, we have

$$
\begin{aligned}
\sum_{l=0}^{q} \bar{\lambda}_{l}(\xi) \tilde{x}_{t_{0}}^{(n)}\left(k_{l}, \mu_{l}, T\right) & =\sum_{l=0}^{q} \bar{\lambda}_{l}(\xi) \frac{1}{2}\left(\tilde{x}_{t_{0+}}^{(n)}\left(k_{l}-1, \mu_{l}, T\right)+\tilde{x}_{t_{0-}}^{(n)}\left(k_{l}-1, \mu_{l},-T\right)\right) \\
& =\frac{1}{2} \sum_{l=0}^{q} \bar{\lambda}_{l}(\xi) \tilde{x}_{t_{0+}}^{(n)}\left(k_{l}-1, \mu_{l}, T\right)+\frac{1}{2} \sum_{l=0}^{q} \bar{\lambda}_{l}(\xi) \tilde{x}_{t_{0-}}^{(n)}\left(k_{l}-1, \mu_{l},-T\right)
\end{aligned}
$$

Since $q \leq k-1+n$, we can choose $\bar{\lambda}_{l}(\xi)$ defined in Proposition 3.7. By using the definitions of affine central estimator, affine anti-causal estimator and affine causal estimator we have

$$
\begin{aligned}
\tilde{x}_{t_{0}}^{(n)}(k, \mu, T, N, \xi)= & \frac{1}{2}\left(\tilde{x}_{t_{0+}}^{(n)}(k-1, \mu, T, N, \xi)+\tilde{x}_{t_{0}}^{(n)}(k-1, \mu,-T, N, \xi)\right) \\
= & \sum_{i=0}^{q} \frac{\left\langle P_{i}^{k-1, \mu}(\tau), 1 / 2\left(x^{(n)}\left(T \tau+t_{0}\right)+x^{(n)}\left(-T \tau+t_{0}\right)\right)\right\rangle}{\left\|P_{i}^{k-1, \mu}\right\|^{2}} P_{i}^{k-1, \mu}(\xi) \\
& +\frac{1}{2}\left(e_{\varpi}^{+}\left(t_{0} ; k-1, \mu, T, n, N, \xi\right)+e_{\varpi}^{-}\left(t_{0} ; k-1, \mu,-T, n, N, \xi\right)\right) .
\end{aligned}
$$

By denoting $e_{\varpi}\left(t_{0} ; k, \mu, T, n, N, \xi\right)=\frac{1}{2}\left(e_{\varpi}^{+}\left(t_{0} ; k-1, \mu, T, n, N, \xi\right)+e_{\varpi}^{-}\left(t_{0} ; k-1, \mu,-T, n, N, \xi\right)\right)$, the proof can be achieved by using the fact that $\left[X^{-}\right]^{(n)}(T \tau)=\frac{1}{2}\left(x^{(n)}\left(T \tau+t_{0}\right)+x^{(n)}\left(-T \tau+t_{0}\right)\right)$, since $n$ is odd.

Remark 21 As in the above proof, we have another expression for $\tilde{x}_{t_{0}}^{(n)}(k, \mu, T, N, \xi)$ :

$$
\begin{equation*}
\tilde{x}_{t_{0}}^{(n)}(k, \mu, T, N, \xi)=\frac{1}{2}\left(\tilde{x}_{t_{0+}}^{(n)}(k-1, \mu, T, N, \xi)+\tilde{x}_{t_{0-}}^{(n)}(k-1, \mu,-T, N, \xi)\right) . \tag{86}
\end{equation*}
$$

Moreover, according to Remark 48, $\bar{\lambda}_{l}(\xi)$ also depends on the parameters $k$ and $\mu$. We denote it by $\bar{\lambda}_{l}(\xi, k, \mu)$ and we have $\bar{\lambda}_{l}(\xi, k, \mu)=\lambda_{l}(\xi, k-1, \mu)$, where the $\lambda_{l}(\xi, k-1, \mu)$ is given in Proposition 3.7 , for $l=0, \ldots, q$.

## 4 Analysis of the noise error contribution in discrete case

Assume now that $y\left(t_{i}\right)=x\left(t_{i}\right)+\varpi\left(t_{i}\right)$ is a noisy measurement of $x$ in a discrete case with an equidistant sampling period $T_{s}$, where the noise $\varpi\left(t_{i}\right)$ is a sequence of independent random variables with the same expected value and the same variance. The estimate of the $n^{t h}$ order derivative of the signal is given by (23) which can be rewritten as follows:

$$
\begin{equation*}
\tilde{x}^{(n)}\left(t_{0}\right)=\frac{\left(r_{0}+n\right)!}{c_{n} \hat{c} T^{r_{0}+n-1}} \int_{0}^{1} p_{T, \Theta}(T \tau) \sum_{\gamma=0}^{L} a_{\gamma} y\left(t_{0}+\beta_{\gamma} T \tau\right) d \tau \tag{87}
\end{equation*}
$$

Since $y(\cdot)$ is a discrete measurement, we need to use a numerical integration method in order to approximate the integral value in (87).

### 4.1 Analysis with a known noise

Let $f$ be a continuous function defined on a bounded interval $f:[0,1] \rightarrow \mathbb{R}$. By applying a quadrature formula, the numerical integration approximations of the integral $I=\int_{0}^{1} f(x) d x$ are given by:

$$
\begin{equation*}
I_{m}=\sum_{j=0}^{M-1} h \sum_{i=1}^{l} b_{i} f\left(x_{(l-1) j}+c_{i} h\right) \tag{88}
\end{equation*}
$$

where $M$ and $l$ take values in $\mathbb{N}^{*}$. As $m=M(l-1)$, we deduce that $h=\frac{1}{M}$ and $x_{i}=\frac{i}{m}$ for $i=0, \cdots, m$. The nodes $c_{i}$ are equal to $c_{i}=\frac{i-1}{l-1}$ and $b_{i}$ are the weights of the different classical numerical methods used. For instance, for $l \leq 7, b_{i}$ are given in [27]. By applying a numerical integration scheme to (87), it yields

$$
\begin{equation*}
I_{m}=h \frac{\left(r_{0}+n\right)!}{c_{n} \hat{c} T^{r_{0}+n-1}} \sum_{j=0}^{M-1} \sum_{i=1}^{l} b_{i} p_{T, \Theta}\left(T \tau_{i, j}\right) \sum_{\gamma=0}^{L} a_{\gamma} y\left(t_{0}+\beta_{\gamma} T \tau_{i, j}\right) \tag{89}
\end{equation*}
$$

where $\tau_{i, j}=\tau_{(l-1) j}+c_{i} h$. Consequently, the noise error contribution $e_{\varpi}\left(t_{0}\right)$ can be given, in the discrete case, by

$$
\begin{equation*}
e_{\varpi, m}\left(t_{0}\right)=h \frac{\left(r_{0}+n\right)!}{c_{n} \hat{c} T^{r_{0}+n-1}} \sum_{j=0}^{M-1} \sum_{i=1}^{l} b_{i} p_{T, \Theta}\left(T \tau_{i, j}\right) \sum_{\gamma=0}^{L} a_{\gamma} \varpi\left(t_{0}+\beta_{\gamma} T \tau_{i, j}\right) . \tag{90}
\end{equation*}
$$

Remark 22 If we apply a numerical integration method, then an error occurs from this method. Then (24) becomes

$$
\begin{equation*}
\tilde{x}_{m}^{(n)}\left(t_{0}\right)=x^{(n)}\left(t_{0}\right)+e_{m}\left(t_{0}\right)+e_{R_{N}, m}\left(t_{0}\right)+e_{\varpi, m}\left(t_{0}\right), \tag{91}
\end{equation*}
$$

where $\tilde{x}_{m}^{(n)}\left(t_{0}\right)$ is the estimation of the $n^{\text {th }}$ order derivative of $x$ in the discrete case, $e_{R_{N}, m}\left(t_{0}\right)$ is the bias term error and $e_{m}\left(t_{0}\right)=x_{m}^{(n)}\left(t_{0}\right)-x^{(n)}\left(t_{0}\right)$ is the numerical integration error.

As $e_{\varpi, m}\left(t_{0}\right)$ is a finite sum of independent random variables with the same expected value and the same variance, we can compute the expected value and the variance of $e_{\varpi, m}\left(t_{0}\right)$. To do this, let $\Gamma=\{(\gamma, i, j) ; 0 \leq \gamma \leq L, 1 \leq$ $i \leq l, 0 \leq j \leq M-1\}$ and $\Gamma_{0}=\left\{(\gamma, i, j) ;(\gamma, i, j) \in \Gamma\right.$ such that $\left.\exists\left(\gamma_{1}, i_{1}, j_{1}\right) \in \Gamma, \beta_{\gamma_{1}} \tau_{i_{1}, j_{1}}=\beta_{\gamma} \tau_{i, j}\right\}$ be two sets of discretized indexes. $\Gamma \backslash \Gamma_{0}$ denotes the set of indexes of all distinct values of $y$ in (89). From all the values $\beta_{\gamma} \tau_{i, j}$ where $(\gamma, i, j) \in \Gamma_{0}$, we define the set $Q$ by setting these values in an increasing order i.e. $Q:=\left\{q_{g}, 1 \leq g \leq L_{0}\right\}$ where $L_{0}=\operatorname{card}(Q)$. Then, we can give the expected value and the variance of $e_{\varpi, m}\left(t_{0}\right)$ in the following proposition.

Proposition 4.14 Let $\varpi\left(t_{i}\right)$ be independent random variables with the same expected value $\bar{\alpha}=E[\varpi]$ and the same variance $\bar{\beta}=\operatorname{var}[\varpi]$. The expected value of $e_{\varpi, m}\left(t_{0}\right)$ is given by

$$
\begin{equation*}
E\left[e_{\varpi, m}\left(t_{0}\right)\right]=\frac{\bar{\alpha} h\left(r_{0}+n\right)!}{c_{n} \hat{c} T^{r_{0}+n-1}}\left(\sum_{\gamma=0}^{L} a_{\gamma}\right) \sum_{j=0}^{M-1} \sum_{i=1}^{l} b_{i} p_{T, \Theta}\left(T \tau_{i, j}\right), \tag{92}
\end{equation*}
$$

and the variance of $e_{\varpi, m}\left(t_{0}\right)$ is given by

$$
\begin{equation*}
\operatorname{var}\left[e_{\varpi, m}\left(t_{0}\right)\right]=\frac{\bar{\beta}\left(h\left(r_{0}+n\right)!\right)^{2}}{\left(c_{n} \hat{c} T^{r_{0}+n-1}\right)^{2}}(A+B), \tag{93}
\end{equation*}
$$

where $A=\sum_{(\gamma, i, j) \in \Gamma / \Gamma_{0}} a_{\gamma}^{2} b_{i}^{2} p_{T, \Theta}^{2}\left(T \tau_{i, j}\right)$ and $B=\sum_{g=1}^{L_{0}}\left(\sum_{\substack{q_{g}=\beta_{\tau} \tau_{i, j},(\gamma, i, j) \in \Gamma_{0}}} a_{\gamma} b_{i} p_{T, \Theta}\left(T \tau_{i, j}\right)\right)^{2}$.
Proof: It is clear that

$$
\begin{aligned}
E\left[e_{\varpi, m}\left(t_{0}\right)\right] & =h \frac{\left(r_{0}+n\right)!}{c_{n} \hat{c} T^{r_{0}+n-1}} \sum_{j=0}^{M-1} \sum_{i=1}^{l} b_{i} p_{T, \Theta}\left(T \tau_{i, j}\right) \sum_{\gamma=0}^{L} a_{\gamma} E\left[\varpi\left(t_{0}+\beta_{\gamma} T \tau_{i, j}\right)\right] \\
& =\frac{\bar{\alpha} h\left(r_{0}+n\right)!}{c_{n} \hat{c} T^{r_{0}+n-1}}\left(\sum_{\gamma=0}^{L} a_{\gamma}\right) \sum_{j=0}^{M-1} \sum_{i=1}^{l} b_{i} p_{T, \Theta}\left(T \tau_{i, j}\right)
\end{aligned}
$$

In order to calculate the variance of $e_{\varpi, m}\left(t_{0}\right)$, it is enough to write $e_{\varpi, m}\left(t_{0}\right)$ with independent terms. According to (90), we have

$$
\begin{aligned}
e_{\varpi, m}\left(t_{0}\right) & =h \frac{\left(r_{0}+n\right)!}{c_{n} \hat{c} T^{r_{0}+n-1}}\left[\sum_{j=0}^{M-1} \sum_{i=1}^{l} \sum_{\gamma=0}^{L} b_{i} p_{T, \Theta}\left(T \tau_{i, j}\right) a_{\gamma} \varpi\left(t_{0}+\beta_{\gamma} T \tau_{i, j}\right)\right] \\
& =h \frac{\left(r_{0}+n\right)!}{c_{n} \hat{c} T^{r_{0}+n-1}} \sum_{(\gamma, i, j) \in \Gamma / \Gamma_{0}} b_{i} p_{T, \Theta}\left(T \tau_{i, j}\right) a_{\gamma} \varpi\left(t_{0}+\beta_{\gamma} T \tau_{i, j}\right) \\
& +h \frac{\left(r_{0}+n\right)!}{c_{n} \hat{c} T^{r_{0}+n-1}} \sum_{g=1}^{L_{0}} \sum_{\substack{q_{g}=\beta_{\gamma} \tau_{i, j},(\gamma, i, j) \in \Gamma_{0}}} b_{i} p_{T, \Theta}\left(T \tau_{i, j}\right) a_{\gamma} \varpi\left(t_{0}+T q_{g}\right) .
\end{aligned}
$$

Finally, by applying the classical additive property of the variance function we obtain (93).
Now we can give two bounds for $e_{\varpi, m}\left(t_{0}\right)$. By using the Bienaymé-Chebyshev inequality, we obtain that for any real number $\gamma>0$ :

$$
\operatorname{Pr}\left(\left|e_{\varpi, m}\left(t_{0}\right)-E\left[e_{\varpi, m}\left(t_{0}\right)\right]\right| \geq \gamma \sqrt{\operatorname{Var}\left[e_{\varpi, m}\left(t_{0}\right)\right]}\right) \leq \frac{1}{\gamma^{2}}
$$

Then,

$$
\operatorname{Pr}\left(\left|e_{\varpi, m}\left(t_{0}\right)-E\left[e_{\varpi, m}\left(t_{0}\right)\right]\right|<\gamma \sqrt{\operatorname{Var}\left[e_{\varpi, m}\left(t_{0}\right)\right]}\right)>1-\frac{1}{\gamma^{2}},
$$

i.e.

$$
\begin{equation*}
\left.e_{\varpi, m}\left(t_{0}\right) \in\right] M_{l}, M_{h}\left[\text { with a probability }>1-\frac{1}{\gamma^{2}}\right. \tag{94}
\end{equation*}
$$

where $\left.M_{l}=E\left[e_{\varpi, m}\left(t_{0}\right)\right]-\gamma \sqrt{\operatorname{Var}\left[e_{\varpi, m}\left(t_{0}\right)\right.}\right]$ and $M_{h}=E\left[e_{\varpi, m}\left(t_{0}\right)\right]+\gamma \sqrt{\operatorname{Var}\left[e_{\varpi, m}\left(t_{0}\right)\right]}$.
Remark 23 Since the probability that the noise error contribution bound is not precise in general, it is better to calculate the distribution of the noise error contribution when it is possible.

### 4.2 Error estimations of the first order derivative due to a gaussian noise

We assume in this section that the discrete noisy measurement is written as $y\left(t_{i}\right)=x\left(t_{i}\right)+C \varpi\left(t_{i}\right)$, where $C \in \mathbb{R}^{+}$, and the noise $\varpi\left(t_{i}\right)$ is a sequence of independent random variables with the same standard normal distribution $\left(\varpi\left(t_{i}\right) \sim \mathcal{N}(0,1)\right)$. So the error $e_{\varpi, m}\left(t_{0}\right)$ is also a gaussian random variable. Since $e_{\varpi, m}\left(t_{0}\right) \sim \mathcal{N}(\hat{\alpha}, \hat{\beta})$ (with $\hat{\alpha}=E\left[e_{\varpi, m}\left(t_{0}\right)\right]$ and $\left.\hat{\beta}=\operatorname{var}\left[e_{\varpi, m}\left(t_{0}\right)\right]\right)$, we have

$$
e_{\varpi, m}\left(t_{0}\right) \stackrel{95.5 \%}{\epsilon}[\hat{\alpha}-2 \sqrt{\hat{\beta}}, \hat{\alpha}+2 \sqrt{\hat{\beta}}] .
$$

As the expected value of the noise is equal to zero, then according to Proposition $4.14, E\left[e_{\varpi, m}\left(t_{0}\right)\right]=0$. As the polynomial $p_{T, \Theta}(\cdot)$ is known, we can compute $\operatorname{var}\left[e_{\varpi, m}\left(t_{0}\right)\right]$ by using Proposition 4.14 so that we can find out two bounds for the noise error contribution $e_{\varpi, m}\left(t_{0}\right)$.

In the next subsection, we are going to give the expression of some first order derivative estimators of $x$. We will also give the bounds for the associated noise error contributions.

### 4.2.1 Noise error contribution for some estimators

Let $N=n=1$ and $\beta= \pm 1$ in Proposition 3.5. The minimal estimators are written in the following form:

$$
\begin{equation*}
\tilde{\dot{x}}_{t_{0 \pm}}(k, \mu, \pm T)=\int_{0}^{1} p_{k, \mu, \pm T}(\tau) y\left( \pm T \tau+t_{0}\right) d \tau \tag{95}
\end{equation*}
$$

where

$$
\begin{equation*}
p_{k, \mu, \pm T}(\tau)=\frac{1}{ \pm T} \frac{(\mu+k+3)!}{(k+1)!(\mu+1)!}((\mu+k+2) \tau-(k+1))(1-\tau)^{\mu} \tau^{k} \tag{96}
\end{equation*}
$$

The affine estimators $\tilde{\dot{x}}_{t_{0 \pm}}(k, \mu, \pm T, 2, \xi)$ are given by (66):

$$
\tilde{\dot{x}}_{t_{0 \pm}}(k, \mu, \pm T, 2, \xi)=\lambda_{1}(\xi, k, \mu) \tilde{\dot{x}}_{t_{0 \pm}}(k, \mu+1, \pm T)+\lambda_{0}(\xi, k, \mu) \tilde{\dot{x}}_{t_{0 \pm}}(k+1, \mu, \pm T),
$$

where $\lambda_{1}(\xi, k, \mu)=(k+3)-(\mu+k+5) \xi$ and $\lambda_{0}(\xi, k, \mu)=1-\lambda_{1}(\xi, k, \mu)$.
According to (95) and (96), it reads

$$
\begin{equation*}
\tilde{\dot{x}}_{t_{0 \pm}}(k, \mu, \pm T, 2, \xi)=\int_{0}^{1} p_{k, \mu, \pm T, \xi}(\tau) y\left( \pm T \tau+t_{0}\right) d \tau \tag{97}
\end{equation*}
$$

where

$$
\begin{equation*}
p_{k, \mu, \pm T, \xi}(\tau)= \pm \frac{1}{T} \frac{(\mu+k+4)!}{(k+2)!(\mu+2)!}(1-\tau)^{\mu} \tau^{k}\left(a_{2} \tau^{2}+a_{1} \tau+a_{0}\right) \tag{98}
\end{equation*}
$$

with $a_{2}=(\mu+k+3)(\mu+k+5)[(\mu+k+4) \xi-(k+2)], a_{0}=-(k+1)(k+2)[(k+3)-(\mu+k+5) \xi], a_{1}=$ $(k+2)\left[\left(2 k^{2}+2 k \mu+12 k+5 \mu+16\right)-2(\mu+k+3)(\mu+k+5) \xi\right]$.

If we replace $y$ by $\varpi$ in (95), then apply a numerical integration method, we obtain for the minimal estimators the noise error contributions denoted by $e_{\varpi, m}^{ \pm}\left(t_{0} ; k, \mu, \pm T\right)$. They are bounded by

$$
\begin{equation*}
\left|e_{\varpi, m}^{ \pm}\left(t_{0} ; k, \mu, \pm T\right)\right| \stackrel{95.5 \%}{\leq} M_{m}^{ \pm}(k, \mu, \pm T) \tag{99}
\end{equation*}
$$

where $\left.M_{m}^{ \pm}(k, \mu, \pm T)=2 \sqrt{\operatorname{var}\left[e^{ \pm}, m\right.}\left(t_{0} ; k, \mu, \pm T\right)\right]$. For the affine estimators, if we replace $y$ by $\varpi$ in (97), then by applying a numerical integration method, we have

$$
\begin{equation*}
\left|e_{\varpi, m}^{ \pm}\left(t_{0} ; k, \mu, \pm T, 2, \xi\right)\right| \stackrel{95.5 \%}{\leq} M_{m}^{ \pm}(k, \mu, \pm T, 2, \xi) \tag{100}
\end{equation*}
$$

where $e_{\varpi, m}^{ \pm}\left(t_{0} ; k, \mu, \pm T, 2, \xi\right)$ are the noise error contributions, and $M_{m}^{ \pm}(k, \mu, \pm T, 2, \xi)=2 \sqrt{\operatorname{var}\left[e_{\varpi, m}^{ \pm}\left(t_{0} ; k, \mu, \pm T, 2, \xi\right)\right]}$.
Remark 24 As for any $t_{0} \in I$, var $[\varpi]=1$, according to (93), we deduce that var $\left[e_{\varpi, m}^{ \pm}\left(t_{0} ; k, \mu, \pm T\right)\right]$ and $\operatorname{var}\left[e_{\varpi, m}^{ \pm}\left(t_{0} ; k, \mu, \pm T, 2, \xi\right)\right]$ do not depend on $t_{0}$, so as to $M_{m}^{ \pm}(k, \mu, \pm T)$ and $M_{m}^{ \pm}(k, \mu, \pm T, 2, \xi)$. Moreover, we have

$$
M_{m}^{+}(k, \mu, T)=M_{m}^{-}(k, \mu,-T) \text { and } M_{m}^{+}(k, \mu, T, 2, \xi)=M_{m}^{-}(k, \mu,-T, 2, \xi)
$$

The central estimator can be given as follow by taking the formula in Proposition 3.11 with $N=n=1$ :

$$
\begin{align*}
\tilde{\dot{x}}_{t_{0}}(k, \mu, T) & =\frac{1}{2}\left(\tilde{\dot{x}}_{t_{0+}}(k-1, \mu, T)+\tilde{\dot{x}}_{t_{0-}}(k-1, \mu,-T)\right) \\
& = \begin{cases}\frac{1}{2} \int_{0}^{1} p_{k-1, \mu, T}(\tau)\left(y\left(T \tau+t_{0}\right)-y\left(-T \tau+t_{0}\right)\right) d \tau, & \text { if } k \geq 1 \\
\frac{1}{2} \int_{0}^{1} p_{-1, \mu, T}(\tau)\left(y\left(T \tau+t_{0}\right)-y\left(-T \tau+t_{0}\right)\right) d \tau, & \text { if } k=0\end{cases} \tag{101}
\end{align*}
$$

where $p_{k-1, \mu, T}(\tau)$ is defined by $(96)$, and $p_{-1, \mu, T}(\tau)=\frac{(\mu+2)(\mu+1)}{T}(1-\tau)^{\mu}$ is calculated according to Proposition 3.11.
If we replace $y$ by $\varpi$ in (101), then apply a numerical integration method, we obtain for the central estimator the noise error contribution denoted by $e_{\varpi, m}\left(t_{0} ; k, \mu, T\right)$. It is bounded by:

$$
\begin{equation*}
\left|e_{\varpi, m}\left(t_{0} ; k, \mu, T\right)\right| \stackrel{95.5 \%}{\leq} M_{m}(k, \mu, T) \tag{102}
\end{equation*}
$$

where $M_{m}(k, \mu, T)=2 \sqrt{\operatorname{var}\left[e_{\varpi, m}\left(t_{0} ; k, \mu, T\right)\right]}$.
Finally, taking the affine central estimator defined in (86) with $N=2$ and $n=1$, we have for $k \geq 1$

$$
\begin{aligned}
\tilde{\dot{x}}_{t_{0}}(k, \mu, T, 2, \xi) & =\frac{1}{2}\left(\tilde{x}_{t_{0+}}^{(n)}(k-1, \mu, T, 2, \xi)+\tilde{x}_{t_{0-}}^{(n)}(k-1, \mu,-T, 2, \xi)\right) \\
& =\frac{1}{2} \int_{0}^{1} p_{k-1, \mu, T, \xi}(\tau)\left(y\left(T \tau+t_{0}\right)-y\left(-T \tau+t_{0}\right)\right) d \tau
\end{aligned}
$$

where $p_{k-1, \mu, T, \xi}(\cdot)$ is defined by (98). Moreover, we have also for $k \geq 1$ :

$$
\begin{aligned}
\tilde{\dot{x}}_{t_{0}}(k, \mu, T, 2, \xi) & =\frac{1}{2}\left(\tilde{x}_{t_{0+}}^{(n)}(k-1, \mu, T, 2, \xi)+\tilde{x}_{t_{0-}}^{(n)}(k-1, \mu,-T, 2, \xi)\right) \\
& =\lambda_{1}(\xi, k-1, \mu) \frac{\tilde{\dot{x}}_{t_{0+}}(k-1, \mu+1, T)+\tilde{\dot{x}}_{t_{0-}}(k-1, \mu+1,-T)}{2} \\
& +\lambda_{0}(\xi, k-1, \mu) \frac{\tilde{\dot{x}}_{t_{0+}}(k, \mu, T)+\tilde{\dot{x}}_{t_{0-}}(k, \mu,-T)}{2} \\
& =\lambda_{1}(\xi, k-1, \mu) \tilde{\dot{x}}_{t_{0}}(k, \mu+1, T)+\left(1-\lambda_{1}(\xi, k-1, \mu)\right) \tilde{\dot{x}}_{t_{0}}(k+1, \mu, T)
\end{aligned}
$$

Now, we are going to define $\tilde{\dot{x}}_{t_{0}}(k, \mu, T, 2, \xi)$ for $k=0$. Denote it by $\tilde{\dot{x}}_{t_{0}}(\mu, T, 2, \xi)$. It can be given in the following form:

$$
\begin{equation*}
\tilde{\dot{x}}_{t_{0}}(\mu, T, 2, \xi)=\lambda_{1}(\xi,-1, \mu) \tilde{\dot{x}}_{t_{0}}(0, \mu+1, T)+\left(1-\lambda_{1}(\xi,-1, \mu)\right) \tilde{\dot{x}}_{t_{0}}(1, \mu, T) \tag{103}
\end{equation*}
$$

According to (101), we have

$$
\begin{aligned}
\tilde{\dot{x}}_{t_{0}}(\mu, T, 2, \xi) & =\frac{1}{2} \int_{0}^{1}\left(\lambda_{1}(\xi,-1, \mu) p_{-1, \mu+1, T(\tau)}+\left(1-\lambda_{1}(\xi,-1, \mu)\right) p_{0, \mu, T(\tau)}\right)\left(y\left(T \tau+t_{0}\right)-y\left(-T \tau+t_{0}\right)\right) d \tau \\
& =\frac{1}{2} \int_{0}^{1} p_{-1, \mu, T, \xi}(\tau)\left(y\left(T \tau+t_{0}\right)-y\left(-T \tau+t_{0}\right)\right) d \tau
\end{aligned}
$$

where $p_{-1, \mu, T, \xi}=\frac{1}{T}(\mu+2)(\mu+3)(((\mu+3) \xi-1)(\mu+4) \tau-2(\mu+4) \xi+3)(1-\tau)^{\mu}$.
If we replace $y$ by $\varpi$ in the affine central estimator, then apply a numerical integration method, we obtain the noise error contribution denoted by $e_{\varpi, m}\left(t_{0} ; k, \mu, T, 2, \xi\right)$. It is bounded by:

$$
\begin{equation*}
\left|e_{\varpi, m}\left(t_{0} ; k, \mu, T, 2, \xi\right)\right| \stackrel{95.5 \%}{\leq} M_{m}(k, \mu, T, 2, \xi) \tag{104}
\end{equation*}
$$

where $M_{m}(k, \mu, T, 2, \xi)=2 \sqrt{\operatorname{var}\left[e_{\varpi, m}\left(t_{0} ; k, \mu, T, 2, \xi\right)\right]}$.
It can be seen that all the bounds values depend on the parameters $k, \mu, T$ or $\xi$ as well as on the numerical integration method. We are going to analyze their influence on the noise error contribution.


Figure 3: Comparisons between the noise error contributions and their bounds

### 4.2.2 Analysis of the influence of the parameters

Let $y\left(t_{i}\right)=x\left(t_{i}\right)+C \varpi\left(t_{i}\right)$ be the discrete noisy measurement observed in the time interval $] 0,5$ [ with a sampling period $T_{s}=1 / 200$ and with $C=0.05$. For the minimal estimators, we compare in Figure 3(a) and Figure 3(b) the simulated noise error contributions $e_{\varpi, 100}^{ \pm}\left(t_{0} ; 0,0, \pm 0.3\right)$ and the calculated error bounds $M_{100}^{ \pm}(0,0, \pm 0.3)$ defined by (99). We use here the Trapezoidal rule with $m=60(T=0.3), k=0$ and $\mu=0$. As we can see, these bounds are near optimal.

From (99), after some calculations, we deduce that for any fixed value of $m$ the local minimum of $M_{m}^{+}(k, \mu, T)$ is obtained for $k=\mu=0$. For $k=\mu=0$ and $m \in\{30,40, \cdots, 170\}$, we calculate in Figure 4 the values of the error bound $M_{m}^{+}(0,0, T)$ according to different numerical integration methods. As we can see, the Trapezoidal rule seems to be optimal. Consequently, we need to take into account this fact so as to optimize the parameters for minimizing the global noise error contribution.


Figure 4: $M_{m}^{+}(0,0, T)$

For the affine estimators, according to [35], we should take $\lambda_{0}(\xi, k, \mu)=\lambda_{1}(\xi, k, \mu)=0.5$ for minimizing $\operatorname{var}\left[e_{\varpi}^{ \pm}\left(t_{0} ; k, \mu, \pm T, 2, \xi\right)\right]$ the variances of the noise error contributions. When $k$ and $\mu$ are fixed, we should take $\xi$ such that $\lambda_{1}(\xi, k, \mu)=(k+3)-(\mu+k+5) \xi=0.5$, i.e.

$$
\begin{equation*}
\xi=\frac{k+2.5}{k+\mu+5} \tag{105}
\end{equation*}
$$

It is clear that $\xi$ is increasing with respect to $k$, decreasing with respect to $\mu$ and is independent of $T$. According to (105) we obtain that $M_{m}^{ \pm}(k, \mu, \pm T, 2, \xi)$ only depend on three parameters $k, \mu$ and $m$. After some calculations, we obtain in Table 1 the optimal parameters $k, \mu, \xi$ and $T$ for some different numerical integration methods, with which the gaussian error effect can be minimized for these estimators.

| Estimators | Bounds | $k$ | $\mu$ | $\xi$ | $T$ | Numerical method |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| affine estimator $\tilde{\dot{x}}_{t_{0 \pm}}(k, \mu, \pm T, 2, \xi)$ | $M_{m}^{ \pm}(k, \mu, \pm T, 2, \xi)$ | 1 | 1 | 0.5 | $\nearrow$ | Trapezoidal rule |
| central estimator $\dot{\tilde{x}}_{t_{0}}(k, \mu, T)$ | $M_{m}(k, \mu, T)$ | 0 | 0 | - | $\nearrow$ | Right rectangle |
| affine central estimator $\dot{\dot{x}}_{t_{0}}(k, \mu, T, 2, \xi)$ | $M_{m}(k, \mu, T, 2, \xi)$ | 1 | 2 | 0.5 | $\nearrow$ | Right rectangle |

Table 1: Optimal parameters and numerical integration methods so as to reduce the noise error contribution

Remark 25 According to (93) in Proposition 4.14 and the expression of the bounds for the noise error contribution for each estimator, the optimal parameters and numerical integration methods found in this subsection for reducing each noise error contribution are independent to the variance of the noise.

The global error for each estimator takes into account the bias term error, the noise error contribution and the error from numerical integration method (see Remark 22). In general, we need to choose the values of $k$ and $\mu$ as small as possible so as to minimize the noise error contribution. This choice also allows us to neglect the numerical integration error. In the next subsection, we optimize the choice of $k, \mu, T$ and $\xi$ for the affine causal estimator $\tilde{\dot{x}}_{t_{0-}}(k, \mu,-T, 2, \xi)$ from the study of the bounds of the total error.

### 4.2.3 Choice of parameters for the affine causal estimator

For the affine causal estimator $\tilde{\dot{x}}_{t_{0}-}(k, \mu,-T, 2, \xi)$, we investigate the total error which is the sum of the bias term error $e_{R_{1}}^{-}\left(t_{0} ; k, \mu,-T, 2, \xi\right)$ and the noise error contribution $e_{\varpi_{,}}^{-}\left(t_{0} ; k, \mu,-T, 2, \xi\right)$. The bounds for the bias term error $e_{R_{1}}^{-}\left(t_{0} ; k, \mu,-T, 2, \xi\right)$ are given in Proposition 3.10:

$$
-\frac{(k+\mu+4)!}{(k+2)!(\mu+2)!} T M_{l}^{-} \leq e_{R_{1}}^{-}\left(t_{0} ; k, \mu,-T, 2, \xi\right) \leq-\frac{(k+\mu+4)!}{(k+2)!(\mu+2)!} T M_{u}^{-}
$$

where $M_{l}^{-}$is defined by (70) and $M_{u}^{-}$is defined by (71). The bounds for the noise error contribution $e_{\varpi_{,}, m}\left(t_{0} ; k, \mu,-T, 2, \xi\right)$ are given in (100):

$$
-M_{m}^{-}(k, \mu,-T, 2, \xi) \stackrel{95.5 \%}{\leq} e_{\varpi, m}^{-}\left(t_{0} ; k, \mu,-T, 2, \xi\right) \stackrel{95.5 \%}{\leq} M_{m}^{-}(k, \mu,-T, 2, \xi)
$$

Consequently, it yields

$$
\begin{align*}
& -\frac{(k+\mu+4)!}{(k+2)!(\mu+2)!} T M_{l}^{-}-M_{m}^{-}(k, \mu,-T, 2, \xi) \stackrel{95.5 \%}{\leq} e_{R_{1}}^{-}\left(t_{0} ; k, \mu,-T, 2, \xi\right)+e_{\varpi, m}^{-}\left(t_{0} ; k, \mu,-T, 2, \xi\right),  \tag{106}\\
& -\frac{(k+\mu+4)!}{(k+2)!(\mu+2)!} T M_{u}^{-}+M_{m}^{-}(k, \mu,-T, 2, \xi) \stackrel{95.5 \%}{\geq} e_{R_{1}}^{-}\left(t_{0} ; k, \mu,-T, 2, \xi\right)+e_{\varpi, m}^{-}\left(t_{0} ; k, \mu,-T, 2, \xi\right) . \tag{107}
\end{align*}
$$

Now, let us consider the following noisy measurement

$$
\begin{equation*}
y\left(t_{i}\right)=\tanh \left(t_{i}-1\right)+\exp \left(-t_{i} / 1.2\right) \sin \left(6 t_{i}+\pi\right)+C \varpi\left(t_{i}\right) \tag{108}
\end{equation*}
$$

which is observed in the time interval $] 0,5$ [ with a sampling period $T_{s}=1 / 200$, where the smooth signal (as in [35]) is $x\left(t_{i}\right)=\tanh \left(t_{i}-1\right)+\exp \left(-t_{i} / 1.2\right) \sin \left(6 t_{i}+\pi\right)$ and the coefficient $C$ is adjusted in such a way that the signal-to-noise
ratio $S N R=10 \log _{10}\left(\frac{\sum\left|y\left(t_{i}\right)\right|^{2}}{\sum\left|C \varpi\left(t_{i}\right)\right|^{2}}\right)$ is equal to $S N R=25 \mathrm{~dB}$ (see, e.g., [22] for this well known concept in signal processing). We can see this noisy measurement in Figure 5(a).

We explain here how to choose the parameters for the affine causal estimator $\tilde{\dot{x}}_{t_{0}-}(k, \mu,-T, 2, \xi)$ in order to obtain a good estimation of the first order derivative of $x$. From the previous subsection we saw that the choice of $k=\mu=1$ and the use of the Trapezoidal rule help us to reduce the noise error contribution for $\tilde{\dot{x}}_{t_{0-}}(k, \mu,-T, 2, \xi)$. With this choice, we use the affine causal estimator $\tilde{\dot{x}}_{t_{0-}}(1,1,-T, 2, \xi)$ to estimate $\dot{x}$. We can see in Figure $5(b)$ the total error $\tilde{\dot{x}}_{t_{0-}}(1,1,-0.3,2,0.3)$ and its bounds in the case $T=\xi=0.3$.


Figure 5: Noisy observation signal and the total error for $\tilde{\dot{x}}_{t_{0-}}(1,1,-0.3,2,0.3)$
We can observe that the total error reaches its maximum at $t_{0} \underset{\sim}{=} 0.8$ and a local minimum at $t_{0}=1.3$. Figure 6 shows the values of the different upper bounds of the errors for $\tilde{\dot{x}}_{t_{0-}}(1,1,-T, 2, \xi)$ at $t_{0}=0.8$ for any $\xi \in[0,1]$, where all the error bounds are positive. Figure 7 shows the values of the different lower bounds of the errors for $\tilde{\dot{x}}_{t_{0-}}(1,1,-T, 2, \xi)$ at $t_{0}=1.3$ for any $\xi \in[0,1]$, where all the error bounds are negative.


Figure 6: Upper error bounds for the errors for the estimation of $\dot{x}\left(t_{0}\right)$ at $t_{0}=0.8$
It can be seen that he bounds for the noise error contributions are much smaller than the bounds for the bias term errors, especially when $T$ increases. The extremum of the total error bounds are obtained when $\xi$ is close to the smaller root of the second order Jacobi polynomial $P_{2}^{1,1}$ which is equal to 0.31 .


Figure 7: Lower error bounds for the errors for the estimation of $\dot{x}\left(t_{0}\right)$ at $t_{0}=1.3$

## 5 Comparison with some existing numerical differentiation methods

In this section, we compare some of the existing numerical differentiation methods with our methods. Let $\left\{y_{j}\right\}$ be a noisy measurement of an analytic signal $x$. We want to estimate its first order derivative. We assume that $\left\{y_{j}\right\}$ are regularly spaced with a sampling period $T_{s}$ (in practice such data are obtained using an AD converter or DSpace card which is working at a fixed sampling period).

Let us recall the general formula of the backward finite difference (BFD) and the central finite difference (CFD) differentiation schemes [6], [2] for $\tilde{\dot{x}}_{j}^{[p]}, p \in\{1, \ldots, 5\}$ which is the estimation of the first order derivative at point $t_{j}$

$$
\begin{equation*}
\tilde{\dot{x}}_{j}^{[p]}=\frac{1}{c_{p} n_{m} T_{s}} \sum_{i=-3}^{3} d_{i, p} y_{j+i n_{m}}, n_{m} \in \mathbb{N}^{*} \tag{109}
\end{equation*}
$$

where the coefficients are given in the following table

| Scheme | $p$ | $d_{-3, p}$ | $d_{-2, p}$ | $d_{-1, p}$ | $d_{0, p}$ | $d_{1, p}$ | $d_{2, p}$ | $d_{3, p}$ | $c_{p}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| first order BFD | 1 | 0 | 0 | -1 | 1 | 0 | 0 | 0 | 1 |
| second order BFD | 2 | 0 | 1 | -4 | 3 | 0 | 0 | 0 | 2 |
| third order BFD | 3 | 1 | 0 | -9 | 8 | 0 | 0 | 0 | 6 |
| first order CFD | 4 | 0 | 0 | -1 | 0 | 1 | 0 | 0 | 2 |
| second order CFD | 5 | 0 | 1 | -8 | 0 | 8 | 0 | -1 | 12 |

Remark 26 The first order BFD (resp. first order CFD) scheme can be obtained by calculating the first order derivative of the Lagrange interpolating polynomial of degree 1 (resp. 2) at point $y_{j}$, which interpolates the noisy measurement at points $y_{j-n_{m}}$ and $y_{j}$ (resp. $y_{j-n_{m}}, y_{j}$ and $y_{j+n_{m}}$ ). Thus, there are two sources of error for these schemes: the interpolation error and the noise error contribution. A simple formula for the interpolation error was shown in [30]. In [40] the author has described the required nodes used for interpolation in order to minimize the noise error contribution. However the noise was supposed to be bounded. In the next work, we will analyze the total error for the Lagrangian numerical differentiation with a random noise.

The finite difference differentiation scheme is well-known as one of the most important instances of an ill-posed inverse problem [11] in the sense that small perturbations on the function to be differentiated may induce large changes in the derivatives. Generally, it has to be used in combination with a filtering device [5]. The moving average filter is the simplest digital filter to understand and use [28]. Now, let us recall the formula for the moving average method (see [28], [2] for details)

$$
\begin{equation*}
\bar{y}_{j}=\frac{1}{n_{l}+1+n_{r}} \sum_{i=-n_{l}}^{n_{r}} y_{j+i}, n_{l}, n_{r} \in \mathbb{N} . \tag{110}
\end{equation*}
$$

The Savitzky-Golay filter can be considered as a generalized moving average [28]. It is based on the least squares polynomial fitting across a moving window within the data in the time domain. Let $n_{L}, n_{R} \in \mathbb{N}$ and $n_{m} \in \mathbb{N}^{*}$, then according to the Savitzky-Golay differentiation scheme [11], [12], for $i$ fixed, $i \in\left\{-n_{L}, \cdots, n_{R}\right\}$, the estimation of the first order derivative at point $t_{j+i n_{m}}$ can be given by

$$
\begin{equation*}
\tilde{\dot{x}}_{j+i n_{m}}=\frac{1}{\left(n_{m} T_{s}\right)^{n}} p_{n}^{T} Y_{j, n_{m}} \tag{111}
\end{equation*}
$$

where $Y_{j, n_{m}}=\left(y_{j-n_{m} n_{L}}, y_{j-n_{m}\left(n_{L}-1\right)}, \ldots, y_{j+n_{m} n_{R}}\right)^{T}, p_{n}^{T}=\left(0,1,2 i, \ldots,(N-1) i^{N-1}\right) B^{\dagger}$ and

$$
B=\left(\begin{array}{cccc}
1 & -n_{L} & \cdots & \left(-n_{L}\right)^{N} \\
\vdots & \vdots & \vdots & \vdots \\
1 & -1 & \cdots & (-1)^{N} \\
1 & 0 & \cdots & 0 \\
1 & 1 & \cdots & 1 \\
\vdots & \vdots & \vdots & \vdots \\
1 & n_{R} & \cdots & n_{R}^{N}
\end{array}\right)
$$

All the estimations of the first order derivative at point $t_{j}$ obtained by the averaged finite difference differentiation schemes, the Savitzky-Golay differentiation scheme and the estimators defined in Section 3 can be considered as a dot product of a vector and the noise measurement in the moving window. This vector can be initialized as soon as the differentiation method and the associated parameters are chosen and it will be used in each moving window. Consequently, the problem of finding the best estimator is to find out the optimal vector.

Now let us consider the noisy measurement $y\left(t_{j}\right)=x\left(t_{j}\right)+C \varpi\left(t_{j}\right)$ defined by (108). We will compare the estimators introduced in Section 3 and the previous classical numerical differentiation methods when estimating $\dot{x}$ in the causal case and in the central case. To do so, we are going to calculate the total error variance $\int_{0}^{5} e(\tau)^{2} d \tau$ for each method. As the noise error contribution is discrete, we take $T_{s} \sum_{i=0}^{1000} e\left(\tau_{i}\right)^{2}$ as the approximation of $\int_{0}^{5} e(\tau)^{2} d \tau$. Moreover, we consider the $S N R$ in each estimation. However, we have seen that it produces a delay in the minimal causal estimator $\tilde{\dot{x}}_{t_{0}-}(k, \mu,-T)$ (see Remark 17) and in the affine causal estimator $\tilde{\dot{x}}_{t_{0}-}(k, \mu,-T, 2, \xi)$ (see Remark 13). In order to obtain a better comparison in the causal case, the time-delayed estimations are shifted by the associated delay so that they become delay-free estimations, then we calculate the total error variance for the shifted estimations. We can see in Figure 8 how the time-delayed estimations are shifted. We can also see that the averaged BFD and the averaged Savitzky-Golay differentiation schemes are time-delayed with a delay which is close to half of the length of the moving window. In each figure, the solid line represents the exact derivative of $x$, the dashed line represents the time-delayed estimation and the dotted line represents the delay-free estimation (shifted estimation).


We can see the comparison results in Table 2. In each grid, the first number represents the total error variance and the second number represents the $S N R$ value for the associated estimation. All the values are calculated in the


Figure 8: Time-delayed estimations and delay-free estimations with a moving window of length $T=60 T_{s}=0.3$
same time interval $[0.55-\zeta, 5-\zeta]$ with the same number of $y_{t_{j}}$ for the moving estimative window, where $\zeta$ is the delay associated to each method. For the averaged BFD scheme, the parameters $n_{m}$ and $n_{l}$ are chosen such that the total error variance reaches its minimum. For the averaged Savitzky-Golay scheme, the parameters $n_{m}, n_{l}$ and $n_{L}$ are chosen similarly. For the causal estimator we choose $k=\mu=0$ and $k=\mu=1$ for the affine causal estimator where $\xi$ is the smaller root of $P_{2}^{k, \mu}$ which is the second order Jacobi polynomial. We can observe that the minimal estimator and affine estimator can be considered as efficient filters. The minimal estimator is near optimal when $T=60 T_{s}$ and the affine estimator is near optimal with the smallest delay when $T=110 T_{s}$.

| Value of $T$ | first order BFD | Savitzky-Golay | Minimal Estimator | Affine Estimator |
| :---: | :---: | :---: | :---: | :---: |
| $T=60 T_{s}$ | $0.0965 \mid 54.8196$ | $0.0792 \mid 52.1889$ | $0.0774 \mid 53.9809$ | $0.1583 \mid 38.7150$ |
| $T=110 T_{s}$ | $0.9130 \mid 67.4975$ | $0.2660 \mid 67.9800$ | $0.5027 \mid 73.2876$ | $0.0530 \mid 57.5015$ |

Table 2: Comparison in the causal case
Similarly, we can see in Figure 9 the estimations in the central case where these estimations are delay-free. In each figure, the solid line represents the exact derivative of $x$, the dashed line represents the delay-free estimation. In Table 3, we can see the comparison results in the central case. For the averaged CFD scheme, the parameters $n_{m}$ and $n_{l}=n_{r}$ are chosen where the total error variance reaches its minimum. For the averaged Savitzky-Golay scheme, $n_{L}=n_{R}$. For the central estimator we choose $k=\mu=0$ and $k=\mu=1$ for the affine central estimator where $\xi$ is the smaller root of $P_{2}^{k, \mu}$. We can observe that the central estimator is near optimal when $T=60 T_{s}$ and the affine central estimator is near optimal when $T=110 T_{s}$.

| Value of $T$ | second order CFD | Savitzky-Golay | Central Estimator | Affine Central Estimator |
| :---: | :---: | :---: | :---: | :---: |
| $T=60 T_{s}$ | $0.0557 \mid 49.0193$ | $0.0628 \mid 51.3567$ | $0.0471 \mid 52.6921$ | $0.2892 \mid 36.4585$ |
| $T=110 T_{s}$ | $0.1388 \mid 67.4345$ | $0.2121 \mid 67.2309$ | $0.3024 \mid 71.1910$ | $0.0619 \mid 50.9864$ |

Table 3: Comparison in the central case

## 6 Conclusion

In the classical numerical differentiation methods, an interpolating polynomial or a least-squares polynomial is always used to approach a function, the derivatives of which we want to estimate. Then the derivatives of this approximation polynomial can be calculated as the derivative estimations which are in general the coefficients of the approximation polynomial. More general interpolation and least squares approximations for numerical differentiation can be seen in [39] and [3]. In this paper, the recent algebraic parametric differentiation technic is presented: a $N^{t h}$ degree polynomial obtained from the Taylor series of an affine combination of a known function is given, then an annihilator


Figure 9: Delay-free estimations with a moving window of length $T=60 T_{s}=0.3$ in the central case
operator rooted in [35] is applied to this polynomial in the operational domain, such that one of the coefficients of the polynomial is kept. The approximation of this remainder coefficient is taken as the estimation of the derivative. This derivative estimation contains two sources of error: the bias term error and the noise error contribution. The analysis for the noise error contribution of a known noise is given. Especially, the bias term errors are bounded for the minimal estimators and the affine estimators. We can give near optimal error bounds for these two estimators. These bounds are used so as to reduce the total error and give a guide to choose parameters. The error analysis for a numerical differentiation method is also given in [32] for unstructured and noisy data in the d-dimension case. Our central estimators can reduce bias term errors. We can use them to estimate the partial derivatives of a noisy data in two dimensions as in [32]. Finally, we show that these estimators are efficient by comparing with some of the improved classical numerical differentiation schemes.
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