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Discriminative Metric Learning in Nearest
Neighbor Models for Image Annotation

• Goal: predict relevant keywords for images

• Approach: generalize from a data base of annotated images

• Application 1: Image annotation
I Propose a list of relevant keywords to assist human annotator

• Application 2: Keyword based image search
I Given one or more keywords propose a list of relevant images



Examples of Image Annotation

true predicted (confidence)

glacier glacier (1.00)
mountain mountain (1.00)

people front (0.64)
tourist sky (0.58)

people (0.58)



Examples of Image Annotation

true predicted (confidence)

landscape llama (1.00)
lot water (1.00)

meadow landscape (1.00)
water front (0.60)

people (0.51)



Examples of Keyword Based Retrieval

• Query: water, pool
• Relevant images: 10
• Correct: 9 among top 10



Examples of Keyword Based Retrieval

• Query: beach, sand
• Relevant images: 8
• Correct: 2 among top 8
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Related Work: Latent Topic Models

• Inspired from text-analysis models
I Probabilistic Latent Semantic Analysis
I Latent Dirichlet Allocation

• Generative model over keywords and image regions
I Trained to model both text and image
I Condition on image to predict text

• Trade-off: overfitting & capacity limited by nr. of topics

[Barnard et al., ”Matching words and pictures”, JMLR’03]



Related Work: Mixture models approaches

• Generative model over keywords and image
I Kernel density estimate (KDE) over image features
I KDE gives posterior weights for training images
I Use weights to average training annotations

• Non-parametric model
I only need to set KDE bandwith

[Feng et al., ”Multiple Bernoulli relevance models”, CVPR’04]



Related Work: Parallel Binary Classifiers

• Learn a binary classifier per keyword
I Need to learn many classifiers
I No parameter sharing between keywords

• Large class imbalances
I 1% positive data per class no exception

[Grangier & Bengio. ”A discriminative kernel-based model to rank images from text queries”,

PAMI’08]



Related Work: Local learning approaches

• Use most similar images to predict keywords
I Diffusion of labels over similarity graph
I Nearest-neighbor classification

• State-of-the-art image annotation results
• What distance to define neighbors?

[Makadia et al., ”A new baseline for image annotation”, ECCV’08]
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A predictive model for keyword absence/presence

• Given: relevance of keywords w for images i
I yiw ∈ {−1, +1}, i ∈ {1, . . . , I}, w ∈ {1, . . . , W}

• Given: visual dissimilarity between images
I dij ≥ 0, i , j ∈ {1, . . . , I}

• Objective: optimally predict annotations yiw



A predictive model for keyword absence/presence

• πij : weight of train image j for predictions for image i
I Weights defined through dissimilarities
I πij ≥ 0 and

P
j πij = 1

p(yiw = +1) =
∑

j

πij p(yiw = +1|j) (1)

p(yiw = +1|j) =

{
1 − ε for yjw = +1
ε otherwise

(2)



A predictive model for keyword absence/presence
• Parameters: definition of the πij from visual similarities

p(yiw = +1) =
∑

j

πij p(yiw = +1|j)

• Learning objective: maximize probability of actual annotations

L =
∑

i

∑
w

ciw ln p(yiw ) (3)

• Annotation costs: absences are much ‘noisier’
I Emphasise prediction of keyword presences



Example-absences: examples of typical annotations

Actual: wave (0.99), girl (0.99), flower (0.97), black (0.93), america (0.11)

Predicted: people (1.00), woman (1.00), wave (0.99), group (0.99), girl (0.99)

Actual: drawing (1.00), cartoon (1.00), kid (0.75), dog (0.72), brown (0.54)

Predicted: drawing (1.00), cartoon (1.00), child (0.96), red (0.94), white (0.89)



Rank-based weighting of neighbors

• Weight given by rank
I The k -th neighbor always receives same weight
I If j is k -th nearest neighbor of i

πij = γk (4)

• Optimization: L concave with respect to {γk}
I Expectation-Maximization algorithm
I Projected gradient descent

p(yiw = 1) =
∑

j

πij p(yiw = 1|j)

L =
∑

i

∑
w

ciw ln p(yiw )



Rank-based weighting of neighbors

• Effective neighborhood size set automatically
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Distance-based weighting of neighbors

• Weight given by distance: dij visual distance between images

πij =
exp(−λdij)∑
k exp(−λdik )

(5)

• Single parameter: controls weight decay with distance
I Weights are smooth function of distances

• Optimization: gradient descent

∂L
∂λ

= W
∑
i,j

(πij − ρij)dij (6)

ρij =
1
W

∑
w

p(j |yiw ) =
1
W

∑
w

πijp(yiw |j)∑
k πik p(yiw |k)

(7)



Metric learning for nearest neighbors

• What is an appropriate distance to define neighbors?
I Which image features to use?
I What distance over these features?

• Linear distance combination defines weights

πij =
exp(−w>dij)∑
k exp(−w>dik )

(8)

• Learn distance combination
I maximize annotation log-likelihood as before
I one parameter for each ‘base’ distance



A predictive model for keyword absence/presence



Low recall of rare words
• Let us annotate images with the 5 most likely keywords

• Recall for a keyword is defined as:
I # ims. annotated with keyword / # ims. truely having keyword

• Keywords with low frequency in database have low recall
I Neighbors that have the keyword do not account for enough mass
I Systematically lower presence probabilities

• Need to boost presence probability at some point
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Sigmoidal modulation of predictions

• Prediction of weighted nearest neighbor model xiw

xiw =
∑

j

πij p(yiw = 1|j) (9)

• Word specific logistic discriminant model
I Allow to boost probability after a threshold value
I Adjusts ‘dynamic range’ per word

p(yiw = 1) = σ(αw xiw + βw ) (10)
σ(z) = 1/

(
1 + exp(−z)

)
(11)

• Train model using gradient descent in iterative manner
I Optimize (αw , βw ) for all words, convex
I Optimize neighbor weights πij through parameters



Training the model in practice

p(yiw ) =
∑

j

πijp(yiw |j)

L =
∑
i,w

ciw ln p(yiw )

• Computing L and gradient quadratic in nr. of images

• Use limited set of k ‘neighbors’ for each image i

• We don’t know the distance combination in advance
I Include as many neighbors from each distance as possible
I Overlap of neighborhoods allow to use approximately 2k/D
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Data set 1: Corel 5k

• 5.000 images, landscape, animals, cities, . . .
• 3 words on average, max. 5, per image
• vocabulary of 260 words
• Annotations designed for retrieval



Data set 2: ESP Game

• 20.000 images, photos, drawings, graphs, . . .
• 5 words on average, max. 15, per image
• vocabulary of 268 words
• Annotations generated by players of on-line game



Data set 2: ESP Game
• Annotations generated by players of on-line game

I Both players see same image, but cannot communicate
I Players gain points by typing same keyword



Data set 3: IAPR TC-12

• 20.000 images, touristic photos, sports
• 6 words on average, max. 23, per image
• vocabulary of 291 words
• Annotations obtained from descriptive text

I Extract nouns using natural language processing



Feature extraction

• Collection of 15 representations

• Color features, global histogram
I Color spaces: HSV, LAB, RGB
I Each channel quantized in 16 levels

• Local SIFT features [Lowe’04]

I Extraction on dense muti-scale grid, and interest points
I K-means quantization in 1.000 visual words

• Local Hue features [van de Weijer & Schmid ’06]

I Extraction on dense muti-scale grid, and interest points
I K-means quantization in 100 visual words

• Global GIST features [Oliva & Torralba ’01]

• Spatial 3 × 1 partitioning [Lazebnik et al. ’06]

I Concatenate histograms from regions
I Done for all features, except GIST.
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Evaluation Measures

• Measures computed per keyword, then averaged

• Annotate images with the 5 most likely keywords
I Recall: # ims. correctly annotated / # ims. in ground truth
I Precision: # ims. correctly annotated / # ims. annotated
I N+: # words with non-zero recall

• Direct retrieval measures
I Rank all images according to a given keyword presence probability
I Compute precision all positions in the list (from 1 up to N)

I Average Precision: over all positions with correct images



Results Corel - Annotation
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Figure 2. Performance on the Corel data set of our distance-based models in terms of Pµ , Rµ , BEP, and MAP, for the WN model (dashed),
and the σWN model (solid). Red curves correspond to a learned distance combination, and the blue ones to equal weighting of distances.
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Pµ 16 17 18 23 24 25 27 28 28 26 30 28 31 33
Rµ 19 24 21 29 25 29 32 33 32 34 33 35 37 42
N+ 107 112 114 137 122 131 139 140 136 143 136 145 146 160

Table 2. Overview of performance in terms of Pµ , Rµ , and N+ of our models (using K = 200), and those reported in earlier work. JEC
(15) refers to our implementation of [14] using our 15 distances. We show results for our WN and σWN models using rank and distance
based weights using the equal distance combination, as well as WN-ML and σWN-ML which integrate metric learning.

5.1. Results for the Corel 5k data set

In a first set of experiments we compare the different
variants of our model, and compare them to [14] using the
same data. That is, we take a equally weighted combina-
tion of our 15 normalized base distances to define image
similarity. From the results in Table 2 we can make sev-
eral observations. First, using the tag transfer method pro-
posed in [14] and our features (JEC-15) we obtain results
very similar results to the original work. Thus, other perfor-
mance differences obtained using our methods must be due
to the tag prediction methods. Our models that use this fixed
distance combination to defined weights (either directly or
using ranks) perform comparable. Among these results, the
ones of the sigmoidal model (σWN) using distance-based
weights are the best, and they make a modest improvement
over the results obtained with the more adhoc JEC-15.

More importantly, using our models that integrate metric
learning (WN-ML and σWN-ML), much larger improve-
ments are obtained, in particular using the σWN-ML model.
Compared to the current state-of-the-art method using the
same features, we obtain marked improvements of 5% in
precision, 9% in recall, and count 20 more words with pos-
itive recall. This result shows clearly that nearest neighbor
type tag prediction can benefit from metric learning. In-
terestingly, earlier efforts to exploit metric learning did not
succeed [14], c.f . Section 2. The key to our successful use
of metric learning is its integration in the prediction model.

In Figure 2 we show performance in terms of Pµ, Rµ,
BEP, and MAP, for the distance based models as a func-
tion of the number of neighbours over which the weights
are evaluated. From these results we conclude that consis-
tently over all number of neighbours, and for both WN and
σWN, the metric learning finds distance combinations that
outperform the equal weighted combination. Furthermore,
we see that σWN has a major impact on the Rµ measure,
and also leads to improvements in the other measures. In
Figure 3 we further analyze which words benefit most from
the improved recall. Finally, we observe that using large
numbers of neighbours improves performance, at least up
to 100. This is true in particular for the σWN model. This
is understood by the fact that in this case it depends on the
actual weighting of distances which neighbours are impor-
tant, and we should include a sufficiently large set (com-
puted from the base distances, c.f . Section 3) in order to
include all useful training images in this set.

From these first experiment we identify our distance
based model as the most promising, and use them below for
the other two data sets. We also use K = 200 as a default
choice for the number of neighbours.

5.2. Results for ESP Game and IAPR TC12
Next we present experimental results obtained on the

ESP Game and IAPR TC12 data sets. In Table 3 we com-
pare the current state-of-the-art for these data sets to our

6

• Rank-based and distance-based weights comparable

• Metric learning improves results considerably

• Sigmoid improves recall



Results Corel - Retrieval

• Mean Average Precision: roughly +10% overall

• Metric learning improves results considerably

• Sigmoid small effect: evaluated per word



Results ESP & IAPR - Annotation
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Figure 3. Mean recall of words in the three data sets (from left to
right: Corel 5k, ESP Game, and IAPR TC12) for WN-ML (blue)
and σWN-ML (yellow), grouped with respect to their frequency
in the data set. Keywords are binned based on how many images
they occur in. The lower bars show the number of keywords in
each bin, the upper bars show the average recall for words in a bin.

IAPR ESP Game
Pµ Rµ N+ Pµ Rµ N+

MBRM [5] 24 23 223 18 19 209
JEC [14] 28 29 250 22 25 224

JEC-15 29 19 211 24 19 222
WN 50 20 215 48 19 212
σWN 41 30 259 39 24 232
WN-ML 48 25 227 49 20 213
σWN-ML 46 35 266 39 27 239

Table 3. Performance in terms of Pµ , Rµ , and N+ on ESP and
IAPR using our models with distance based weights. As before, a
ML indicates models that integrate metric learning.

WN and σWN models, using equal and learned distance
combinations. For reference we also include our implemen-
tation of [14] using our feature set. Again we find that our
models significantly improve over the current state-of-the-
art performance. In contrast to the Corel data set, here we
find most significant improvement for precision rather than
recall: 18% (resp. 17%) on Pµ, 6% (resp. 2%) on Rµ, and
16 on N+ (resp. 15) on IAPR (resp. ESP).

As for Corel, we show in Figure 4 the influence of neigh-
bourhood size on our different measures for both datasets,
comparing our WN-ML and σWN-ML models. Also on
these sets we see the benefit of integrated metric learning.

5.3. Image Retrieval from Multi-word Queries

Up to this point, we looked at image retrieval perfor-
mance for single word queries. Most existing work concen-
trates on this problem, as it is difficult as such. However,
any realistic image retrieval system should support multi-
word queries as well. Here we present performance in terms
of BEP and MAP on the Corel data set that include multi-
word queries. To allow for direct comparison, we follow
the setup of [7], which uses a subset of 179 words of the
260 annotation words of Corel 5k that appear at least twice
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PAMIR [7] 26 34 26 43 22 17

WN 32 40 31 49 28 24
σWN 31 41 30 49 27 23
WN-ML 36 43 35 53 32 27
σWN-ML 36 46 35 55 32 27

Table 4. Comparison of σWN-ML and PAMIR in terms of MAP
and BEP. The MAP performance is also broken down over single-
word and multi-word queries, easy and difficult ones. Only the 179
words that appear at least twice in test images are used, as in [7].

Pµ Rµ N+ BEP MAP

Corel 5K 32.7 42.3 160 36.3 41.8
IAPR 46.0 35.2 266 40.9 39.9
ESP-Game 39.2 27.4 239 31.3 28.1

Table 5. Overview of all performance measures for the three data
sets obtained with σWN-ML, using K = 200 neighbours.

in the test set. Images are considered for a query when
they are annotated with all words, and we consider all 2.241
queries composed of one or more words such that the test
set includes at least one image that is relevant. Further, the
queries are divided into ‘difficult’ ones (1.820) for which
there are only one or two relevant images, and easy ones
(421) with three or more relevant images.

To predict relevance of images for a multi-word query we
compute the probability according to our model to observe
all keywords in the query. This is done by taking the product
over the single keyword probabilities, as our model does
not explicitly account for dependencies between words. In
Table 4 we summarise our results, and compare to those of
PAMIR [7]. Our results improve by about 10% the MAP
performance over all query types. Also in terms of BEP we
gain 10% compared to PAMIR, which was found in [7] to
outperform a number of alternative approaches.

5.4. Summary of Experimental Results
From the above results we find that the sigmoidal model

that integrates metric learning (σWN-ML), is our model of
choice. It combines good recall with high precision over all
data sets. We refer to Table 5 for an overview of the per-
formance obtained with σWN-ML with all five evaluation
measures. Consistently, it outperforms previously reported
results for all three data sets.

6. Conclusions
We have introduced new models for image annotation

and keyword based image retrieval. These models combine
a weighted nearest-neighbour approach with metric learn-

7

• Metric learning improves results considerably

• Sigmoid: trades precision for recall



Detailed view of effect sigmoid

• Mean recall of words
I Keywords binned by how many images they occur in
I WN-ML (blue), and σWN-ML (yellow)
I The lower bars show nr. of keywords in each bin



Examples - Corel Retrieval
tiger 100.00 (10)

garden 60.00 (10)

town 22.22 (9)

water, pool 90.00 (10)

beach, sand 25.00 (8)



Exampels - Corel Annotation
BEP: 100%
Ground Truth: sun (1.00), sky (1.00), tree (1.00), clouds (0.99)
Predictions: sun (1.00), sky (1.00), tree (1.00), clouds (0.99)

BEP: 100%
Ground Truth: mosque (1.00), temple (1.00), stone (1.00), pillar (1.00)
Predictions: mosque (1.00), temple (1.00), stone (1.00), pillar (1.00)

BEP: 50%
Ground Truth: grass (0.98), tree (0.98), bush (0.54), truck (0.05)
Predictions: flowers (1.00), grass (0.98), tree (0.98), moose (0.95)

BEP: 50%
Ground Truth: herd (0.99), grass (0.98), tundra (0.96), caribou (0.13)
Predictions: sky (0.99), herd (0.99), grass (0.98), hills (0.97)

BEP: 50%
Ground Truth: mountain (1.00), tree (0.99), sky (0.98), clouds (0.94)
Predictions: hillside (1.00), mountain (1.00), valley (0.99), tree (0.99)



Break-down of computational effort

• Computation times for ESP data set 20.000 images
I Single recent desktop 4 core machine

• 1h08 : Low-level feature extraction

• 4h44 : Quantization of low level features (best of 10× k-means)

• 0h22 : Cluster assignments

• 4h15 : Pairwise distances

• 0h15 : Neighborhood computation (2.000)

• 0h05 : Parameter estimation



Conclusions and Outlook

• We surpassed the current state-of-the-art results
I Both on image annotation, and keyword-based retrieval
I On three different data sets and two evaluation protocols

• The main contributions of our work
I Metric learning within the annotation model
I Sigmoidal non-linearity to boost recall of rare words

• Topics of ongoing research
I Modeling of keyword absences
I Learn metric per annotation term
I Scaling up learning set to millions of images
I Online learning of the model


