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Abstract

This paper considers the class of stochastic processes X defined on [0, T ] by X (t) =
∫ T

0
G (t, s) dM (s)

where M is a square-integrable martingale and G is a deterministic kernel. When M is Brownian
motion, X is Gaussian, and the class includes fractional Brownian motion and other Gaussian
processes with or without homogeneous increments. Let m be an odd integer. Under the
asumption that the quadratic variation [M ] of M is differentiable with E [|d [M ] /dt|m] finite, it
is shown that the mth power variation

lim
ε→0

ε−1

∫ T

0

ds (X (s + ε) − X (s))
m

exists and is zero when a quantity δ2 (r) related to the variance of an increment of M over a
small interval of length r satisfies δ (r) = o

(

r1/(2m)
)

.
In the case of a Gaussian process with homogeneous increments, δ is X ’s canonical metric,

the condition on δ is proved to be necessary, and the zero variation result is extended to non-
integer symmetric powers, i.e. using |X (s + ε) − X (s)|m sgn (X (s + ε) − X (s)) for any real
value m ≥ 1. In the non-homogeneous Gaussian case, when m = 3, the symmetric (generalized
Stratonovich) integral is defined, proved to exist, and its Itô formula is proved to hold for all
functions of class C6.

KEY WORDS AND PHRASES: Power variation, martingale Volterra convolution, co-
variation, calculus via regularization, Gaussian processes, generalized Stratonovich integral, non-
Gaussian processes.

MSC Classification 2000: 60G07; 60G15; 60G48; 60H05.

1 Introduction

The purpose of this article is to study wide classes of processes with zero cubic variation, and more
generally, zero variation of any order. Before summarizing our results, we give a brief historical
description of the topic of p-variations, as a basis for our motivations.
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1.1 Historical motivations

The p-variation of a function f : [0, T ] → R is the supremum over all the possible partitions
{0 = t0 < . . . < tN} of [0, T ] of the quantity

N−1
∑

i=1

|f(ti+1) − f(ti)|p. (1)

The analytic monograph [4] contains an interesting study on this concept, showing that a p-variation
function is the composition of an increasing function and a Hölder function. The notion of p-
variation of a stochastic process or of a function was rediscovered in stochastic analysis, particularly
in a context of pathwise (or quasi-pathwise) stochastic calculus. The fundamental paper [8], due
to H. Föllmer, treats the case of 2-variations. More recent dealings with p-variations and their
stochastic applications, particularly to rough path and other integration techniques, are described
at length for instance in the books [5] and [14] , which also contain excellent bibliographies on the
subject.

The Itô stochastic calculus has mimicked the notion of 2-variation, with the notion of quadratic
variation. Given a semimartingale S, its quadratic variation [S] is the limit in probability of

N−1
∑

i=1

|S(ti+1) − S(ti)|2. (2)

For p = 2, instead of considering the supremum of quantities (1), one considers the limit of the
expression (2) when the mesh of the partition converges to zero. Moreover, the notion becomes
stochastic. In fact for a standard Brownian motion B, its 2-variation [B] is a.s. infinite, but its
quadratic variation is equal to T . In order to reconcile 2-variations with the finiteness of [B],
many authors have proposed restricting the supremum in (1) to the dyadic partitions. However,
in Itô calculus, the idea of quadratic variation is associated with the notion of covariation (a.k.a.
joint quadratic variation) [S1, S2] of two semimartingales S1, S2, something which is not present is
analytic treatments of p-variation. This covariation [S1, S2] is obtained by polarization of (2), i.e. is
the limit in probability of

∑N−1
i=1

(

S1(ti+1) − S1(ti)
) (

S2(ti+1) − S2(ti)
)

when, again, the partition
mesh goes to zero.

In the study of stochastic processes, the p-variation has been analyzed in some specific cases,
such as local time processes (see [20]), iterated Brownian motion, whose 4-th variation is finite, and
more recently fractional Brownian motion (fBm) and related processes. To work with a general
class of processes, the tools of Itô calculus would nonetheless restrict the study of covariation
to semimartingales. In [22], the authors enlarged the notion of covariation to general processes
X and Y . They achieved this by modifying the definition, considering regularizations instead of
discretizations. An objective was to produce a more efficient stochastic calculus tool, able to go
beyond the case of semimartingales. Given two processes X and Y , their covariation [X,Y ] is the
limit in probability, when ε goes to zero, of

C(ε,X, Y )(T ) =

∫ T

0

(

X(s + ε) − X(s)
)(

Y (s + ε) − Y (s)
)

ε
ds; t ≥ 0. (3)

The limit is again denoted by [X,Y ] and this notion coincides with the classical covariation when
X,Y are continuous semimartingales. The processes X such that [X,X] exists are called finite
quadratic variation processes; their analysis and their applications were performed in [7, 21].
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The notion of covariation was also extended in order to involve more processes. In [10] the
authors consider the n-covariation of n processes X1, . . . ,Xn. For n = 4, for X being an fBm
with so-called Hurst parameter H = 1/4, the paper [9] calculates the covariation [g (X) ,X,X,X]
where g is, for instance, a bounded continuous function. If X = X1 = X2 = X3 is a single
stochastic process, we denote [X; 3] := [X,X,X], which is called the cubic variation, and is one of
the main topics of investigation in our article. Note that this variation involves the signed cubes
(X (s + ε)−X(s))3, which has the same sign as the increment X (s + ε)−X(s), unlike the case of
quadratic or 2-variation, or of the so-called strong cubic variation, where absolute values are used
inside the cube function. The significance of the cubic variation lies in its ability to guarantee the
existence of (generalized symmetric) Stratonovich integrals, and their associate Itô formula with no
correction term, for highly irregular processes, notably fBm with H > 1/6 (such fBm have Hölder
regularity parameter exceeding 1/6; compare with the near 1/2-Hölder-regularity for continuous
semimartingales). This is a relatively well-known phenomenon, established in great generality in
the landmark paper [12]. This result is a main motivation for our work, in which we attempt to give
specific classes of Gaussian and non-Gaussian processes with the said zero cubic variation property;
indeed the conditions in [12] have really only been applied to the very specific Gaussian class of
fBm, which are fractionally self-similar and have stationary increments.

1.2 Summary of results

Let [0, T ] be a fixed time interval. Following the regularization methodology of [22] or [23], the
cubic variation of a process X, denoted by [X, 3], was defined similarly to [10] as the limit in

probability or in the mean square, as ε → 0, of ε−1
∫ T
0 (X (s + ε) − X (s))3 ds. This will be null for

a deterministic function X as long as it is α-Hölder-continuous with α > 1/3. But the main physical
reason for being interested in this cubic variation for random processes is that, because the cube
function is symmetric, if the process X itself has some probabilistic symmetry as well (such as the
Gaussian property and the stationarity of increments), then we can expect [X, 3] to be 0 for much
more irregular processes than those which are almost-surely α-Hölder-continuous with α > 1/3. As
mentioned above, it is known from [10] that fBm, which is parametrized by the Hurst index H, for
which one has that X is α-Hölder-continuous almost surely for all α > H, has zero cubic variation for
all H > 1/6. This doubling improvement over the deterministic situation is due exclusively to the
random symmetries of fBm, as they combine with the fact that the cube function is odd. Typically
for other types of variations, such as the strong cubic variation ε−1

∫ T
0 |X (s + ε) − X (s)|3 ds, H

needs to be larger to guarantee existence of the variation, let alone nullity.
These properties of fBm beg the question of what occurs for other Gaussian processes which

may not be self-similar or even have stationary increments, or even for non-Gaussian processes with
similar Hölder-continuous paths, and to what extent the threshold α > 1/6 is sharp. Similarly,
can the odd symmetry of the cube function be generalized to any “symmetric” power function, i.e.
x 7→ |x|msgn(x) with arbitrary integer or non-integer m > 1 ? This refers to what we will call the
“odd mth variation”, defined (when it exists in the mean-square sense) by

[X,m] := lim
ε→0

ε−1

∫ T

0
|X (s + ε) − X (s)|m sgn (X (s + ε) − X (s)) ds.

The qualifier “odd” above, when applied to m = 3, can easily yield the term “odd cubic variation”,
which has historically been called simply “cubic variation” as we noted before, as opposed to the
“strong cubic variation” which involves absolute values; therefore in this article, we will systemat-
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ically use the qualifier “odd” for all higher order mth variations based on odd functions, but will
typically omit it for the cubic variation.

This article provides answers to some of the above questions, both in Gaussian and non-Gaussian
settings, and we hope that it will stimulate work on resolving some of the remaining open problems.
Specifically, we consider the process X defined on [0, T ] by

X (t) =

∫ T

0
G (t, s) dM (s) (4)

where G is a non-random measurable function on [0, T ]2, which is square-integrable with respect
to s ∈ [0, T ] for every fixed t, and M is a square-integrable martingale on [0, T ]. In other words,
X is defined using a Volterra representation with respect to a square-integrable martingale. The
quadratic variations of these martingale-based convolutions was studied in [6].

What we call the Gaussian case is that where M is the standard Wiener process (Brownian
motion) W . The itemized list which follows is a summary of our results. There are several technical
conditions which are needed in our various result statements, and are increasingly restrictive as we
move from simple Gaussian cases to non-Gaussian cases, but nonetheless represent wide classes
of processes. Here, for the reader’s convenience, we have not spelled out all these conditions,
indicating instead references to the precise theorem statements in the body of this article. One
condition which appears in all cases, is essentially equivalent to requiring that all processes X
that we consider are not more regular than standard Brownian motion, i.e. are not 1/2-Hölder-
continuous. This typically takes the form of a concavity condition on the process’s squared canonical

metric δ2 (s, t) := E
[

(X (t) − X (s))2
]

. This condition is hardly a restriction since the main interest

of our results occurs around the Hölder exponent 1/6, or more generally the exponent 1/(2m) for
any m > 1: the processes with zero odd mth variation appear as those which are better than
1/(2m)-Hölder-continuous.

• [Theorem 6 on page 11]. When X is Gaussian with homogeneous increments (meaning δ(s, t)
depends only on |t− s|), for any odd integer m ≥ 3, X has zero odd mth variation if and only
if δ (r) = o

(

r1/(2m)
)

.

• [Theorem 9 on page 19]. The sufficient condition of the result above holds for any real m > 1.

• [Theorem 7 on page 16]. When X is Gaussian with non-homogeneous increments, for any
odd integer m ≥ 3, if δ2 (s, s + r) = o

(

r1/(2m)
)

uniformly in s, and under a technical non-
explosion condition on the mixed partial derivative of δ2 near the diagonal, X has zero odd
mth variation.

• [Theorem 10 on page 23]. Let m ≥ 3 be an odd integer. When X is non-Gaussian as in (4),
based on a martingale M whose quadratic variation process has a derivative with 2m moments
(the actual condition on M in the theorem is weaker), let Γ (t) = (E [(d [M ] /dt)m])1/(2m) and
consider the Gaussian process

Z (t) =

∫ T

0
Γ (s)G (t, s) dW (s) .

Under a technical integrability condition on planar increment of ΓG near the diagonal, if Z
satisfies the conditions of Theorem 6 or Theorem 7, then X has zero odd mth variation.
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• Proposition 11 on page 27 provides the example of a wide class of martingales and kernels for
which the assumptions of Theorem 10 are satisfied.

• [Theorem 12 and its corollary, on page 31]. When m ≥ 3 is an odd integer and X is a Gaussian
process with non-homogeneous increments such that δ2 (s, s + r) = o

(

r1/(2m)
)

uniformly in
s, under some additional technical conditions whose scope is discussed after the corollary on
page 32, for every bounded measurable function g on R,

lim
ε→0

1

ε2
E

[

(
∫ 1

0
du (Xu+ε − Xu)m g

(

Xu+ε + Xu

2

))2
]

= 0.

[Corollary 13 on page 32]. If m = 3, by results in [12], the theorem implies that for any
f ∈ C6 (R) and t ≥ 0, the Itô formula f (Xt) = f (X0) +

∫ t
0 f ′ (Xu) X (◦du) holds, where the

integral is in the symmetric (generalized Stratonovich) sense.

1.3 Relation with other recent work

We finish this introduction with a description of recent work done by several other authors on
problems related to our preoccupations to some extent, in various directions. The authors of the
preprint [13] consider, as we do, stochastic processes which can be written as Volterra integrals with
respect to martingales, just as we did. In fact, they study the concept of “fractional martingale”,
which is the generalization of the so-called Riemann-Liouville fractional Brownian motion when
then driving noise is a martingale. This is a special case of the processes we consider in Section
4, with K (t, s) = (t − s)H−1/2. The authors’ motivation is to prove an analogue of the famous
characterization of Brownian motion as the only continuous square-integrable martingale with a
quadratic variation equal to t. They provide similar necessary and sufficient conditions based on
the 1/H-variation for a process to be fractional Brownian motion. The paper [13] does not follow,
however, the same motivation as our work: for us, say in the case of m = 3, the threshold H > 1/6
is the key point for (odd) cubic variations, with its relation to stochastic calculus.

To find a similar motivation as ours, one may look instead at the equally new result of [17],
where the authors study the central and non-central behavior of weighted power variations for fBm.
Using the Hermite polynomial of order q rather than the power-q function, largely for simplicity
(we do not believe that this is a necessary restriction, and we think that the authors would agree
with us), they show that the threshold value H = 1/ (2q) poses an interesting open problem, since
above this threshold (and below H = 1 − 1/ (2q)) one obtains Gaussian limits (these limits are
conditionally Gaussian when weights are present, and can be represented as stochastic integrals
with respect to an independent Brownian motion), while below the threshold, degeneracy occurs,
and the behavior at the threshold is not known except (as far as we understand the state of the
art at the time of writing this) for q = 2, 3. In [17], a threshold Itô formula for q = 3, i.e. at
H = 1/6, boasts an intriguing exotic correction term with an independent Brownian motion, and
raises important questions; for instance, one can compare this with a similar result in [16] for
H = 1/4, but this time with bidimensional fBm, in which two independent Brownian motions are
needed to characterize the exotic correction term. These questions extend beyond the case of fBm,
to our framework, beyond the scope of our article.

The value H = 1/6 is mentioned again in the context of the stochastic heat equation driven
by space-time white-noise, in which discrete trapezoidal sums converge in distribution (not in
probability) to a conditionally independent Brownian motion: see [3] and [18]. In fact, one can
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show for fBm with H = 1/6, that the cubic variation in the regularized sense does not exist in
the sense of convergence in probability. Specifically, using arguments developed in [11], the paper
[12] proves in Theorem 4.1 part (2), convergence in distribution to a normal. Using some recently
established arguments about the convergence of sequences in fixed Wiener chaoses, one can then
show (see Proposition 2 herein) that this convergence cannot be in probability. By establishing a
necessary and sufficient condition around the same threshold for nullity of the cubic variation for
many Gaussian processes with homogeneous increments, our paper confirms the value H = 1/6 as
a crucial regularity parameter for existence of cubic variations, showing that self-similarity is not
related to such existence.

Summarizing, when compared to the works described in the above three paragraphs, our work
situates itself by

• choosing to prove necessary and sufficient for nullity of the cubic variation (around the thresh-
old regularity value H = 1/6) for Gaussian processes with homogeneous increments (a wider
class than previously considered), and studying this threshold for higher “odd” power func-
tions, with possibly non-integer order;

• showing that our method is able to consider processes that are far from Gaussian and still
yield sharp sufficient conditions for nullity of odd power variations, since our base noise may
be a generic martingale with only a few moments.

The article has the following structure. Section 2 contains some formal definitions and notation.
The basic theorems in the Gaussian case are in Section 3, where the homogeneous case, non-
homogeneous case, and case of non-integer m are separated in three subsections. The use of
non-Gaussian martingales is treated in Section 4. Section 5 presents the Itô formula.

2 Definitions

We recall our process X defined for all t ∈ [0, T ] by

X (t) =

∫ T

0
G (t, s) dM (s) (5)

where G is a non-random measurable function on [0, T ]2, which is square-integrable with respect to
s ∈ [0, T ] for every fixed t, and M is a square-integrable martingale on [0, T ]. For any real number
m ≥ 2, let the odd ε-m-th variation of X be defined by

[X,m]ε (T ) :=
1

ε

∫ T

0
ds |X (s + ε) − X (s)|m sgn (X (s + ε) − X (s)) . (6)

The odd variation is different from the absolute (or strong) variation because of the presence of the
sign function, making the function |x|m sgn (x) an odd function. In the sequel, in order to lighten
the notation, we will write (x)m for |x|m sgn (x). We say that X has zero odd m-th variation (in
the mean-squared sense) if the limit

lim
ε→0

[X,m]ε (T ) = 0 (7)

holds in L2 (Ω).
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The canonical metric δ of a stochastic process X is defined as the pseudo-metric on [0, T ]2 given
by

δ2 (s, t) = E
[

(X (t) − X (s))2
]

.

The covariance function of X is defined by

Q (s, t) = E [X (t) X (s)] .

The special case of a centered Gaussian process is of primary importance; then the process’s entire
distribution is characterized by Q, or alternately by δ and the variances var (X (t)) = Q (t, t), since
we have Q (s, t) = 1

2 (Q (s, s) + Q (t, t) − δ (s, t)). We say that δ has homogeneous increments if
there exists a function on [0, T ] which we also denote by δ such that

δ (s, t) = δ (|t − s|) .

Below, we will refer to this situation as the homogeneous case. This is in contrast to usual usage of
this appellation, which is stronger, since for example in the Gaussian case, it refers to the fact that
Q (s, t) depends only on the difference s − t; this would not apply to, say, standard or fractional
Brownian motion, while our definition does. In non-Gaussian settings, the usual way to interpret
the “homogeneous” property is to require that the processes X (t + ·) and X (·) have the same law,
which is typically much more restrictive than our definition.

The goal of the next two sections is to define various general conditions under which a charac-
terization of the limit in (7) being zero can be established. In particular, we aim to show that X
has zero odd m-th variation for well-behaved M ’s and G’s as soon as

δ (s, t) = o
(

|t − s|1/(2m)
)

, (8)

and that this is a necessary condition in some cases. Although this is a mean-square condition, it can
be interpreted as a regularity (local) condition on X; for example, when X is a Gaussian process with
homogeneous increments, this condition means precisely that almost surely, the uniform modulus of
continuity ω of X on any fixed closed interval, defined by ω (r) = sup {|X (t) − X (s)| : |t − s| < r},
satisfies ω (r) = o

(

r1/6 log1/2 (1/r)
)

.

3 Gaussian case

We assume that X is centered Gaussian. Then we can write X as in formula (5) with M = W a
standard Brownian motion. More importantly, beginning with the easiest case where m is an odd
integer, we can easily show the following.

Lemma 1 If m is an odd integer ≥ 3, we have

E
[

([X,m]ε (T ))2
]

=
1

ε2

(m−1)/2
∑

j=0

cj

∫ T

0

∫ t

0
dtdsΘε (s, t)m−2j V ar [X (t + ε) − X (t)]j V ar [X (s + ε) − X (s)]j

:=

(m−1)/2
∑

j=0

Jj
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where the cj ’s are constants depending only on j, and

Θε (s, t) := E [(X (t + ε) − X (t)) (X (s + ε) − X (s))] .

Proof. The lemma is an easy consequence of the following formula, which can be found as
Lemma 5.2 in [12]: for any centered jointly Gaussian pair of r.v.’s (Y,Z), we have

E [Y mZm] =

(m−1)/2
∑

j=0

cjE [Y Z]m−2j V ar [X]j V ar [Y ]j .

We may translate Θε (s, t) immediately in terms of Q, and then δ. We have:

Θε (s, t) = Q (t + ε, s + ε) − Q (t, s + ε) − Q (s, t + ε) + Q (s, t)

=
1

2

[

−δ2 (t + ε, s + ε) + δ2 (t, s + ε) + δ2 (s, t + ε) − δ2 (s, t)
]

(9)

=: −1

2
∆(s,t);(s+ε,t+ε)δ

2. (10)

Thus Θε (s, t) appears as the opposite of the planar increment of the canonical metric over the
rectangle defined by its corners (s, t) and (s + ε, t + ε).

3.1 The case of fBm

Before finding sufficient and possibly necessary conditions for various Gaussian processes to have
zero cubic (or mth) variation, we discuss the threshold case for the cubic variation of fBm. Recall
that when X is fBm with parameter H = 1/6, as mentioned in the Introduction, it is known from
[12, Theorem 4.1 part (2)] that [X, 3]ε (T ) converges in distribution to a non-degenerate normal law.
However, there does not seem to be any place in the literature specifying whether the convergence
may be any stronger than in distribution. We address this issue here.

Proposition 2 Let X be an fBm with Hurst parameter H = 1/6. Then X does not have a cubic
variation (in the mean-square sense), by which we mean that [X, 3]ε (T ) has no limit in L2 (Ω) as
ε → 0. In fact more is true: [X, 3]ε (T ) has no limit in probability as ε → 0.

In order to prove the proposition, we study the Wiener chaos representation and moments of
[X, 3]ε (T ) when X is fBm; X is given by (5) where W is Brownian motion and the kernel G is
well-known. Information on G and on the Wiener chaos generated by W can be found respectively
in Chapters 5 and 1 of the textbook [19]. The covariance formula for an fBm X is

RH (s, t) := E [X (t)X (s)] = 2−1
(

s2H + t2H − |t − s|2H
)

. (11)

Lemma 3 Fix ε > 0. Let ∆Xs := X (s + ε) − X (s) and ∆Gs (u) := G (s + ε, u) − G (s, u). Then

[X, 3]ε (T ) = I1 + I3

=:
3

ε

∫ T

0
ds

∫ T

0
∆Gs (u) dW (u)

∫ T

0
|∆Gs (v)|2 dv (12)

+
6

ε

∫ T

0
dW (s3)

∫ s3

0
dW (s2)

∫ s2

0
dW (s1)

∫ T

0

[

3
∏

k=1

∆Gs (sk)

]

ds. (13)
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Proof. The proof of this lemma is elementary. It follows from two uses of the multiplication
formula for Wiener integrals [19, Proposition 1.1.3], for instance. It can also be obtained directly
from Lemma 3.2 below, or using the Itô formula technique employed further below in finding an
expression for [X,m]ε (T ) in Step 0 of the proof of Theorem 10 on page 23. All details are left to
the reader.

The above lemma indicates the Wiener chaos decomposition of [X, 3]ε (T ) into the term I1 of
line (12) which is in the first Wiener chaos (i.e. a Gaussian term), and the term I3 of line (13), in
the third Wiener chaos. The next two lemmas contain information on the behavior of each of these
two terms, as needed to prove Proposition 2.

Lemma 4 The Gaussian term I1 converges to 0 in L2 (Ω) as ε → 0.

Lemma 5 The 3rd chaos term I3 is bounded in L2 (Ω) for all ε > 0, and does not converge in
L2 (Ω) as ε → 0.

Proof of Proposition 2. We prove the proposition by contrapositive. Assume [X, 3]ε (T )
converges in probability. For any p > 2, there exists cp depending only on p such that E [|I1|p] ≤
cp

(

E
[

|I1|2
])p/2

and E [|I3|p] ≤ cp

(

E
[

|I3|2
])p/2

; this is a general fact about random variables in

fixed Wiener chaoses, and can be proved directly using Lemma 3 and the Burkhölder-Davis-Gundy

inequalities. Therefore, since we have supε>0(E
[

|I1|2
]

+E
[

|I3|2
]

) < ∞ by Lemmas 4 and 5, we also

get supε>0(E [|I1 + I3|p]) < ∞ for any p. Therefore, by uniform integrability, [X, 3]ε (T ) = I1 + I3

converges in L2 (Ω). In L2 (Ω), the terms I1 and I3 are orthogonal. Therefore, I1 and I3 much
converge in L2 (Ω) separately. This contradicts the non-convergence of I3 in L2 (Ω) obtained in
Lemma 5. Thus [X, 3]ε (T ) does not converge in probability.

To conclude this section, we only need to prove the above two lemmas. To improve readability,
we write H instead of 1/6.

Proof of Lemma 4. From Lemma 1 with m = 3, and Lemma 3, we get

E
[

|I1|2
]

=
9

ε2

∫ T

0

∫ t

0
dtdsΘε (s, t)V ar (X (t + ε) − X (t)) V ar (X (s + ε) − X (s))

=
9

2
ε−2+4H

∫ T

0

∫ T

0
dtds Cov [X (t + ε) − X (t) ;X (s + ε) − X (s)]

=
9

2
ε−2+4H V ar

[
∫ T

0
(X (t + ε) − X (t)) dt

]

=
9

2
ε−2+4H V ar

[
∫ T+ε

T
X (t) dt −

∫ ε

0
X (t) dt

]

.

Bounding the variance of the difference by twice the sum of the variances, and using the fBm
covariance formula (11),

E
[

|I1|2
]

≤ 9ε−2+4H

(
∫ T+ε

T

∫ T+ε

T
RH (s, t) dsdt +

∫ ε

0

∫ ε

0
RH (s, t) dsdt

)

≤ 9ε−2+4H
(

ε2 (T + ε)2H + ε2+2H
)

= O
(

ε4H
)

,

proving Lemma 4.

9



Proof of Lemma 5. From Lemma 1 with m = 3, Lemma 3, and the covariance formula (11)
for fBm, we get

E
[

|I3|2
]

=
12

ε2

∫ T

0

∫ t

0
dtds (Θε (s, t))3

=
6

ε2

∫ T

0

∫ t

0
dtds

(

|t − s + ε|2H + |t − s − ε|2H − 2 |t − s|2H
)3

.

We must take care of the absolute values, i.e. of whether ε is greater or less than t − s. We define

the “off-diagonal” portion of E
[

|I3|2
]

as

ODI3 := 6ε−2

∫ T

2ε

∫ t−2ε

0
dtds

(

|t − s + ε|2H + |t − s − ε|2H − 2 |t − s|2H
)

.

For s, t in the integration domain for the above integral, since t̄ := t − s > 2ε, by two iterated
applications of the Mean Value Theorem for the function x2H on the intervals [t̄− ε, t̄] and [t̄, t̄+ ε],

|t̄ + ε|2H + |t̄ − ε|2H − 2t̄2H = 2H (2H − 1) ε (ξ1 − ξ2) ξ2H−2

for some ξ2 ∈ [t̄ − ε, t̄], ξ1 ∈ [t̄, t̄ + ε], and ξ ∈ [ξ1, ξ2], and therefore

|ODI3| ≤ 24H |2H − 1| ε−2

∫ T

2ε

∫ t−2ε

0

(

ε (t − s − ε)2H−2
)3

dtds

= 24H |2H − 1| ε4

∫ T

2ε

∫ t−2ε

0
(t − s − ε)6H−6 dtds

=
24H |2H − 1| ε4

5 − 6H

∫ T

2ε

[

ε6H−5 − (t − ε)6H−5
]

dt

≤ 24H |2H − 1|
5 − 6H

Tε6H−1 =
24H |2H − 1|

5 − 6H
T.

Thus the “off-diagonal term is bounded. The diagonal part of I3 is

DI3 := 6ε−2

∫ T

0

∫ t

t−2ε
dtds

(

|t − s + ε|2H + |t − s − ε|2H − 2 |t − s|2H
)3

= 6ε−2T

∫ 2ε

0
dt̄
(

|t̄ + ε|2H + |t̄ − ε|2H − 2 |t̄|2H
)3

= 6ε−1+6HT

∫ 2

0
dr
(

|r + 1|2H + |r − 1|2H − 2 |r|2H
)3

dr = C (H)T

where C (H) only depends on H. Thus the diagonal part DI3 of E[|I3|2] is constant. This proves
that I3 is bounded in L2 (Ω), as announced. To conclude that it cannot converge in L2 (Ω), recall
that from [12, Theorem 4.1 part (2)], [X, 3]ε (T ) = I1 + I3 converges in distribution to a non-
degenerate normal law. By Lemma 4, I1 converges to 0 in L2 (Ω). Therefore, I3 converges in
distribution to a non-degenerate normal law; if it also converged in L2 (Ω), since the 3rd Wiener
chaos is closed in L2 (Ω), the limit would have to be in that same chaos, and thus would not have
a non-degenerate normal law. This concludes the proof of Lemma 5.
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3.2 The homogeneous case

We now specialize to the homogeneous case. We are ready to prove the first sufficient condition for
having a zero m-th variation when m is an odd integer.

Theorem 6 Let m > 1 be an odd integer. Let X be a centered Gaussian process on [0, T ] with
homogeneous increments; its canonical metric is

δ2 (s, t) := E
[

(X (t) − X (s))2
]

= δ2 (|t − s|)

where the univariate function δ2 is increasing and concave on [0, T ]. Then X has zero mth variation
if and only if δ (r) = o

(

r1/(2m)
)

.

Proof. Step 0: setup. We denote by dδ2 the derivative, in the sense of measures, of δ2; we
know that dδ2 is a positive bounded measure on [0, T ]. Using homogeneity, we also get

V ar [X (t + ε) − X (t)] = δ2 (ε) .

Using the notation in Lemma 1, we get

Jj = ε−2δ4j (ε) cj

∫ T

0
dt

∫ t

0
dsΘε (s, t)m−2j .

Step 1: diagonal. Let us deal first with the diagonal term. We define the ε-diagonal Dε :=
{0 ≤ t − ε < s < t ≤ T}. Trivially using Schwartz’s inequality, we have

|Θε (s, t)| ≤
√

V ar [X (t + ε) − X (t)]V ar [X (s + ε) − X (s)] = δ2 (ε) .

Hence, according to Lemma 1, the diagonal portion
∑(m−1)/2

j=0 Jj,D of E
[

([X,m]ε (T ))2
]

can be

bounded above, in absolute value, as:

(m−1)/2
∑

j=0

Jj,D :=

(m−1)/2
∑

j=0

ε−2δ4j (ε) cj

∫ T

ε
dt

∫ t

t−ε
dsΘε (s, t)m−2j .

≤ 1

ε2

(m−1)/2
∑

j=0

cj

∫ T

ε
dt

∫ t

t−ε
dsδ2m (ε) = cst · ε−1δ2m (ε) .

The hypothesis on δ2 implies that this converges to 0 as ε tends to 0.

Step 2: small t term . The term for t ∈ [0, ε] and any s ∈ [0, t] can be dealt with similarly, and is
of a smaller order than the one in Step 1. Specifically we have

|Jj,S| := ε−2δ4j (ε) cj

∣

∣

∣

∣

∫ ε

0
dt

∫ t

0
dsΘε (s, t)m−2j

∣

∣

∣

∣

≤ ε−2δ4j (ε) cjδ
2(m−2j) (ε) ε2 = cjδ

2m (ε) ,

which converges to 0 like o (ε).
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Step 3: off-diagonal. Because of the homogeneity hypothesis, we can calculate from (9) that for
any s, t in the ε-off diagonal set ODε := {0 ≤ s < t − ε < t ≤ T}

Θε (s, t) =
(

δ2 (t − s + ε) − δ2 (t − s)
)

−
(

δ2 (t − s) − δ2 (t − s − ε)
)

=

∫ t−s+ε

t−s
dδ2 (r) −

∫ t−s

t−s−ε
dδ2 (r) . (14)

By the concavity hypothesis, we see that Θε (s, t) is negative in this off-diagonal set ODε. Unfor-
tunately, using the notation in Lemma 1, this negativity does not help us because the off-diagonal
portion Jj,OD of Jj also involves the constant cj , which could itself be negative. Hence we need to
estimate Jj,OD more precisely.

The constancy of the sign of Θε is still useful, because it enables our first operation in this step,
which is to reduce the estimation of |Jj,OD| to the case of j = (m − 1) /2. Indeed, using Schwartz’s
inequality and the fact that |Θε| = −Θε, we write

|Jj,OD| = ε−2δ4j (ε) |cj|
∫ T

ε
dt

∫ t−ε

0
ds |Θε (s, t)|m−2j

= −ε−2δ4j (ε) |cj |
∫ T

ε
dt

∫ t−ε

0
dsΘε (s, t) |Θε (s, t)|m−2j−1

≤ ε−2δ4j (ε) |cj|
∫ T

ε
dt

∫ t−ε

0
ds (−Θε (s, t))

∣

∣δ2 (ε)
∣

∣

m−2j−1

= ε−2δ2m−2 (ε) |cj |
∫ T

ε
dt

∫ t−ε

0
ds (−Θε (s, t)) .

It is now sufficient to show that the estimate for the case j = (m − 1) /2 holds, i.e. that

∫ T

ε
dt

∫ t−ε

0
ds (−Θε (s, t)) ≤ cεδ2 (2ε) (15)

We rewrite the planar increments of δ2 as in (14) to show what cancellations occur: with the
notation s′ = t − s,

−Θε (s, t) = −
(

δ2
(

s′ + ε
)

− δ2
(

s′
))

+
(

δ2
(

s′
)

− δ2
(

s′ − ε
))

= −
∫ s′+ε

s′
dδ2 (r) +

∫ s′

s′−ε
dδ2 (r) .

Therefore, using the change of variables from s to s′, and another to change [s′ − ε, s′] to [s′, s′ + ε],

∫ T

ε
dt

∫ t−ε

0
ds (−Θε (s, t)) =

∫ T

ε
dt

[

∫ t

ε
ds′
∫ s′

s′−ε
dδ2 (r) −

∫ t

ε
ds′
∫ s′+ε

s′
dδ2 (r)

]

=

∫ T

ε
dt

[

∫ t

ε
ds′
∫ s′

s′−ε
dδ2 (r) −

∫ t

ε
ds′
∫ s′+ε

s′
dδ2 (r)

]

=

∫ T

ε
dt

[

∫ t−ε

0
ds′′

∫ s′′+ε

s′′
dδ2 (r) −

∫ t

ε
ds′
∫ s′+ε

s′
dδ2 (r)

]

=

∫ T

ε
dt

[

∫ ε

0
ds′′

∫ s′′+ε

s′′
dδ2 (r) −

∫ t

t−ε
ds′
∫ s′+ε

s′
dδ2 (r)

]

(16)
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We may now invoke the positivity of dδ2, to obtain
∫ T

ε
dt

∫ t−ε

0
ds (−Θε (s, t)) ≤

∫ T

ε
dt

∫ ε

0
ds′′

∫ s′′+ε

s′′
dδ2 (r)

=

∫ T

ε
dt

∫ ε

0
ds′′

(

δ2
(

s′′ + ε
)

− δ2
(

s′′
))

≤
∫ T

ε
dt ε δ2 (2ε) ≤ Tεδ2 (2ε) .

This is precisely the claim in (15), which finishes the proof that for all j, |Jj,OD| ≤ cε−1δ2m (2ε) for
some constant c. Combining this with the results of Steps 1 and 2, we obtain that

E
[

([X,m]ε (T ))2
]

≤ cst · ε−1δ2m (2ε)

which implies the sufficient condition in the theorem.

Step 4: necessary condition. The proof of this part is more delicate than the above: it requires an
excellent control of the off-diagonal term, since it is negative and turns out to be of the same order
of magnitude as the diagonal term. We spell out the proof here for m = 3. The general case is
similar, and is left to the reader.

Step 4.1: positive representation. The following lemma is proved in the appendix. It uses the
following chaos integral notation: for any n ∈ N, for g ∈ L2 ([0, T ]n), g symmetric in its n variables,
then In (g) is the multiple Wiener integral of g over [0, T ]n with respect to W .

Lemma Let f ∈ L2 ([0, T ]). Then I1 (f)3 = 3 |f |2L2([0,T ]) I1 (f) + I3 (f ⊗ f ⊗ f)

Using this lemma, as well as definitions (5) and (6), and introducing the notation ∆Gs (u) =
G (s + ε, u)−G (s, u), and exploiting the fact that the covariance of two multiple Wiener integrals
of different orders is 0, we can write

E
[

([X, 3]ε (T ))2
]

=
1

ε2

∫ T

0
ds

∫ T

0
dtE

[

(X (s + ε) − X (s))3 (X (t + ε) − X (t))3
]

=
1

ε2

∫ T

0
ds

∫ T

0
dtE

[

I1 (∆Gs)
3 I1 (∆Gt)

3
]

=
9

ε2

∫ T

0
ds

∫ T

0
dtE [I1 (∆Gs) I1 (∆Gt)] |∆Gs|2L2([0,T ]) |∆Gt|2L2([0,T ])

+
9

ε2

∫ T

0
ds

∫ T

0
dtE

[

I3

(

(∆Gs)
⊗3
)

I3

(

(∆Gt)
⊗3
)]

.

Now we use the fact that E [I3 (f) I3 (g)] = 〈f, g〉L2([0,T ]3), plus the fact that in our homogeneous

situation |∆Gs|2L2([0,T ]) = δ2 (ε) for any s. Hence the above equals

9δ4 (ε)

ε2

∫ T

0
ds

∫ T

0
dt 〈∆Gs,∆Gt〉L2([0,T ]) +

1

ε2

∫ T

0
ds

∫ T

0
dt
〈

(∆Gs)
⊗3 , (∆Gt)

⊗3
〉

L2([0,T ]3)

=
9δ4 (ε)

ε2

∫ T

0
ds

∫ T

0
dt

∫ T

0
du∆Gs (u)∆Gt (u) +

1

ε2

∫ T

0
ds

∫ T

0
dt

∫∫∫

[0,T ]3

3
∏

i=1

(dui∆Gs (ui) ∆Gt (ui))

=
9δ4 (ε)

ε2

∫ T

0
du

∣

∣

∣

∣

∫ T

0
ds∆Gs (u)

∣

∣

∣

∣

2

+
1

ε2

∫∫∫

[0,T ]3

du1 du2 du3

∣

∣

∣

∣

∣

∫ T

0
ds

3
∏

i=1

(∆Gs (ui))

∣

∣

∣

∣

∣

2

.
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Step 4.2: J1 as a lower bound. The above representation is extremely useful because it turns out,
as one readily checks, that of the two summands in the last expression above, the first is what we
called J1 and the second is J0, and we can now see that both these terms are positive, which was
not at all obvious before, since, as we recall, the off-diagonal contribution to either term is negative
by our concavity assumption. Nevertheless, we may now have a lower bound on the ε-variation by
finding a lower bound for the term J1 alone.

Reverting to our method of separating diagonal and off diagonal terms, and recalling by Step 2
that we can restrict t ≥ ε, we have

J1 =
9δ4 (ε)

ε2
2

∫ T

ε
dt

∫ t

0
ds

∫ T

0
du∆Gs (u) ∆Gt (u)

=
9δ4 (ε)

ε2
2

∫ T

ε
dt

∫ t

0
dsΘε (s, t)

=
9δ4 (ε)

ε2

∫ T

ε
dt

∫ t

0
ds
(

δ2 (t − s + ε) − δ2 (t − s) −
(

δ2 (t − s) − δ2 (|t − s − ε|)
))

= J1,D + J1,OD

where, performing the change of variables t − s 7→ s

J1,D :=
9δ4 (ε)

ε2

∫ T

ε
dt

∫ ε

0
ds
(

δ2 (s + ε) − δ2 (s) −
(

δ2 (s) − δ2 (ε − s)
))

J1,OD :=
9δ4 (ε)

ε2

∫ T

ε
dt

∫ t

ε
ds
(

δ2 (s + ε) − δ2 (s) −
(

δ2 (s) − δ2 (s − ε)
))

.

Step 4.3: Upper bound on |J1,OD|. Using the calculations performed in Step 3 (note here that
(m − 1) /2 = 1, in particular line (16), we have

J1,OD =
9δ4 (ε)

ε2

∫ T

ε
dt

[
∫ t

t−ε
ds

∫ s+ε

s
dδ2 (r) −

∫ ε

0
ds

∫ s+ε

s
dδ2 (r)

]

=: K1 + K2.

We can already see that K1 ≥ 0 and K2 ≤ 0, so it’s only necessary to find an upper bound on
|K2|; but in reality, the reader will easily check that |K1| is of the order δ6 (ε), and we will see that
this is much smaller than either J1,D or |K2|. Performing a Fubini on the variables s and r, the
integrand in K2 is calculated as

∫ ε

0

∫ s+ε

s
dδ2 (r) =

∫ ε

0

∫ s+ε

s
dδ2 (r) =

∫ ε

r=0
dδ2 (r)

∫ r

s=0
ds +

∫ 2ε

r=ε
dδ2 (r)

∫ ε

s=r−ε
ds

=

∫ ε

r=0
r dδ2 (r) +

∫ 2ε

r=ε
(2ε − r) dδ2 (r)

=
[

rδ2 (r)
]ε

0
−
[

rδ2 (r)
]2ε

ε
−
∫ ε

0
δ2 (r) dr +

∫ 2ε

ε
δ2 (r) dr + 2ε

(

δ2 (2ε) − δ2 (ε)
)

= −
∫ ε

0
δ2 (r) dr +

∫ 2ε

ε
δ2 (r) dr.
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In particular, because |K1| ≪ |K2| and δ2 is increasing, we get

|J1,OD| ≤ 9δ4 (ε)

ε2

∫ T

ε
dt

(
∫ 2ε

ε
δ2 (r) dr −

∫ ε

0
δ2 (r) dr

)

=
9 (T − ε) δ4 (ε)

ε2

(
∫ 2ε

ε
δ2 (r) dr −

∫ ε

0
δ2 (r) dr

)

. (17)

Step 4.4: Lower bound on J1,D. Note first that

∫ ε

0
ds
(

δ2 (s) − δ2 (ε − s)
)

=

∫ ε

0
ds δ2 (s) −

∫ ε

0
ds δ2 (ε − s) = 0.

Therefore

J1,D =
9δ4 (ε)

ε2

∫ T

ε
dt

∫ ε

0
ds
(

δ2 (s + ε) − δ2 (s)
)

=
9δ4 (ε)

ε2
(T − ε)

∫ ε

0
ds

∫ s+ε

s
dδ2 (r) .

We can also perform a Fubini on the integral in J1,D, obtaining

∫ ε

0
ds

∫ s+ε

s
dδ2 (r) =

∫ ε

0
r dδ2 (r) + ε

∫ 2ε

ε
dδ2 (r)

=
[

rδ2 (r)
]ε

0
−
∫ ε

0
δ2 (r) dr + ε

(

δ2 (2ε) − δ2 (ε)
)

= εδ2 (2ε) −
∫ ε

0
δ2 (r) dr.

In other words,

J1,D =
9δ4 (ε)

ε2
(T − ε)

(

εδ2 (2ε) −
∫ ε

0
δ2 (r) dr

)

.

Step 4.5: conclusion. We may now compare J1,D and |J1,OD|: using the results of Steps 4.1 and
4.2,

J1 = J1,D − |J1,OD| ≥ 9δ4 (ε)

ε2
(T − ε)

(

εδ2 (2ε) −
∫ ε

0
δ2 (r) dr

)

− 9δ4 (ε)

ε2
(T − ε)

(
∫ 2ε

ε
δ2 (r) dr −

∫ ε

0
δ2 (r) dr

)

=
9δ4 (ε)

ε2
(T − ε)

∫ 2ε

ε

(

δ2 (2ε) − δ2 (r)
)

dr.

When δ is in the Hölder scale δ (r) = rH , the above quantity is obviously commensurate with
δ6 (ε) /ε, which implies the desired result, but in order to be sure we are treating all cases, we now
present a general proof which only relies on the fact that δ2 is increasing and concave.
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Below we use the notation
(

δ2
)′

for the density of dδ2, which exists a.e. since δ2 is concave.
Throwing away the integral from ε to 3ε/2, using the mean value theorem and the monotonicity of
δ2 and

(

δ2
)′

, we can write

J1 ≥ cst · ε−1δ4 (ε)

(

δ2 (2ε) − δ2

(

2ε
3

4

))

≥ cst · ε−1δ4 (ε) · (ε/2) ·
(

δ2
)′

(2ε) .

Since δ2 is concave, and δ (0) = 0, we have δ2 (ε) ≥ δ2 (2ε) /2. Hence, with the notation f (x) =
δ2 (2x), we have

J1 ≥ cst · f2 (ε) f ′ (ε) = cst ·
(

f3
)′

(ε) .

Therefore we have that limε→0

(

f3
)′

(ε) = 0. We prove this implies limε→0 ε−1f3 (ε) = 0. Indeed,

fix η > 0; then there exists εη > 0 such that for all ε ∈ (0, εη ], 0 ≤
(

f3
)′

(ε) ≤ η (we used the

positivity of
(

δ2
)′

). Hence, also using f (0) = 0, for any ε ∈ (0, εη ],

0 ≤ f3 (ε)

ε
=

1

ε

∫ ε

0

(

f3
)′

(x) dx ≤ 1

ε

∫ ε

0
ηdx = η.

This proves that limε→0 ε−1f3 (ε) = 0, which is equivalent to the announced necessary condition,
and finishes the proof of the theorem.

3.3 Non-homogeneous case

The concavity and homogeneity assumptions were used heavily above for the proof of the necessary
condition in Theorem 6. However, these assumptions can be considerably weakened while still
resulting in a sufficient condition. We now show that a weak uniformity condition on the variances,
coupled with a natural bound on the second-derivative measure of δ2, result in zero m-variation
processes.

Theorem 7 Let m > 1 be an odd integer. Let X be a centered Gaussian process on [0, T ] with
canonical metric

δ2 (s, t) := E
[

(X (t) − X (s))2
]

.

Define a univariate function on [0, T ], also denoted by δ2, via

δ2 (r) := sup
s∈[0,T ]

δ2 (s, s + r) ,

and assume that
δ (r) = o

(

r1/2m
)

. (18)

Assume that, in the sense of distributions, the derivative ∂δ2/ (∂s∂t) is a finite signed measure µ
on [0, T ]2; denote the off-diagonal simplex by OD = {(s, t) : 0 ≤ s ≤ t− ε ≤ T}; assume µ satisfies,
for some constant c and for all ε small enough,

|µ| (OD) ≤ cε−1+1/m, (19)

where |µ| is the total variation measure of µ. Then X has zero mth variation.
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Proof. Step 0: setup. Recall that by Lemma 1,

E
[

([X,m]ε (T ))2
]

=
1

ε2

(m−1)/2
∑

j=0

cj

∫ T

0

∫ t

0
dtdsΘε (s, t)m−2j δ2j (s, s + ε) δ2j (t, t + ε) . (20)

:=

(m−1)/2
∑

j=0

Jj

and now we express

Θε (s, t) = µ ([s, s + ε] × [t, t + ε)) =

∫ s+ε

s

∫ t+ε

t
µ (dudv) . (21)

We again separate the diagonal term from the off-diagonal term, although this time the diagonal
is twice as wide: it is defined as {(s, t) : 0 ≤ t − 2ε ≤ s ≤ t}.

Step 1: diagonal. Using Schwartz’s inequality which implies |Θε (s, t)| ≤ δ (s, s + ε) δ (t, t + ε), and

bounding each term δ (s, s + ε) by δ (ε), the diagonal portion of E
[

([X,m]ε (T ))2
]

can be bounded

above, in absolute value, by

1

ε2

(m−1)/2
∑

j=0

cj

∫ T

2ε
dt

∫ t

t−2ε
dsδ2m (ε) = cst · ε−1δ2m (ε) .

The hypothesis on the univariate δ2 implies that this converges to 0 as ε tends to 0. The case of
t ≤ 2ε works as easily.

Step 2: off diagonal. The off-diagonal contribution is the sum for j = 0, · · · , (m − 1) /2 of the
terms

Jj,OD = ε−2cj

∫ T

ε
dt

∫ t−2ε

0
dsδ2j (s, s + ε) δ2j (t, t + ε) Θε (s, t)m−2j (22)

As we will prove below, the dominant term turns out to be J(m−1)/2,OD; we deal with it now.

Step 2.1: term J(m−1)/2,OD. Denoting c =
∣

∣c(m−1)/2

∣

∣, we have

∣

∣J(m−1)/2,OD

∣

∣ ≤ cδ2m−2 (ε)

ε2

∫ T

2ε
dt

∫ t−2ε

0
ds |Θε (s, t)| .

We estimate the integral, using the formula (21) and Fubini’s theorem:
∫ T

2ε
dt

∫ t−2ε

0
ds |Θε (s, t)| =

∫ T

2ε
dt

∫ t−2ε

0
ds

∣

∣

∣

∣

∫ s+ε

s

∫ t+ε

t
µ (dudv)

∣

∣

∣

∣

≤
∫ T

2ε
dt

∫ t−2ε

0
ds

∫ s+ε

s

∫ t+ε

t
|µ| (dudv)

=

∫ T+ε

v=2ε

∫ v−ε

u=0
|µ| (dudv)

∫ v

t=v−ε

∫ min(u,t−2ε)

s=max(0,u−ε)
ds dt

≤
∫ T+ε

v=2ε

∫ v−ε

u=0
|µ| (dudv)

∫ v

t=v−ε

∫ u

s=u−ε
ds dt

= ε2

∫ T+ε

v=2ε

∫ v−ε

u=0
|µ| (dudv)

17



Hence we have

J(m−1)/2,OD ≤ cδ2m−2 (ε)

∫ T+ε

v=2ε

∫ v−ε

u=0
|µ| (dudv)

≤ cδ2m−2 (ε) |µ| (OD) ,

which again converges to 0 by hypothesis as ε goes to 0.

Step 2.2: other Jj,OD terms. Let now j < (m − 1) /2. Using Schwartz’s inequality for all but one
of the m− 2j factors Θ in the expression (22) for Jj,OD, which is allowed because m− 2j ≥ 1 here,
exploiting the bounds on the variance terms via the univariate function δ, we have

|Jj,OD| ≤ δ4j (ε) cj

ε2

∫ T

2ε
dt

∫ t−2ε

0
ds |Θε (s, t)|m−2j−1 |Θε (s, t)|

≤ δ2m−2 (ε) cjε
−2

∫ T

2ε
dt

∫ t−2ε

0
ds |Θε (s, t)| ,

which is the same term we estimated in Step 2.1. This finishes the proof of the theorem.

A typical situation covered by the above theorem is that of the Riemann-Liouville fractional
Brownian motion. This is the process BH,RL defined by BH,RL (t) =

∫ t
0 (t − s)H−1/2 dW (s). Its

canonical metric is not homogeneous, but we do have, when H ∈ (0, 1/2),

|t − s|H ≤ δ (s, t) ≤ 2 |t − s|H ,

which implies, incidentally, that BH,RL has the same regularity properties as fractional Brownian
motion. To apply the theorem, we must choose H > 1/ (2m) for the condition on the variances.
For the other condition, we calculate that µ (dsdt) = 2H (1 − 2H) |t − s|2H−2 dsdt, and therefore

µ (OD) = |µ| (OD) = cH

∫ T

0

∫ t

ε
s2H−2ds ≤ cHTε2H−1.

This quantity is bounded above by ε−1+1/(2m) as soon as H ≥ 1/ (2m), of course, so the strict
inequality is sufficient to apply the theorem and conclude that BH,RL then has zero mth variation.

One can generalize this example to any Gaussian process with a Volterra-convolution kernel:
let δ2 be a univariate increasing concave function, differentiable everywhere except possibly at 0,
and define

X (t) =

∫ t

0

(

dδ2

dr

)1/2

(r) dW (r) .

Then we can easily show that the canonical metric δ2 (s, t) of X is bounded above by 2δ2 (|t − s|),
and also below by δ2 (|t − s|), and similar calculations to the above show that X has zero mth
variation as soon as δ2 (r) = o

(

r1/(2m)
)

. Hence there are inhomogeneous processes that are more
irregular than fractional Brownian for any H > 1/ (2m) which still have zero mth variation: use
for instance the X above with δ2 (r) = r1/(2m)/ log (1/r).

3.4 Non-odd powers

When m ≥ 1 is not an odd integer, recall that to define the mth odd variation, we use the convention
(x)m = |x|m sgn (x), which is an odd function. The idea here is to use the Taylor expansion for this
function up to order [m], with a remainder of order [m] + 1; it can be expressed as the following
lemma.
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Lemma 8 Fix m > 1 and two reals a and b such that |a| ≥ |b|. Let
(m

k

)

denote the formal binomial
coefficient m (m − 1) · · · (m − k + 1) / (k (k − 1) · · · 1) and let (x) := |x| sgn (x). Then, for all reals
a, b,

1. if |b/a| < 1,

(a)m (a + b)m =

[m]−1
∑

k=0

(

m

k

)

sgnk (a) |a|2m−k bk + |a|2m fm−1

(

b

a

)

,

2. and if |a/b| < 1

(a)m (a + b)m =

[m]
∑

k=0

(

m

k

)

sgnk+1 (a) sgnk+1 (b) |a|m+k |b|m−k + (ab)m fm

(a

b

)

,

where for all |x| < 1, |fm (x)| ≤ cm |x|[m]+1 where cm depends only on m.

This lemma is proved in the Appendix. When we apply it to the question of finding Gaussian
fields with zero odd mth variation, we are able to prove that the sufficient condition of Theorem 6
still works. The result is the following.

Theorem 9 Let X be as in Theorem 6 and m be any real number > 1. Then δ (r) = o
(

r1/(2m)
)

implies X has zero odd mth variation.

Proof. Step 0: setup. Recall that with Y = X (t + ε) − X (t) and Z = X (s + ε) − X (s), we
have

E
[

([X,m]ε (T ))2
]

=
1

ε2

∫ T

0

∫ t

0
dtdsE [(Y )m (Z)m] .

Now introduce the shorthand notation σ2 = V ar [Y ], τ2 = V ar [Z], and θ = E [XY ] = Θ. Thus
Y = σM where M is a standard normal r.v.. We can write the “linear regression” expansion of Z
w.r.t. Y , using another standard normal r.v. N independent of M :

Z =
θ

σ
M + rτN

where

r :=

(

1 −
(

θ

στ

)2
)1/2

.

Note that r is always well-defined and positive by Schwartz’s inequality. Therefore

(Y )m (Z)m = σm (M)m

(

θ

σ
M + rτN

)m

= sgn (θ)σ2m |θ|−m (a)m (a + b)m

where

a :=
θ

σ
M and b := rτN.
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Applying Lemma 8, we get that (Y )m (Z)m is the sum of the following four expressions:

A := 1|wrτσN
θM |<1

[m]−1
∑

k=0

(

m

k

)

sgnk+1 (θ) |θ|m−k σkτkrk |M |2m−k Nksgnk (M) (23)

A′ := sgn (θ)1| rτσN
θM |<1 |θ|

m |M |2m fm−1

(

rτσN

θM

)

(24)

B := 1| rτσN
θM |>1

[m]
∑

k=0

(

m

k

)

sgnk+2 (θ) |θ|k σm−kτm−krm−ksgnk+1 (N) |M |m+k |N |m−k (25)

B′ := sgn (θ)1| rτσN
θM |>1 (rστ)m (MN)m fm

(

θM

rτσN

)

(26)

Step 1: cancellations in expectation calculation for A and B. In evaluating the ε-mth variation

E
[

([X,m]ε (T ))2
]

, terms in A and B containing odd powers of M and N will cancel, because of

the symmetry of the normal law, of the fact that the indicator functions in the expressions for A
and B above are even functions of M and of N , and of their independence. Hence we can perform

the following calculations, where am,k := E
[

|M |2m−k |N |k
]

and bm,k := E
[

|M |m+k |N |m−k
]

are

positive constants depending only on m and k.

Step 1.1: expectation of A. In this case, because of the term Nk, the expectation of all the terms
in (23) with k odd drop out. We can expand the term rk using the binomial formula, and then
perform a change of variables. We then have, with n = [m] − 2 when [m] is even, or n = [m] − 1
when [m] is odd,

|E [A]| ≤
[m]−1
∑

k=0
k even

(

m

k

)

|θ|m−k σkτkam,k

k/2
∑

ℓ=0

(

k

ℓ

)

(−1)ℓ
(

θ

στ

)2ℓ

=

n/2
∑

j=0

|θ|m−2j (στ)2j
n
∑

k=2j
k even

(

m

k

)(

k

k/2 − j

)

(−1)k/2−j am,k

≤
n/2
∑

j=0

|θ|m−2j (στ)2j cm,j

where cm,j are positive constant depending only on m and j. In all cases, the portion of E
[

([X,m]ε (T ))2
]

corresponding to A can be treated using the same method as in the proof of Theorem 6, . This
lowest power is attained when j = n/2, i.e., when [m] is even we have |θ|2+m−[m], and when [m] is

odd, we have |θ|1+m−[m]. In both cases, the power is greater than 1. All other values of j correspond
of course to higher powers of |θ|. This means we can use Schwartz’s inequality to get the bound,
valid for all j,

|θ|m−2j (στ)2j = |θ| |θ|m−2j−1 (στ)2j ≤ |θ| (στ)m−1 ,

and we are back to the situation solved in the proof of Theorem 6. Thus the portion of E
[

([X,m]ε (T ))2
]

corresponding to A tends to 0 as ε → 0, as long as δ (r) = o
(

r1/(2m)
)

.

Step 1.2: expectation of B. This portion is dealt with similarly. Because of the term sgnk+1 (N),
the expectation of all the terms in (25) with k even drop out. Contrary to the case of A, we do not
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need to expand rm−k in a binomial series. Since k is now ≥ 1, we simply use Schwartz’s inequality
to write |θ|k ≤ |θ| (στ)k−1. Of course, we also have r < 1. Hence

|E [B]| =

∣

∣

∣

∣

∣

∣

∣

E






1| rτσN

θM |>1

[m]
∑

k=1
k odd

(

m

k

)

sgnk+2 (θ) |θ|k σm−kτm−krm−ksgnk+1 (N) |M |m+k |N |m−k







∣

∣

∣

∣

∣

∣

∣

≤ |θ| (στ)m−1
[m]
∑

k=1
k odd

bm,k

(

m

k

)

. (27)

We see here in all cases that we are exactly in the same situation of the proof of Theorem 6 (power

of |θ| is |θ|1). Thus the portion of E
[

([X,m]ε (T ))2
]

corresponding to B converges to 0 as soon as

δ2 (r) = o
(

r1/(2m)
)

.

Step 2. The error term A′. For A′ given in (24), we immediately have

∣

∣E
[

A′
]∣

∣ =

∣

∣

∣

∣

E

[

1| rτσN
θM |<1 |θ|

m |M |2m fm−1

(

rτσN

θM

)]
∣

∣

∣

∣

≤ cm |θ|m E

[

1| rτσN
θM |<1 |M |2m

∣

∣

∣

∣

rτσN

θM

∣

∣

∣

∣

[m]
]

= cm |θ|m−[m] (rτσ)[m] E
[

1| rτσN
θM |<1 |M |2m−[m] |N |[m]

]

‘.

We see here that we cannot ignore the indicator function inside the expectation, because if we did
we would be left with |θ| to the power m − [m], which is less than 1, and therefore does not allow
us to use the proof of Theorem 6.

To estimate the expectation, let x = rτσ
|θ| . We can use Hölder’s inequality for a conjugate pair

p, q with p very large, to write

E
[

1| rτσN
θM |<1 |M |2m−[m] |N |[m]

]

≤ P1/q [|xN | < |M |] E1/p
[

|M |2mp−[m]p |N |[m]p
]

.

The second factor in the right-hand side above is a constant cm,p depending only on m and p. For

the first factor, we can use the following standard estimate for all y > 0:
∫∞
y e−z2/2dz ≤ y−1e−y2/2.

Therefore,

P [|xN | < |M |] = 2

∫ ∞

0

du√
2π

e−u2/2P [|M | > xu] ≤
√

2

π

∫ 1/x

0
du e−u2/2 +

√

2

π

∫ ∞

1/x
du

e−u2/2

ux
e−u2x2/2

≤
√

2/π
1

x
+
√

2/π

∫ ∞

1/x
du

1

ux
e−u2x2/2 =

√

2/π

(

1

x
+

1

x

∫ ∞

1
dv

1

v
e−v2/2

)

=
c

x

where c is a universal constant.
Now choose q so that m − [m] + 1/q = 1, i.e. q = (1 − m + [m])−1, which exceeds 1 as long as

m is not an integer. Then we get

∣

∣E
[

A′
]
∣

∣ ≤ cm |θ|m−[m] (rτσ)[m] cm,p

(

c |θ|
rστ

)1/q

= cmcm,pc
1/q |θ| (rτσ)m−1 ,
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and we are again back to the usual computations. The case of m integer is dealt with in Step 4
below.

Step 3. The error term B′. For B′ in (26), we have

∣

∣E
[

B′
]∣

∣ ≤ cmσmτmrmE

[

|MN |m
∣

∣

∣

∣

θM

rτσN

∣

∣

∣

∣

[m]+1
]

= cm (rστ)m−[m]−1 |θ|1+[m] E
[

|M |m+[m]+1 |N |−1+m−[m]
]

.

The expectation above is a constant c′m depending only on m as long as m is not an integer. The
case of m integer is trivial since then we have B′ = 0. Now we can use Schwartz’s inequality to say
that |θ|[m] ≤ (στ)[m], yielding

∣

∣E
[

B′
]
∣

∣ ≤ cmc′mrm−[m]−1 (στ)m−1 |θ|1 .

This is again identical to the terms we have already dealt with, but for the presence of the negative
power on r. We will handle this complication by showing that r can be bounded below by a
universal constant. First note that integration on the ε-diagonal can be handled by using the same
argument as in Steps 1 and 2 of the proof of Theorem 6. Thus we can assume that t ≥ s+2ε. Now
that we are off the diagonal, note that we can write without loss of generality, using the mean value
theorem, that θ = ε2

(

δ2
)′′

(ξ) for some ξ in [t− s− ε, t− s + ε]: here
(

δ2
)′′

is the second derivative
of the convex function δ2. Now because we are assuming that our process X is more irregular

than Brownian motion, we can assume without loss of generality that
∣

∣

∣

(

δ2
)′′

(r)
∣

∣

∣
≤ (3/4) r−2δ2 (r).

Indeed, the case of δ2 (r) = r1/2 (fBm with H = 1/4) yields an equality, any other function
δ2 (r) = r2H with H < 1/2 yields a smaller proportionality constant than 3/4, and beyond the

Hölder scale, we actually have
∣

∣

∣

(

δ2
)′′

(r)
∣

∣

∣
= o

(

r−2δ2 (r)
)

. Also assuming
∣

∣

∣

(

δ2
)′′
∣

∣

∣
is increasing

without loss of generality, since στ = δ2 (ε), we can now say that off the diagonal, |θ/ (στ)| ≤
ε2
∣

∣

∣

(

δ2
)′′
∣

∣

∣
(ε) δ−2 (ε) ≤ 3/4, which proves that r bounded below uniformly (off the ε-diagonal) by

(1 − 9/16)1/2. Hence, in the inequality for |E [B′]| above, the term rm−[m]−1 can be absorbed into

the m-dependent constants, proving the corresponding contribution to E
[

([X,m]ε (T ))2
]

converges

to 0 as soon as δ2 (r) = o
(

r1/(2m)
)

.

Step 4. The case of m integer. Of course, we already proved the theorem in the case m odd. Now
assume m is an even integer. In this special case, we do not need to use a Taylor expansion, since the
binomial formula has no remainder. Moreover, on the event

∣

∣

rτσN
θM

∣

∣ < 1, sgn (a + b) = sgn (a). Thus
A′ = 0 with the understanding that we replace A by the full sum for k = 0 thru m. Recalculating
this A we get

A = σmsgn (θ) sgn (M) |M |m 1| rτσN
θM |<1

m
∑

k=0

(

m

k

)

MkNm−k

[

θ

σ

]k

[rτ ]m−k

= sgn (θ)1| rτσN
θM |<1

m
∑

k=0

(

m

k

)

sgnk+1 (M) |M |m+k Nm−kθkrm−kσm−kτm−k.

Here, when we take the expectation E, all terms vanish since we have odd functions of M for k
even thanks to the term sgnk+1 (M), and odd functions of N for k even thanks to the term Nm−k.
I.e. the term corresponding to A is entirely null when m is even.
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4 Non-Gaussian case

Now assume that X is given by (5) and M is a square-integrable (non-Gaussian) martingale, m is
an odd integer, and define a positive non-random measure µ for s̄ = (s1, s2, · · · , sm) ∈ [0, T ]m by

µ (ds̄) = µ (ds1ds2 · · · dsm) = E [d [M ] (s1) d [M ] (s2) · · · d [M ] (sm)] , (28)

where [M ] is the quadratic variation process of M . We make the following assumption on µ.

(M) The non-negative measure µ is absolutely continuous with respect to the Lebesgue measure ds̄
on [0, T ]m and K (s̄) := dµ/ds̄ is bounded by a tensor-power function: 0 ≤ K (s1, s2, · · · , sm) ≤
Γ2 (s1) Γ2 (s2) · Γ2 (sm) for some non-negative function Γ on [0, T ].

A large class of processes satisfying (M) is the case where M (t) =
∫ t
0 H (s) dW (s) where H ∈

L2 ([0, T ] × Ω) and W is a standard Wiener process, and we assume E
[

H2m (t)
]

is finite for all t ∈
[0, T ]. Indeed then by Hölder’s inequality, since we can take K (s̄) = E

[

H2 (s1) H2 (s2) · · ·H2 (sm)
]

,

we see that Γ (s) =
(

E
[

H2m (t)
])1/(2m)

works.
We will show that the sufficient conditions for zero odd variation in the Gaussian cases generalize

to the case of condition (M), by associating X with a Gaussian process. We let

G̃ (t, s) = Γ (s)G (t, s)

and

Z (t) =

∫ T

0
G̃ (t, s) dW (s) . (29)

We have the following.

Theorem 10 Let m be an odd integer ≥ 3. Assume Z defined in (29) satisfies Condition (M) and
the hypotheses of Theorem 6 or Theorem 7 relative to a univariate function δ. Assume that for
some constant c > 0, and every small ε > 0,

∫ T

t=2ε
dt

∫ t−2ε

s=0
ds

∫ T

u=0

∣

∣

∣
∆G̃t (u)

∣

∣

∣

∣

∣

∣
∆G̃s (u)

∣

∣

∣
du ≤ cεδ2 (2ε) . (30)

Then X has zero mth variation.

Proof.
Step 0: setup. We use an expansion for powers of martingales written explicitly on page 14 of
[10]. For Y a fixed square-integrable martingale, for any integer k ∈ [0, [m/2]], with the set Σk

m of
permutations of m − k defined as those for which the first k terms are chosen arbitrarily and the
next m − 2k terms are taken as the complement of the first k terms chosen, we define the process
Yσ,ℓ (denoted in the above reference by σℓ) by setting, for each σ ∈ Σk

m and each ℓ = 1, 2, · · · ,m−k,

Yσ,ℓ (t) =

{

[Y ] (t) if σ (ℓ) ∈ {1, 2, · · · , k}
Y (t) if σ (ℓ) ∈ {k + 1, · · · ,m − k} .

We then have for all t ∈ [0, T ]

(Yt)
m =

[m/2]
∑

k=0

m!

2k

∑

σ∈Σk
m

∫ t

0

∫ um−k

0
· · ·
∫ u2

0
dYσ,1 (u1) dYσ,2 (u2) · · · dYσ,m−k (um−k) .
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We use this formula to evaluate

[X,m]ε (T ) =
1

ε

∫ T

0
ds (X (s + ε) − X (s))m

by noting that the increment X (s + ε) − X (s) is the value at time T of the martingale Yt :=
∫ t
0 ∆Gs (u) dM (u) where we set

∆Gs (u) := G (s + ε, u) − G (s, u) .

Hence

(X (s + ε) − X (s))m

=

[m/2]
∑

k=0

m!

2k

∑

σ∈Σk
m

∫ T

0

∫ um−k

0
· · ·
∫ u2

0
d [M ]

(

uσ(1)

) ∣

∣∆Gs

(

uσ(1)

)∣

∣

2 · · · d [M ]
(

uσ(k)

) ∣

∣∆Gs

(

uσ(k)

)∣

∣

2

dM
(

uσ(k+1)

)

∆Gs

(

uσ(k+1)

)

· · · dM
(

uσ(m−k)

)

∆Gs

(

uσ(m−k)

)

.

Therefore we can write

[X,m]ε (T )

=
1

ε

[m/2]
∑

k=0

m!

2k

∑

σ∈Σk
m

∫ T

0

∫ um−k

0
· · ·
∫ u2

0
d [M ]

(

uσ(1)

)

· · · d [M ]
(

uσ(k)

)

dM
(

uσ(k+1)

)

· · · dM
(

uσ(m−k)

)

[

∆G·

(

uσ(k+1)

)

; · · · ;∆G·

(

uσ(m−k)

)

;∆G·

(

uσ(1)

)

;∆G·

(

uσ(1)

)

; · · · ;∆G·

(

uσ(k)

)

;∆G·

(

uσ(k)

)]

.

where we used the notation

[f1, f2, · · · , fm] :=

∫ T

0
f1 (s) f2 (s) · · · fm (s) ds.

To calculate the expected square of the above, we will bound it above by the sum over k and σ
of the expected square of each term. Writing squares of Riemann integrals as double integrals,
and using Itô’s formula, each term’s expected square is thus, up to (m,k)-dependent multiplicative
constants, equal to the expression

K =
1

ε2

∫ T

um−k=0

∫ T

u′
m−k

=0

∫ um−k

um−k−1=0

∫ um−k

u′
m−k−1

=0
· · ·
∫ u2

u1=0

∫ u2

u′
1
=0

E
[

d [M ]⊗k (uσ(1), · · · , uσ(k)

)

d [M ]⊗k
(

u′
σ(1), · · · , u′

σ(k)

)

d [M ]⊗(m−2k) (uσ(k+1), · · · , uσ(m−k)

)

]

·
[

∆G·

(

uσ(k+1)

)

; · · · ;∆G·

(

uσ(m−k)

)

;∆G·

(

uσ(1)

)

;∆G·

(

uσ(1)

)

; · · · ;∆G·

(

uσ(k)

)

;∆G·

(

uσ(k)

)]

·
[

∆G·

(

uσ(k+1)

)

; · · · ;∆G·

(

uσ(m−k)

)

;∆G·

(

u′
σ(1)

)

;∆G·

(

u′
σ(1)

)

; · · · ;∆G·

(

u′
σ(k)

)

;∆G·

(

u′
σ(k)

)]

,

(31)

modulo the fact that one may remove the integrals with respect to those u′
j’s that are not rep-

resented among {u′
σ(1), · · · , u′

σ(k)}. The theorem will now be proved if we can show that for all

k ∈ {0, 1, 2, · · · , [m/2]} and all σ ∈ Σk
m, the above expression K = Km,k,σtends to 0 as ε tends to

0.
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A final note about notation. The bracket notation in the last two lines of the expression (31)
above means that we have the product of two separate Riemann integrals over s ∈ [0, T ]. Below
we will denote these integrals as being with respect to s ∈ [0, T ] and t ∈ [0, T ].

Step 1: diagonal. As in Steps 1 of the proofs of Theorems 6 and 7, we can use brutal applications
of Schwartz’s inequality to deal with the portion of Km,k,σ in (31) where |s − t| ≤ 2ε. The details
are omitted.

Step 2: term for k = 0. When k = 0, there is only one permutation σ = Id, and we have, using
hypothesis (M)

Km,0,Id =
1

ε2

∫ T

um=0

∫ um

um−1=0
· · ·
∫ u2

u1=0
E
[

d [M ]⊗m (u1, · · · , um)
]

· [∆G· (u1) ; · · · ;∆G· (um)]2

≤ 1

ε2

∫ T

um−k=0

∫ um−k

um−k−1=0
· · ·
∫ u2

u1=0
Γ2 (u1) Γ2 (u2) · · ·Γ2 (um) [∆G· (u1) ; · · · ;∆G· (um)]2 du1du2 · · · dum

=
1

ε2

∫ T

um−k=0

∫ um−k

um−k−1=0
· · ·
∫ u2

u1=0

[

∆G̃· (u1) ; · · · ;∆G̃· (um)
]2

du1du2 · · · dum.

This is precisely the expression one gets for the term corresponding to k = 0 when M = W , i.e.
when X is the Gaussian process Z with kernel G̃. Hence our hypotheses from the previous two
theorems guarantee that this expression tends to 0.

Step 3: term for k = 1. Again, in this case, there is only one possible permutation, σ = Id, and
we thus have, using hypothesis (M),

Km,1,Id =
1

ε2

∫ T

um−1=0

∫ um−1

um−2=0
· · ·
∫ u2

u1=0

∫ u2

u′
1
=0

E
[

d [M ] (u1) d [M ]
(

u′
1

)

d [M ]⊗(m−2) (u2, · · · , um−1)
]

· [∆G· (u2) ; · · · ;∆G· (um−1) ;∆G· (u1) ;∆G· (u1)] ·
[

∆G· (u2) ; · · · ;∆G· (um−1) ;∆G·

(

u′
1

)

;∆G·

(

u′
1

)]

≤ 1

ε2

∫ T

um−1=0

∫ um−1

um−2=0
· · ·
∫ u2

u1=0

∫ u2

u′
1
=0

du1du′
1du2 · · · dum−1Γ

2 (u1) Γ2
(

u′
1

)

Γ2 (u2) · · ·Γ2 (um)

· [|∆G|· (u2) ; · · · ; |∆G|· (um−1) ; |∆G|· (u1) ; |∆G|· (u1)] ·
[

|∆G|· (u2) ; · · · ; |∆G|· (um−1) ; |∆G|·
(

u′
1

)

; |∆G|·
(

u′
1

)]

=
1

ε2

∫ T

um−1=0

∫ um−1

um−2=0
· · ·
∫ u2

u1=0

∫ u2

u′
1
=0

du1du′
1du2 · · · dum−1

[∣

∣

∣
∆G̃

∣

∣

∣

·
(u2) ; · · · ;

∣

∣

∣
∆G̃

∣

∣

∣

·
(um−1) ;

∣

∣

∣
∆G̃

∣

∣

∣

·
(u1) ;

∣

∣

∣
∆G̃

∣

∣

∣

·
(u

·
[
∣

∣

∣
∆G̃

∣

∣

∣

·
(u2) ; · · · ;

∣

∣

∣
∆G̃

∣

∣

∣

·
(um−1) ;

∣

∣

∣
∆G̃

∣

∣

∣

·

(

u′
1

)

;
∣

∣

∣
∆G̃

∣

∣

∣

·

(

u′
1

)

]

Note now that the product of two bracket operators [· · · ] [· · · ] means we integrate over 0 ≤ s ≤ t−2ε
and 2ε ≤ t ≤ T , and get an additional factor of 2, since the diagonal term was dealt with in Step 1.

In order to exploit the additional hypothesis (30) in our theorem, our first move is to use Fubini
by bringing the integrals over u1 all the way inside. We get

Km,1,Id ≤ 2

ε2

∫ T

um−1=0

∫ um−1

um−2=0
· · ·
∫ u3

u2=0
du2 · · · dum−1

∫ T

t=2ε

∫ t−2ε

s=0
ds dt

∣

∣

∣
∆G̃s (u2)

∣

∣

∣
· · ·
∣

∣

∣
∆G̃s (um−1)

∣

∣

∣

∣

∣

∣
∆G̃t (u2)

∣

∣

∣
· · ·
∣

∣

∣
∆G̃t (um−1)

∣

∣

∣

∫ u2

u1=0

∫ u2

u′
1
=0

du1du′
1

(

∆G̃s (u1)
)2 (

∆G̃t

(

u′
1

)

)2
.
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The term in the last line above is trivially bounded above by

∫ T

u1=0

∫ T

u′
1
=0

du1du′
1

(

∆G̃s (u1)
)2 (

∆G̃t

(

u′
1

)

)2

precisely equal to V ar [Z (s + ε) − Z (s)] V ar [Z (t + ε) − Z (t)], which by hypothesis is bounded
above by δ4 (ε). Consequently, we get

Km,1,Id ≤ 2
δ4 (ε)

ε2

∫ T

um−1=0

∫ um−1

um−2=0
· · ·
∫ u3

u2=0
du2 · · · dum−1

∫ T

t=2ε

∫ t−2ε

s=0
ds dt

∣

∣

∣
∆G̃s (u2)

∣

∣

∣
· · ·
∣

∣

∣
∆G̃s (um−1)

∣

∣

∣

∣

∣

∣
∆G̃t (u2)

∣

∣

∣
· · ·
∣

∣

∣
∆G̃t (um−1)

∣

∣

∣
.

We get an upper bound by integrating all the uj ’s over their entire range [0, T ]. I.e. we have,

Km,1,Id ≤ δ4 (ε)

ε2

∫ T

t=2ε
dt

∫ t−2ε

s=0
ds

∫ T

0

∫ T

0
· · ·
∫ T

0
du3 · · · dum−1

∣

∣

∣
∆G̃s (u3)

∣

∣

∣
· · ·
∣

∣

∣
∆G̃s (um−1)

∣

∣

∣

∣

∣

∣
∆G̃t (u3)

∣

∣

∣
· · ·
∣

∣

∣
∆G̃t (um−1)

∣

∣

∣

·
∫ T

u2=0

∣

∣

∣
∆G̃t (u2)

∣

∣

∣

∣

∣

∣
∆G̃s (u2)

∣

∣

∣
du2

= 2
δ4 (ε)

ε2

∫ T

t=2ε
dt

∫ t−2ε

s=0
ds

(
∫ T

0
du
∣

∣

∣
∆G̃s (u)

∣

∣

∣

∣

∣

∣
∆G̃t (u)

∣

∣

∣

)m−3

·
∫ u3

u2=0

∣

∣

∣
∆G̃t (u2)

∣

∣

∣

∣

∣

∣
∆G̃s (u2)

∣

∣

∣
du2..

Now we use a simple Schwartz inequality for the integral over u, but not for u2. Recognizing that
∫ T
0

∣

∣

∣
∆G̃s (u)

∣

∣

∣

2
du is the variance V ar [Z (s + ε) − Z (s)] ≤ δ2 (ε), we have

Km,1,Id ≤ 2
δ4 (ε)

ε2

∫ T

t=2ε
dt

∫ t−2ε

s=0
ds

(
∫ T

0
du
∣

∣

∣
∆G̃s (u)

∣

∣

∣

2
)m−3

·
∫ u3

u2=0

∣

∣

∣
∆G̃t (u2)

∣

∣

∣

∣

∣

∣
∆G̃s (u2)

∣

∣

∣
du2.

≤ 2
δ4+2m−6 (ε)

ε2

∫ T

t=2ε
dt

∫ t−2ε

s=0
ds

∫ T

u2=0

∣

∣

∣
∆G̃t (u2)

∣

∣

∣

∣

∣

∣
∆G̃s (u2)

∣

∣

∣
du2.

Condition (30) implies immediately Km,1,Id ≤ δ2m (2ε) ε−1 which tends to 0 with ε by hypothesis.

Step 4: k ≥ 2. This step proceeds using the same technique as Step 3. Fix k ≥ 2. Now for each
given permutation σ, there are k pairs of parameters of the type (u, u′). Each of these contributes
precisely a term δ4 (ε), as in the previous step, i.e. δ4k (ε) altogether. In other words, for every
σ ∈ Σk

m, and deleting the diagonal term, we have

Km,k,σ

≤ 2
δ4k (ε)

ε2

∫ T

t=2ε
dt

∫ t−2ε

s=0
ds

∫ T

0

∫ um−k

0
· · ·
∫ uk+2

0
duk+1 · · · dum−k

[
∫ T

0
ds
∣

∣

∣
∆G̃s (uk+1)

∣

∣

∣
· · ·
∣

∣

∣
∆G̃s (um−k)

∣

∣

∣

]2

.

Since k ≤ (m − 1) /2, there is at least one integral, the one in uk+1, above. We treat all the re-
maining integrals, if any, over uk+2, · · · , um−k with Schwartz’s inequality as in Step 3, yielding a
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contribution δ2(m−2k−1) (ε). The remaining integral over uk+1 yields, by Condition (30), a contri-
bution of δ2 (2ε) ε. Hence the contribution of Km,k,σ is again δ2m (2ε) ε−1, which tends to 0 with ε
by hypothesis, concluding the proof of the Theorem.

We state and prove the next proposition, in order to illustrate the range of applicability of
Theorem 10. The presence of the indicator function 1s≤t in the expression for G̃ below is typical
of most models, since it coincides with asking that Z be adapted to the filtrations of W , which is
equivalent to X being adapted to the filtration of M . In the case of irregular processes, which is
the focus of this paper, the presence of the indicator function makes G̃ non-monotone in both s
and t, which creates technical difficulties. Examples of non-adapted irregular processes are easier
to treat, since it is possible to require that G̃ be monotone. We do not consider such non-adapted
processes further. More specific examples of adapted processes are given after the proof of the next
proposition.

Proposition 11 Let X be defined by (5) and assume condition (M) holds. Let X̃ (t) =
∫ T
0 Γ (s)G (t, s) dW (s),

where W is a Wiener process. Assume that G̃ (s) = Γ (s) G (t, s) can be bounded above as follows:
for all s, t,

G̃ (t, s) = 1s≤t g (t, s) = 1s≤t |t − s|1/(2m)−1/2 f (t, s)

in which the bivariate function f (t, s) is positive and bounded as

|f (t, s)| ≤ f (|t − s|)

where the univariate function f (r) is increasing, and concave on R+, with limr→0 f (r) = 0, and
where g has a second mixed derivative such that

∣

∣

∣

∣

∂g

∂t
(t, s)

∣

∣

∣

∣

+

∣

∣

∣

∣

∂g

∂s
(t, s)

∣

∣

∣

∣

≤ c |t − s|1/(2m)−3/2 ;

∣

∣

∣

∣

∂2g

∂s∂t
(t, s)

∣

∣

∣

∣

≤ c |t − s|1/(2m)−5/2 .

Also assume that g is decreasing in t and the bivariate f is increasing in t. Then X has zero cubic
variation.

Proof. Below the value 1/ (2m) − 1/2 is denoted by α. We now show that we can apply
Theorem 7 directly to Y , which, by Theorem 10, is sufficient, together with Condition (30), to
obtain our desired conclusion. We will prove Condition (18) holds in Step 1; Step 2 will show
Condition (19) holds; Condition (30) will be established in Step 3.

Step 1. Variance calculation. We need only to show δ̃2 (s, s + ε) = o
(

ε1/m
)

uniformly in s. We
have, for given s and t = s + ε

δ̃2 (s, s + ε) =

∫ t

0

∣

∣

∣
G̃ (t, r) − G̃ (s, r)

∣

∣

∣

2
dr

=

∫ s

0
|(s + ε − r)α f (s + ε, r) − (s − r)α f (s, r)|2 dr

+

∫ s+ε

s
|s + ε − r|2α f2 (s + ε, r) dr (32)

=: A + B.
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Since f2 (s + ε, r) ≤ f (s + ε − r) and the univariate f increases, in B we can bound this last
quantity by f (ε), and we get

B ≤ f2 (ε)

∫ ε

0
r2αdr = 3f2 (ε) ε2α+1 = o

(

ε1/m
)

.

The term A is slightly more delicate to estimate. By the fact that f is increasing and g is
decreasing in t,

A ≤
∫ s

0
f2 (s + ε, r) |(s + ε − r)α − (s − r)α|2 dr =

∫ s

0
f2 (ε + r) |rα − (r + ε)α|2 dr

=

∫ ε

0
f2 (ε + r) |rα − (r + ε)α|2 dr +

∫ s

ε
f2 (ε + r) |rα − (r + ε)α|2 dr

=: A1 + A2.

We have, again from the univariate f ’s increasingness, and the limit limr→0 f (r) = 0,

A1 ≤ f2 (2ε)

∫ ε

0
|rα − (r + ε)α|2 dr = cst f2 (2ε) ε2α+1 = o

(

ε1/m
)

.

For the other part of A, we need to use f ’s concavity at the point 2ε in the interval [0, ε + r] (since
ε + r > 2ε in this case), which implies f (ε + r) < f (2ε) (ε + r) / (2ε). Also using the mean-value
theorem for the difference of negative cubes, we get

A2 ≤ cst ε2

∫ s

ε
f2 (ε + r) r2α−2dr ≤ cst εf (2ε)

∫ s

ε
(ε + r) r2α−2dr

≤ cst εf (2ε)

∫ s

ε
r2α−1 = cst ε2α+1f (2ε) = o

(

ε1/3
)

.

This finishes the proof of Condition (18).

Step 2. Covariance calculation. We first calculate the second mixed derivative ∂2δ̃2/∂s∂t, where δ̃
is the canonical metric of Z, because we must show |µ| (OD) ≤ ε2α, which is condition (19), and
µ (dsdt) = ds dt ∂2δ̃2/∂s∂t. We have, for 0 ≤ s ≤ t − ε,

δ̃2 (s, t) =

∫ s

0
(g (t, s − r) − g (s, s − r))2 dr +

∫ t

s
g2 (t, r) dr

=: A + B.

We calculate

∂2A

∂s∂t
(t, s) = 2

∂g

∂t
(t, 0) (g (t, 0) − g (s, 0))

+

∫ s

0
2
∂g

∂t
(t, s − r)

(

∂g

∂s
(t, s − r) − ∂g

∂t
(s, s − r) − ∂g

∂s
(s, s − r)

)

+

∫ s

0
2 (g (t, s − r) − g (s, s − r))

∂2g

∂s∂t
(t, s − r) dr.

= A1 + A2 + A3,
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and
∂2B

∂s∂t
(t, s) = −2g (t, s)

∂g

∂t
(t, s) .

Next, we immediately get, for the portion of |µ| (OD) corresponding to B, using the hypotheses
of our proposition,

∫ T

ε
dt

∫ t−ε

0
ds

∣

∣

∣

∣

∂2B

∂s∂t
(t, s)

∣

∣

∣

∣

≤ 2c

∫ T

ε
dt

∫ t−ε

0
dsf (|t − s|) |t − s|α |t − s|α−1

≤ 2c ‖f‖∞
∫ T

ε
dt ε2α = cst ε2α,

which is of the correct order for Condition (19). For the term corresponding to A1, using our
hypotheses, we have

∫ T

ε
dt

∫ t−ε

0
ds |A1| ≤ 2

∫ T

ε
dt

∫ t−ε

0
ds tα

∣

∣

∣

∣

∂g

∂t
(ξt,s, 0)

∣

∣

∣

∣

|t − s|

where ξt,s is in the interval (s, t). Our hypothesis thus implies
∣

∣

∣

∂g
∂t (ξt,s, 0)

∣

∣

∣
≤ sα, and hence

∫ T

ε
dt

∫ t−ε

0
ds |A1| ≤ 2T

∫ T

ε
dt

∫ t−ε

0
ds sα−1tα−1 = 2Tα−1

∫ T

ε
dt tα−1 (t − ε)α ≤ α−2T 1+2α.

This is much smaller than the right-hand side ε2α of Condition (19), since 2α = 1/m− 1 < 0. The
terms A2 and A3 are treated similarly, thanks to our hypotheses.

Step 3: proving Condition (30). In fact, we modify the proof of Theorem 10, in particular Steps 3
and 4, so that we only need to prove

∫ T

t=2ε
dt

∫ t−2ε

s=0
ds

∫ T

u=0

∣

∣

∣
∆G̃t (u)

∣

∣

∣

∣

∣

∣
∆G̃s (u)

∣

∣

∣
du ≤ cε2+2α = cε1/m+1, (33)

instead of Condition (30). Indeed, for instance in Step 3, this new condition yields a final contri-
bution of order δ2m−2 (ε) ε−2ε1/m+1. With the assumption on δ that we have, δ (ε) = o

(

ε1/(2m)
)

,

and hence the final contribution is of order o
(

ε(2m−2)/(2m)−1+1/m
)

= o (1). This proves that the
conclusion of Theorem 10 holds if we assume (33) instead of Condition (30).

We now prove (33). We can write
∫ T

t=2ε
dt

∫ t−2ε

s=0
ds

∫ T

u=0

∣

∣

∣
∆G̃t (u)

∣

∣

∣

∣

∣

∣
∆G̃s (u)

∣

∣

∣
du

=

∫ T

t=2ε
dt

∫ t−2ε

s=0
ds

∫ s

0
|g (t + ε, u) − g (t, u)| |g (s + ε, u) − g (s, u)| du

+

∫ T

t=2ε
dt

∫ t−2ε

s=0
ds

∫ s+ε

s
|g (t + ε, u) − g (t, u)| |g (s + ε, u)| du

=: A + B.

For A, we use the hypotheses of this proposition: for the last factor in A, we exploit the fact
that g is decreasing in t while f is increasing in t; for the other factor in A, use the bound on ∂g/∂t;
thus we have

A ≤
∫ T

t=2ε
dt

∫ t−2ε

s=0
ε |t − s|α−1 ds

∫ s

0
f (s + ε, u) ((s − u)α − (s + ε − u)α) du.
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We separate the integral in u into two pieces, for u ∈ [0, s − ε] and u ∈ [s − ε, s]. For the first
integral in u, since f is bounded, we have

∫ s−ε

0
f (s + ε, u) ((s − u)α − (s + ε − u)α) du ≤ ‖f‖∞ ε

∫ s−ε

0
(s − u)α−1 du ≤ ‖f‖∞ cαε1+α.

For the second integral in u, we use the fact that s − u + ε > ε and s − u < ε implies s − u + ε >
2 (s − u), so that the negative part of the integral can be ignored, and thus

∫ s

s−ε
f (s + ε, u) ((s − u)α − (s + ε − u)α) du ≤ ‖f‖∞

∫ s

s−ε
(s − u)α du = ‖f‖∞ cαε1+α,

which is the same upper bound as for the other part of the integral in u. Thus

A ≤ cst ε2+α

∫ T

t=2ε
dt

∫ t−2ε

s=0
|t − s|α−1 ds ≤ cst ε2+α

∫ T

t=2ε
dt εα ≤ cst ε2+2α = cst ε1/m+1,

which is the conclusion we needed at least for A.
Lastly, we estimate B. We use the fact that f is bounded, and thus |g (s + ε, u)| ≤ ‖f‖∞ |s + ε − u|α,

as well as the estimate on the derivative of g as we did in the calculation of A, yielding

B ≤ ‖f‖∞ ε

∫ T

t=2ε
dt

∫ t−2ε

s=0
ds |t − s − ε|α−1

∫ s+ε

s
|s + ε − u|α du

= cst εα+2

∫ T

t=2ε
dt

∫ t−2ε

s=0
ds |t − s − ε|α−1

≤ 21+|α|cst εα+2

∫ T

t=2ε
dt

∫ t−2ε

s=0
ds |t − s|α−1 ≤ cst ε2α+2 = cst ε1/m+1.

This is the conclusion we needed for B,which finishes the proof of the proposition.

The above proposition covers a very wide variety of martingale-based models, in the sense that
they can be quite far from Gaussian models. We describe one easily constructed class. Assume

that M is a martingale such that E
[

|d [M ] /dt|2m
]

is bounded above by a constant c2m uniformly

in t ≤ T . Let G (t, s) = GRLfBm (t, s) := 1s≤t |t − s|1/(2m)−1/2+α for some α > 0; in other words,
G is the Brownian representation kernel of the Riemann-Liouville fractional Brownian motion with
parameter H = 1/ (2m) − α > 1/ (2m). Or more generally, assume that G is bounded above by
GRLfBm, and assume the two partial derivatives of G, and the mixed second order derivative of G,
are bounded by the corresponding derivatives of GRLfBm. Then by the previous proposition, X
defined by (5) has zero mth variation.

The most quantitatively significant condition, that the univariate function δ (ε) corresponding
to G̃ be equal to o

(

ε1/(2m)
)

, can be interpreted as a regularity condition. In the Gaussian case,

it means that there is a function f (ε) = o
(

ε1/(2m) log1/2 (1/ε)
)

such that f is an almost-sure

uniform modulus of continuity for X. In non-Gaussian cases, similar interpretations can be given
for the regularity of X itself, provided enough moments of X exist. If X has fractional exponential
moments, then the function f above will also serve as an almost-sure uniform modulus of continuity
for X, provided the logarithmic correction term in f is raised to an appropriately higher power
than 1/2. This can be established by using the non-Gaussian regularity theory in [24]. If X has
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standard moments of all orders, then one can replace f (ε) by ε1/(2m)−α for any α > 0. This
is easily achieved using Kolmogorov’s continuity criterion. If X only has finitely many moments,
Kolmogorov’s continuity criterion can only guarantee that one may take α greater than some α0 > 0.
We do not delve into the details of these regularity issues in the non-Gaussian martingale case.

5 Stochastic calculus

In this section, we investigate the possibility of defining the so-called symmetric stochastic integral
and its associated Itô formula for processes which are not fractional Brownian motion; fBm was
treated in [12]. We concentrate on Gaussian processes under hypotheses similar to those used in
Section 3.3 (Theorem 7).

The basic strategy is to use the results of [12]. Let X be a stochastic process on [0, 1]. According
to Sections 3 and 4 in [12] (specifically, according to the proof of part 1 of Theorem 4.5 therein), if
for every bounded measurable function g on R, and every integer n ≥ 1, the limits

lim
ε→0

1

ε

∫ 1

0
du (Xu+ε − Xu)2n+1 g

(

Xu+ε + Xu

2

)

= 0 (34)

hold in probability, then for every t ∈ [0, 1] and every f ∈ C6 (R), the symmetric (“generalized
Stratonovich”) stochastic integral

∫ t

0
f ′ (Xu)X (◦du) =: lim

ε→0

1

ε

∫ 1

0
du (Xu+ε − Xu) f ′

(

Xu+ε + Xu

2

)

= 0 (35)

exists and we have the Itô formula

f (Xt) = f (X0) +

∫ t

0
f ′ (Xu) X (◦du) . (36)

Our goal is thus to prove (34) for a wide class of Gaussian processes X, which will in turn imply
the existence of (35) and the Itô formula (36).

If X has homogeneous increments in the sense of Section 3.2, meaning that E
[

(Xs − Xt)
2
]

=

δ2 (t − s) for some univariate canonical metric function δ, then by using g ≡ 1 and our Theorem 6,
we see that for (34) to hold, we must have δ (r) = o

(

r1/6
)

. In order to go beyond the homogeneous
case, we notice that (34) for g ≡ 1 is the result of our non-homogeneous Theorem 7, so it is necessary
to use that theorem’s hypotheses, which include the non-homogeneous version of δ (r) = o

(

r1/6
)

.
But we will also need some non-degeneracy conditions in order to apply the quartic linear regression
method of [12]. These are Conditions (i) and (ii) in the next Theorem. Condition (iii) therein is
essentially a consequence of the condition that δ2 be increasing and concave. These conditions are
all further discussed below.

Theorem 12 Let m ≥ 3 be an odd integer. Let X be a Gaussian process on [0, 1] satisfying the
hypotheses of Theorem 7. This means in particular that we denote as usual its canonical metric
by δ2 (s, t), and that there exists a univariate increasing and concave function δ2 such that δ (r) =
o
(

r1/(2m)
)

and δ2 (s, t) ≤ δ2 (|t − s|). Assume that for u < v, the functions u 7→ V ar [Xu] =: Qu,
v 7→ δ2 (u, v), and u 7→ −δ2 (u, v) are increasing and concave. Assume there exist constants c, c′

such that
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(i) c′δ2 (u) ≤ Qu,

(ii) (2 + c)QuQ (u, v) + (1 − c) QuQv + (2 − c) Q2
u ≥ Q2 (u, v) ,

(iii) there exist a > 1 and b < 1/2 such that for all u ∈ [ε, 1],

δ (au) − δ (u)

(a − 1) u
< b

δ (u)

u
. (37)

Then for every bounded measurable function g on R,

lim
ε→0

1

ε2
E

[

(
∫ 1

0
du (Xu+ε − Xu)m g

(

Xu+ε + Xu

2

))2
]

= 0.

As mentioned above, this theorem immediately implies the following.

Corollary 13 Assume the hypotheses of Theorem 12 with m = 3. We have existence of the
symmetric integral in (35), and its Itô formula (36), for every f ∈ C6 (R) and t ∈ [0, 1].

Before proceeding to the proof of this theorem, we discuss its hypotheses. We refer to the
description at the end of Section 3.3 for examples satisfying the hypotheses of Theorem 7; these
examples also satisfy the monotonicity and convexity conditions in the above theorem.

Condition (i) is quite weak, since c′ can be chosen arbitrarily close to 0. The hypotheses of
Theorem 7 imply that Qu ≤ δ2 (u), and Condition (i) simply adds that these two quantities should
be commensurate, which is a weak non-degeneracy assumption, as opposed, say, to requiring that
c′ not be too small, which would be a stronger coercivity assumption.

Condition (ii), while ominous looking, is not much more restrictive than Condition (i). Indeed,
by brutally applying Schwartz’s inequality leading to Q (u, v)2 ≤ QuQv, Condition (ii) becomes a
trivial consequence of

cQv ≤ (2 + c)Q (u, v) + (2 − c) Qu.

If the covariance function Q (u, v) is everywhere non-negative, this last inequality is then implied
by the existence of a constant c such that cQv ≤ Qu, which is equivalent to asking that the
ratio Qu/Qv be bounded above and below by positive constants. Similarly to Condition (i), this
commensurability is a weak non-degeneracy assumption. The non-negativity of Q (u, v) holds for
many processes: since X (t) =

∫ t
0 G (t, s) dW (s) is defined via a Volterra representation w.r.t.

Brownian motion, if the kernel G is non-negative, then so is Q (u, v).
Lastly, Condition (iii) represents a strengthened concavity condition on the univariate function

δ. Indeed, the left-hand side in (37) is the slope of the secant of the graph of δ between the points
u and au, while the right-hand side is b times the slope of the secant from 0 to u. If b were allowed
to be 1, (iii) would simply be a consequence of convexity. Here taking b ≤ 1/2 means that we are
exploiting the concavity of δ2; the fact that condition (iii) requires slightly more, namely b strictly
less than 1/2, allows us to work similarly to the scale δ (r) = rH with H < 1/2, as opposed to
simply asking H ≤ 1/2. Since the point of the Theorem is to allow continuity moduli which are
arbitrarily close to r1/6, Condition (iii) is hardly a restriction.

Proof of Theorem 12.
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Step 0: setup. The expectation to be evaluated is written, as usual, as a double integral over
(u, v) ∈ [0, 1]2. For ε > 0 fixed, we define the “off-diagonal” set

Dε =
{

(u, v) ∈ [0, 1]2 : ε1−ρ ≤ u ≤ v − ε1−ρ < v ≤ 1
}

.

Using the boundedness of g and Schwartz’s inequality, thanks to the hypothesis δ (r) = o
(

r1/(2m)
)

,
the term corresponding to the diagonal part (integral over Dc

ε) can be treated identically to what
was done in [12] in dealing with their term J ′ (ε) following the statement of their Lemma 5.1, by
choosing ρ small enough. It is thus sufficient to prove that

J (ε) :=
1

ε2
E

[
∫∫

Dε

dudv (Xu+ε − Xu)m (Xv+ε − Xv)
m g

(

Xu+ε + Xu

2

)

g

(

Xv+ε + Xv

2

)]

tends to 0 as ε tends to 0. We now use the same method and notation as in Step 3 of the proof
of Theorem 4.1 in [12]. In order to avoid repeating arguments from that proof, we only state and
prove the new lemmas which are required.

Step 1: translating Lemma 5.3 from [12]. Using the fact that E
[

Z2
ℓ

]

≤ E
[

G2
ℓ

]

≤ δ2 (ε), this lemma
translates as:

Lemma 14 Let k ≥ 2 be an integer. Then

∫∫

Dε

E
[

|Γℓ|k
]

dudv ≤ cst · εδk (ε) .

This step and the next 4 steps are devoted to the Proof of lemma 14. We only need to show
that for all i, j ∈ {1, 2},

∫∫

Dε

|rij |k dudv ≤ cst · εδk (ε) . (38)

Recall the function K defined in [12]

K (u, v) := E [(Xu+ε + Xu) (Xv+ε + Xv)]

= Q (u + ε, v + ε) + Q (u, v + ε) + Q (u + ε, v) + Q (u, v) .

This is not to be confused with the usage of the letter K in previous sections, to which there will
be made no reference in this proof; the same remark hold for the notation ∆ borrowed again from
[12], and used below.

To follow the proof in [12], we need to prove the following items for some constants c1 and c2:

1. c1δ
2 (u) ≤ K (u, u) ≤ c2δ

2 (u) ;

2. K (u, v) ≤ c2δ (u) δ (v) ;

3. ∆ (u, v) := K (u, u) K (v, v) − K (u, v)2 ≥ c1δ
2 (u) δ2 (v − u) .

The lower bound in item 1 is our hypothesis (i). Also note that the hypothesis borrowed from
Theorem 7, which says that δ2 (s, t) ≤ δ2 (|t − s|), implies, for s = 0, that

δ2 (0, u) = Qu ≤ δ2 (u) . (39)
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The upper bound in item 1 is a special case of item 2, which we now prove. We write, via Schwartz’s
inequality and the fact that δ2 is increasing, and thanks to (39),

K (u, v) ≤ 4δ (u + ε) δ (v + ε) .

However, since δ2 is concave with δ (0) = 0, we have δ2 (2u) /2u ≤ δ2 (u) /u. Also, since we are in
the set Dε, u + ε ≤ 2u and v + ε ≤ 2v. Hence

K (u, v) ≤ 4δ (2u) δ (2v)

≤ 8δ (u) δ (v) ,

which is item 2. By items 1 and 2, item 3 is a consequence of the existence of c > 0 such that

∆ (u, v) ≥ c′Quδ2 (u, v)

= c′Qu (Qu + Qv − 2Q (u, v)) .

An elementary computation with ∆ written using only Q shows that this last condition is equivalent
to our hypothesis (ii).

It will now be necessary to reestimate the components of the matrix Λ21 where we recall

Λ21[11] := E [(Xu+ε + Xu) (Xu+ε − Xu)] ,

Λ21[12] := E [(Xv+ε + Xv) (Xu+ε − Xu)] ,

Λ21[21] := E [(Xu+ε + Xu) (Xv+ε − Xv)] ,

Λ21[22] := E [(Xv+ε + Xv) (Xv+ε − Xv)] .

Step 2: the term r11. We have by the lower bound of item 1 above on K (u, u),

|r11| =

∣

∣

∣

∣

∣

1
√

K (u, u)
Λ21[11]

∣

∣

∣

∣

∣

≤ cst

δ (u)
|Λ21[11]| .

To bound |Λ21[11]| above, we write

|Λ21[11]| = |E [(Xu+ε + Xu) (Xu+ε − Xu)]|
= Qu+ε − Qu

≤ εQ (u) /u

≤ εδ2 (u) /u

where we used the facts that Qu is increasing and concave, and that Qu ≤ δ2 (u). Thus we have

|r11| ≤ ε cst
δ (u)

u
.

The result (38) for i = j = 1 now follows by the next lemma.

Lemma 15 For every k ≥ 2, there exists ck > 0 such that for every ε ∈ (0, 1),

∫ 1

ε

∣

∣

∣

∣

δ (u)

u

∣

∣

∣

∣

k

du ≤ ckε

∣

∣

∣

∣

δ (ε)

ε

∣

∣

∣

∣

k

.
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Proof of lemma 15. Our hypothesis (iii) can be rewritten as

δ (au)

au
<

(

1 + (a − 1) b

a

)

δ (u)

u

=: Ka,b
δ (u)

u
.

The concavity of δ also implies that δ (u) /u is increasing. Thus we can write

∫ 1

ε

∣

∣

∣

∣

δ (u)

u

∣

∣

∣

∣

k

du ≤
∞
∑

j=0

∫ εaj+1

εaj

∣

∣

∣

∣

δ (u)

u

∣

∣

∣

∣

k

du

≤
∞
∑

j=0

(

εaj+1 − εaj
)

|Ka,b|jk
∣

∣

∣

∣

δ (ε)

ε

∣

∣

∣

∣

k

= ε (a − 1)

∣

∣

∣

∣

δ (ε)

ε

∣

∣

∣

∣

k ∞
∑

j=0

(

|Ka,b|k a
)j

.

The lemma will be proved if we can show that f (a) := |Ka,b|k a < 1 for some a > 1. We have
f (1) = 0 and f ′ (1) = k (1 − b) − 1. This last quantity is strictly positive for all k ≥ 2 as soon as
b < 1/2. This finishes the proof of the lemma 15. �

Step 3: the term r12. We have

r12 = Λ21 [11]
−K (u, v)

√

K (u, u) ∆ (u, v)
+ Λ21 [12]

√

K (u, u)
√

∆ (u, v)
.

We saw in the previous step that |Λ21 [11]| = |Qu+ε − Qu| ≤ cst εδ2 (u) /u. For Λ21 [12], using the
hypotheses on our increasing and concave functions, we calculate

|Λ21 [12]| =
∣

∣2 (Qu+ε − Qu) + δ2 (u + ε, v + ε) − δ2 (u, v + ε) + δ2 (u + ε, v) − δ2 (u, v)
∣

∣

≤ 2 |Λ21 [11]| + εδ2 (u + ε, v + ε) / (v − u) + εδ2 (u + ε, v) / (v − u − ε)

≤ 2 |Λ21 [11]| + εδ2 (v − u) / (v − u) + εδ2 (v − u − ε) / (v − u − ε)

≤ 2cst εδ2 (u) /u + 2εδ2 (v − u − ε) / (v − u − ε) . (40)

The presence of the term −ε in the last expression above is slightly aggravating, and one would
like to dispose of it. However, since (u, v) ∈ Dε, we have v − u > ερ for some ρ ∈ (0, 1). Therefore
v − u − ε > ερ − ε > ερ/2 for ε small enough. Hence by using ρ/2 instead of ρ in the definition of
Dε in the current calculation, we can ignore the term −ε in the last displayed line above. Together
with items 1, 2, and 3 above which enable us to control the terms K and ∆ in r12, we now have

|r12| ≤ cst ε
δ2 (u)

u

(

δ (u) δ (v)

δ (u) δ (u) δ (v − u)
+

δ (u)

δ (u) δ (v − u)

)

+ cst ε
δ2 (v − u)

v − u

δ (u)

δ (u) δ (v − u)

= cst ε

(

δ (u) δ (v)

uδ (v − u)
+

δ2 (u)

uδ (v − u)
+

δ (v − u)

v − u

)

.
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We may thus write

∫∫

Dε

|r12|k dudv ≤ cst εk

∫∫

Dε

(

∣

∣

∣

∣

δ (u) δ (v)

uδ (v − u)

∣

∣

∣

∣

k

+

∣

∣

∣

∣

δ2 (u)

uδ (v − u)

∣

∣

∣

∣

k

+

∣

∣

∣

∣

δ (v − u)

v − u

∣

∣

∣

∣

k
)

dudv.

The last term
∫∫

Dε

∣

∣

∣

δ(v−u)
v−u

∣

∣

∣

k
dudv is identical, after a trivial change of variables, to the one dealt

with in Step 2. Since δ is increasing, second the term
∫∫

Dε

∣

∣

∣

δ2(u)
uδ(v−u)

∣

∣

∣

k
dudv is smaller than the first

term
∫∫

Dε

∣

∣

∣

δ(u)δ(v)
uδ(v−u)

∣

∣

∣

k
dudv. Thus we only need to deal with that first term; it is more delicate than

what we estimated in Step 2.
We separate the integral over u at the intermediate point v/2. When u ∈ [v/2, v − ε], we use

the estimate
δ (u)

u
≤ δ (v/2)

v/2
≤ 2

δ (v)

v
.

On the other hand when u ∈ [ε, v/2] we simply bound 1/δ (v − u) by 1/δ (v/2). Thus

∫∫

Dε

∣

∣

∣

∣

δ (u) δ (v)

uδ (v − u)

∣

∣

∣

∣

k

dudv

=

∫ 1

v=2ε
dv

∫ v/2

u=ε

∣

∣

∣

∣

δ (u) δ (v)

uδ (v − u)

∣

∣

∣

∣

k

du +

∫ 1

v=ε
dv

∫ v−ε

u=v/2

∣

∣

∣

∣

δ (u) δ (v)

uδ (v − u)

∣

∣

∣

∣

k

du

≤
∫ 1

v=2ε
dv

∣

∣

∣

∣

δ (v)

δ (v/2)

∣

∣

∣

∣

k ∫ v/2

u=ε

∣

∣

∣

∣

δ (u)

u

∣

∣

∣

∣

k

du + 2

∫ 1

v=ε

∣

∣

∣

∣

δ2 (v)

v

∣

∣

∣

∣

k

dv

∫ v−ε

u=v/2

∣

∣

∣

∣

1

δ (v − u)

∣

∣

∣

∣

k

du

≤ 2k

∫ 1

u=ε

∣

∣

∣

∣

δ (u)

u

∣

∣

∣

∣

k

du + 2
1

δk (ε)

∫ 1

v=ε
vk

∣

∣

∣

∣

δ (v)

v

∣

∣

∣

∣

2k

dv

≤ cst ε

(

δ (ε)

ε

)k

;

here we used the concavity of δ to imply that δ (v) /δ (v/2) ≤ 2, and to obtain the last line, we
used Lemma 15 for the first term in the previous line, and we used the fact that δ is increasing and
that v ≤ 1, together again with Lemma 15 for the second term in the previous line. This finishes
the proof of (38) for r12.

Step 4: the term r21. We have

r21 = Λ21 [21]
1

√

K (u, u)

and similarly to the previous step,

|Λ21 [21]| = |Q (u + ε, v + ε) − Q (u + ε, v) + Q (u, v + ε) − Q (u, v)|
=
∣

∣2 (Qv+ε − Qv) + δ2 (u + ε, v) − δ2 (u + ε, v + ε) + δ2 (u, v) − δ2 (u, v + ε)
∣

∣

≤ 2 |Λ21 [11]| + ε
δ2 (u + ε, v)

v − u − ε
+ ε

δ2 (u, v)

v − u

≤ 2cst εδ2 (u) /u + 4εδ2 (v − u) / (v − u) ,
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which is the same expression as in (40). Hence with the lower bound of Item 1 on K (u, u) we have

∫∫

Dε

|r21|k dudv ≤ cst εk

∫∫

Dε

(

∣

∣

∣

∣

δ (u)

u

∣

∣

∣

∣

k

+

∣

∣

∣

∣

δ2 (v − u)

(v − u) δ (u)

∣

∣

∣

∣

k
)

dudv

= cst εk

∫∫

Dε

(

∣

∣

∣

∣

δ (u)

u

∣

∣

∣

∣

k

+

∣

∣

∣

∣

δ2 (u)

uδ (v − u)

∣

∣

∣

∣

k
)

dudv.

This is bounded above by the expression obtained as an upper bound in Step 3 for
∫∫

Dε
|r12|k dudv,

which finishes the proof of (38) for r21.

Step 5: the term r22. Here we have

r22 = Λ21 [21]
−K (u, v)

√

K (u, u) ∆ (u, v)
+ Λ21 [22]

√

K (u, u)
√

∆ (u, v)
.

We have already seen in the previous step that

|Λ21 [21]| ≤ cst ε

(

δ2 (u)

u
+

δ2 (v − u)

v − u

)

.

Moreover, we have, as in Step 2,

|Λ21 [22]| = |Qv+ε − Qv| ≤ cst ε
δ2 (v)

v
.

Thus using the bounds in items 1, 2, and 3,

|r22| ≤ cst ε

[(

δ2 (u)

u
+

δ2 (v − u)

v − u

)

δ (u) δ (v)

δ2 (u) δ (v − u)
+

δ2 (v)

v

δ (u)

δ (u) δ (v − u)

]

= cst ε

[

δ (u) δ (v)

uδ (v − u)
+

δ (v) δ (v − u)

δ (u) (v − u)
+

δ2 (v)

vδ (v − u)

]

.

Of the last three terms, the first term was already treated in Step 3, the second is, up to a change

of variable, identical to the first, and the third is smaller than δ2(u)
uδ(v−u) which was also treated in

Step 3. Thus (38) is proved for r22, which finishes the entire proof of Lemma 14. �

Step 6: translating Lemma 5.4 from [12]. We will prove the following result

Lemma 16 For all j ∈ {0, 1, · · · , (m − 1) /2},
∫∫

Dε

|E [Z3Z4]|m−2j dudv ≤ cst εδ2(m−2j) (ε) .

Proof of Lemma 16. As in [12], we have

|E [Z3Z4]|m−2j ≤ cst |E [G3G4]|m−2j + cst |E [Γ3Γ4]|m−2j .

The required estimate for the term corresponding to |E [Γ3Γ4]|m−2j follows by Schwartz’s inequality
and Lemma 14. For the term corresponding to |E [G3G4]|m−2j , we recognize that E [G3G4] is the
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negative planar increment Θε (u, v) defined in (10). Thus the corresponding term was already
considered in the proof of Theorem (7). More specifically, up to the factor ε2δ−4j (ε), we now have
to estimated the same integral as in Step 2 of that theorem’s proof: see expression (22) for the
term we called Jj,OD. This means that

∫∫

Dε

|E [G3G4]|m−2j dudv ≤ ε2

δ4j (ε)
Jj,OD

≤ ε2 |µ| (OD) δ2(m−2j−1) (ε) .

Our hypotheses borrowed from Theorem (7) that |µ| (OD) ≤ cst ε1/m−1 and that δ2 (ε) = o
(

r1/(2m)
)

now imply that the above is ≪ εδ2(m−2j) (ε), concluding the lemma’s proof. �

Step 7. Conclusion. The remainder of the proof of the theorem is to check that Lemmas 14 and 16
do imply the claim of the theorem; this is done exactly as in Steps 3 and 4 of the proof of Theorem
4.1 in [12]. Since such a task is only bookkeeping, we omit it, concluding the proof of Theorem 12.
�
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