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a b s t r a c t

Recent developments in microcanonical multifractal formalism have lead to a sensible
improvement in the numerical techniques for the determination of the multifractal
characteristics of real signals. With the aid of these techniques, we have found empirical
evidence of a common multifractal signature in six very different systems, ranging from
stock market time series to sea surface temperature records. These systems are not only
found to be multifractal, but their singularity spectra are coincident. We propose an
explanation of this striking coincidence in terms of a cascade process and analyze its
consequences.

1. Introduction

Fractality, a concept coined more than forty years ago, has been used as a standard strategy to describe self-similar
systems. Later on, the study of turbulence favored the introduction of multifractals: coordinated ensembles of fractals,
organized in a hierarchicalway.Multifractals aremore flexible,more adapted to fully describe the structure ofmany physical
systems, and evidence grows on their ubiquitous presence in nature. Starting from the study of turbulent flows [1–7], for
which the theory was first developed, multifractality has been reported in many other systems, some of them completely
unrelated to turbulence. These includenatural images [8,9], stockmarket series [10–17], humangait [18,19], the heliospheric
magnetic field [20], network traffic [21], phytoplankton distribution in oceans [22], rainfall distribution [23–25], sea surface
temperature [26,27], heartbeat dynamics [28,29], distribution of chemical fields [30,31], cloud structure [32,33], many
different geophysical fields [34,35] and a long etc.
A multifractal is a scale-free (scale invariant) system. This means that the statistical properties of small regions are the

same as those of the whole system: they are self-similar. Self-similarity is also a classical fingerprint of fractal sets, but
multifractals have a much richer structure. The main difference between fractals and multifractals is that, in a fractal, to
describe how a variable behaves under changes of scale, only one parameter – the fractal dimension – is needed. In contrast,
a multifractal is formed by a hierarchy of multiple fractal sets, so all their fractal dimensions are required to characterize
how the system evolves under changes of scale. Therefore, the key quantity defining a multifractal is the collection of all its
fractal dimensions: the singularity spectrum.
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The hierarchical organization of a multifractal structure has been related to the existence of cascade processes. Had this
concept either a real basis in terms of physical observables or an effective one in terms of hidden variables their relevance
is capital to give insight on the dynamics of some physical systems. The implications of these ideas are so deep that some
authors have claimed the existence of universal multifractals [24].
The classical approach to characterize multifractality in experimental data is to apply the Canonical Multifractal

Formalism (CMF) [1,36,37,3,38]. In this approach, the fractal dimensions of the different fractal components of the systemare
indirectly evaluated using some statistical and geometrical reasoning [39]. For that, the order-pmoments of an appropriate
variable (structure functions) are evaluated and its behavior under changes of scale are characterized with the so-called
scaling exponents τp. Then, under some assumptions on the homogeneity of the underlying multifractal geometry, the
singularity spectrum is derived using Parisi and Frisch’s formula [39]. The main advantage of this approach lies in its
simplicity; besides, it is very useful when data are obtained in a fragmentary way and so a geometrical processing is
not possible. The main drawback is that the canonical approach is very demanding of data, what limits the range of the
singularity spectrum that can be retrieved in practical situations. Moreover, it is prone to be affected by other processing
issues (see Ref. [40] for a discussion on the topic).
An alternative approach to the study ofmultifractal properties of real signals is theMicrocanonicalMultifractal Formalism

(MMF). Although the roots of MMF can be tracked in the works by Chhabra et al. almost twenty years ago [41], they have
not been set to efficiently process real signals up to recently [9,42,27,43]. InMMF, signal processing is geometrical instead of
statistical, and the goal is to obtain the local scaling exponents. These exponents identify the fractal components fromwhich
the singularity spectrum can be derived directly. MMF analysis methods are much less demanding in data than their CMF
counterparts, and in addition they allow the study of the geometrical properties of signals, what can be used to compress
them [44], to infer their future evolution [14,15], and to characterize the underlying forces driving their dynamics [26,25].
In this paper we characterize themultifractal properties of six ensembles of signals obtained from very different systems

(see description in Appendix A). In Section 2 we discuss on how their statistical properties can be related to an underlying
multifractal structure. Then, we apply MMF to obtain the associated singularity spectra and we see that the six resulting
spectra are related (Section 3). This raises a question about a possible common effective mechanism giving rise to the
observed similarity.We propose a possiblemechanismbased on an effective cascade process shared by all the systems under
study (Section 4). Finally, in Section 5 we discuss the results in the perspective of defining canonical classes of multifractal
systems.

Note on the reproducibility of the empirical evidences shown in this paper

The study presented in this paper is not just a simple empirical analysis of some multifractal signals, since the
methodology used throughout has a very solid theoretical support. It is a direct implementation of a formalism (MMF) that
reveals with high accuracy the complex structure of multifractal signals. Before tackling some theoretical considerations,
let us remark that to favor reproducibility of our results, an open-source C program, capable of obtaining the singularity
exponents of a given signal, is at the disposal of any interested reader at: http://www.icm.csic.es/oce/people/turiel/SUPP_
INFO/MF-analyzer.html

2. Statistical signature of multifractality

2.1. Intermittency

There is a basic common feature in all multifractal signals coming from real-world systems: intermittency. Intermittent
signals are close to a reference value for long times and suddenly they undergo sharp, short-lived changes [34]. Thus, when
intermittency is present, histograms of the derivative of the signal have a small mode (most probable value) and a slow-
decaying tail. To illustrate this concept with real data, let us consider six ensembles of 1D and 2D physical, biological and
economic signals of very different nature, known to bemultifractal. These are: Ensemble A: stockmarket series; Ensemble B:
currency exchange series; Ensemble C: sea temperature series; Ensemble D: sea temperature 2Dmaps; Ensemble E: natural
images; and Ensemble F: turbulent flow 2D maps. A representative signal of each ensemble is shown in the left-hand-side
of Fig. 1. Details on the data are exposed in Appendix A. These datasets have been originated from very different physical
processes and so one can expect large differences in their statistical properties, as the histograms in the center of Fig. 1 reveal.
Nevertheless, even if the signals are very different, the histograms of the absolute values (moduli for 2D) of the derivatives
(gradients for 2D) are qualitatively similar (see the right-hand-side histograms of Fig. 1). This coincidence reveals that all
those systems are intermittent, at least in the probabilistic sense enunciated above. As we will see later, the similarity of
these systems can be expressed in a more quantitative way.
Although revealing, histograms of gradients are not appropriate to describemultifractal scaling properties. Gradients are

dimensional and scale-dependent: they are estimated at a given resolution and depend on the local amplitude of the signal.
We need a different approach to invariantly analyze the multifractal signals and the key tool to carry out this analysis is
MMF [41,9,42,27,43].
According to MMF, a scalar signal s(Ex) (where Ex is the position vector) is multifractal if it can be characterized by an

underlying hierarchy of scale-invariant fractal components. Each fractal component of the signal transforms differently
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Fig. 1. Left: A representative signal from each ensemble; Center: Histograms of the signal values; Right: Histograms of the derivative variables (absolute
value of the derivative for 1D signals, modulus of the gradient for 2D signals). Ensembles from top to bottom: (A) 20 quotation time series from the
Spanish stock market from 1990 to 2000, sampled daily. (B) 9 currency exchange rate time series from 1992 to 1997, sampled daily. (C) 6 three-month
sea temperature time series, sampled at a 12-min rate. Data were obtained from a mooring settled in front of the Ebro river delta [45,46]. (D) Two weekly
averages of Sea Surface Temperature images, corresponding to the week 2–9 February, 2003 and the week 14–21 April, 2004. The studied area goes from
34◦W to 8.5◦ E, and from 45◦ S to 2.5◦ S. (E) 14 natural images fromHans van Hateren’s web database [47]. (F) 50 2Dmaps of high-Reynolds velocity fields
generated in a wind tunnel [48]. The velocities were estimated using the Maximum Cross Correlation Method [49] on a dispersed colorant.
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under changes of scale, following a power-law behavior with an exponent that varies from one component to another. In
fact, decomposing a multifractal into fractal components means that each signal point is associated to one and only one
fractal component. So that, each point Ex has a singularity exponent h(Ex) associated, and each singularity exponent value h
defines a fractal componentFh, i.e., the fractal components are level sets of the function h(Ex):Fh0 = {Ex such that h(Ex) = h0}.
Let us now clarify these concepts in detail.

2.2. Singularity analysis

The singularity exponent h(Ex) of a function characterizes how this function behaves locally, giving a dimensionless,
scale-invariant measure of the degree of regularity around a given point Ex. The simplest way to obtain the singularity
exponent is by means of the Hölder exponent, when this quantity can be calculated. Let us denote by s(Ex) the value of
the function at a point Ex; for any radius r small enough, the Hölder exponent h(Ex) is evaluated according to the following
expression:

1
r
|s(Ex+ Er)− s(Ex)| = α(Ex)rh(Ex) + o(rh(Ex)) (1)

where the notation o(rh(Ex))means a quantity that decreases to zero faster than rh(Ex) when r goes to 0, h(Ex) is the singularity
exponent (Hölder exponent, in this context) and α(Ex) is a dimensional, signal-dependent amplitude prefactor. From the
expression above, it is evident that the singularity exponent controls the approaching to the point Ex when the radius r
decreases. According to Eq. (1), the gradient estimated at a small discrete scale r0 behaves as |∇s|(Ex) ∼ α(Ex)rh(Ex)0 and
consequently the singularity exponent h(Ex) roughly corresponds to:

h(Ex) ∼
log |∇s|(Ex)
log r0

(2)

when r0 is small enough. The symbol∼means that both sides asymptotically equal as r0 → 0.
When real data are processed, the situation is a bit more complicated. The presence of long-range correlations can mask

the value of the singularity exponent and so the signal must be filtered by means of wavelet projections [3,38,9]. The use of
wavelet projections is also convenient in order to diminish the influence of acquisition and sampling noises, and to provide
a stable interpolation scheme in a continuous range of scales [9]. For a given wavelet Ψ , the wavelet projection of |∇s| at
the point Ex and scale r is defined as:

TΨ |∇s|(Ex, r) ≡
∫
dEy|∇s|(Ey)

1
rd
Ψ

(
Ex− Ey
r

)
(3)

where d is the dimensionality of the signal (the dimension of the signal domain: d = 2 for images, d = 1 for series). If the
signal s has a Hölder exponent h(Ex) at a point Ex, Eq. (1), it follows that the wavelet projections TΨ |∇s|(Ex, r) of the modulus
of the gradient |∇s| on any appropriate wavelet Ψ present the same scaling, namely:

TΨ |∇s|(Ex, r) = αΨ (Ex)rh(Ex) + o(rh(Ex)). (4)

Wavelet projections allow generalizing of the concept of Hölder exponent when long-range correlations are present; in that
case, we will talk about singularity exponents. Different wavelets can be used to obtain the singularity exponents [9]. See
also Ref. [43] for a discussion on the requirements on the wavelet in order to verify Eq. (4).

2.3. Singularity spectrum

A signal s(Ex) is called multifractal if a singularity exponent h(Ex) can be assigned at every point Ex (following Eq. (4)), also
if the level sets of h(Ex) – the fractal components – are fractal.
Since each fractal component Fh is fractal, it can be characterized by its fractal dimension D(h) [50], and the whole set

of fractal dimensions D(h) forms the so-called singularity spectrum. The singularity spectrum plays a central role in the
description of the scaling properties of a multifractal system [38], because it is directly linked to the statistical properties of
the system through the famous Parisi–Frisch’s formula [39]. In fact, the empirical histogram of singularities ρ(h), when the
singularity exponents are evaluated at the resolution scale r0, has a simple relation with the singularity spectrum [50]:

ρ(h) = Aρr
d−D(h)
0 (5)

where d is the dimension of the signal domain, as before.
If the signal has total support (i.e., non-fractal, the common case with real signals) then the support of the function h(Ex)

is also total and has dimension d. So there must exist a fractal component of such a dimensionality, i.e., there is a value of
singularity exponent h1 such that D(h1) = d, and this value necessarily corresponds to the mode (the most probable value)
of ρ(h) [38,9,40]. Therefore, when the histogram is normalized by its mode, the proportionality constant Aρ is removed and
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Table 1
Percentage of points that have a regression coefficient higher than 0.999 in the regression performed to retrieve the singularity exponents. The ranges of
scales used go from 1 point to about 10% of the linear size of the signal. 20 regression points have been log-uniformly sampled in this range. The results
were obtained using our program, and the wavelet used for this analysis is a Gaussian function; other wavelets give similar results.

Ensemble A B C D E F

% good regression points 99.7% 99.4% 99.7% 99.4% 99.7% 99.6%

so we can retrieve the dimensionless, scale-invariant quantity D(h)− d in the way:

D(h)− d = −
log

(
ρ(h)
ρ(h1)

)
log r0

(6)

for any resolution scale r0 at which the singularity exponents are evaluated. D(h)− d is called reduced singularity spectrum,
and it is independent of the dimensionality d.

2.4. Definition of MMF

So far, we have introduced the two main elements of MMF (singularity analysis and singularity spectrum). Let us
formalize the requirements on a real signal in order to accept that MMF holds for it:

(i) For any point Ex, Eq. (4) is verified over a large enough range of scales.
(ii) The distribution of singularity exponents at any valid scale r0 follows Eq. (5) with the same curve D(h).
(iii) The curve D(h) derived from Eq. (6) is convex.

These conditions and what they imply are discussed in detail in Ref. [42,27,43]. For the context of this paper, we will just
verify the extent of validity of conditions (i), (ii) and (iii) for the datasets we have analyzed.
The main virtue of MMF is that it allows an explicit geometrical determination of the fractal components [9]. Hence, the

retrieval of the singularity spectrum D(h) bymeans of Eq. (6) is more direct than in classical multifractal techniques and less
demanding in data size [40].

3. Experimental results

3.1. Validity of MMF

In order to apply MMF on real data, the three requirements presented in Section 2.4 must be fulfilled. The first step is to
verify the validity of MMF for the datasets under study, even in those cases where it has already been reported such as in
ensembles A, B, D and E (see Ref. [14,17,27,9]). On the contrary, no dedicated study exists for ensembles C and F. Nevertheless,
being thermodynamical variables in turbulent flows they can reasonably be expected to be multifractal [5].
Regarding condition (i), wemust check the range over which Eq. (4) can be considered to fit our data, taking into account

that noise, discretization and finite-size effects impose experimental bounds to the validity of this equation. As we are
interested in retrieving the singularity exponent h(Ex) at each point Ex, we will perform a log-log regression of Eq. (4) vs. r;
the slope of the logarithmic regression is h(Ex). We consider that the local scaling is well verified at a given point and for a
range of scales (r0, r1) when the regression coefficient is above an adequate threshold. We have seen that all the analyzed
signals presented more than 99% of points with a regression coefficient higher than 0.999 for r0 = 1 point and r1 = 10% of
the system size, with 20 regression points uniformly sampled on the log axis; see Table 1. We thus conclude that condition
(i) is well verified.
Regarding condition (ii), we have obtained the singularity spectra (using Eq. (6)) at two different scales, namely the finest

possible scale and twice the finest possible scale. In Fig. 2, we present the spectra of all the ensembles as obtained at these
two scales, showing that all the spectra coincide to a great extent.
Condition (iii) is just requiring that singularity spectra are convex. All the singularity spectra are convex curves, see Fig. 2,

so condition (iii) is also satisfied. Therefore, we conclude that the six datasets verify MMF.

3.2. Comparison of the singularity spectra

In Fig. 3 we show the reduced singularity spectra of the studied ensembles. The reader will notice the remarkable
coincidence among all of them regardless their different nature. Besides, reduced singularity spectra disregard the difference
of dimensionality and allowus to observe that theirmultifractal structure is essentially the same. Certainly, this fact explains
why gradient histograms presented at the right hand side of Fig. 1 are so similar, but also reveals the existence of a much
deeper link between these ensembles.
Nevertheless, in Fig. 3 we can observe some differences between the singularity spectra, which are more evident when

the spectra are observed in isolation in Fig. 4. These differences mainly concentrate on the tails of the curves, i.e., the values
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Fig. 2. Reduced singularity spectra of each ensemble (top: A, B and C; Bottom: D, E and F), calculated at the finest possible scale r0 , full circles, and twice
the finest scale possible 2r0 , hollow circles.

Fig. 3. Reduced singularity spectra obtained for the different ensembles: Ensemble A (⊕), Ensemble B (∇), Ensemble C (�), Ensemble D (◦), Ensemble E
(+) and Ensemble F (×).

of h associated to the fractal components of smaller dimension, which in fact correspond to the less probable values of h
according to Eq. (5). This is not strange because these values have small probability and the uncertainty in the estimation of
ρ(h), and hence in that of D(h) − d, is greater for them. In fact, in Ref. [40] a simple method to estimate the uncertainty in
the value of D(h)was introduced. In Fig. 4 we show the singularity spectra for the six ensembles in which the error bars are
included. As expected, the ensembles with less data points have greater error bars on average. Besides, in all the spectra the
tails (less sampled values) also have greater error bars.
We can quantify the degree of mutual closeness among the singularity spectra. Given two reduced spectra, D1(h) − d1

and D2(h)− d2, with associated uncertainties b1(h) and b2(h), we define their directed weighted average difference δD1→2
as follows:

δD1→2 ≡
∑
hn

|D1(hn)− d1 − D2(hn)+ d2|
b1(hn)b2(hn)

/∑
hn

1
b1(hn)b2(hn)

(7)

where {hn} are the points at which D1 is sampled in the experimentally obtained singularity spectrum. As the points {hn} are
not sampling points of D2 in general, D2(h) and b2(h) are linearly interpolated to evaluate their value at each hn. In addition,
the sum in Eq. (7) is restricted to the values of {hn} in the common range of h values for D1(h) and D2(h). Finally, we define
the weighted average difference between the two reduced singularity spectra, δD12, as the minimum of the two possible
directed weighted average differences,

δD12 ≡ Min (δD1→2, δD2→1) . (8)
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Fig. 4. Reduced singularity spectra of each ensemble (top: A, B and C; Bottom: D, E and F), calculated at the finest possible scale r0 , including the error bars
associated to sampling-size uncertainties. The average sizes of the error bars are the following: Ensemble A: 0.12; Ensemble B: 0.11; Ensemble C: 0.06;
Ensemble D: 0.05; Ensemble E: 0.02; Ensemble F: 0.06.

Table 2
Directed weighted average differences δDi→j , Eq. (7), for the six ensembles.

A B C D E F

A 0 0.01 0.03 0.02 0.04 0.04
B 0.01 0 0.04 0.03 0.05 0.05
C 0.03 0.04 0 0.03 0.07 0.03
D 0.02 0.03 0.03 0 0.03 0.04
E 0.04 0.04 0.06 0.03 0 0.05
F 0.04 0.05 0.03 0.04 0.06 0

In Table 2 we presented the directed weighted average differences between the six ensembles.
We can see that for any couple of ensembles i, j, the two directedweight averages δDi→j and δDj→i are always very similar,

differing at most by 0.01. This means that our criterion is reasonably stable and is not affected by the choice of the reference
range of values of h. We observe that the greatest weighted average difference corresponds to δDCE = 0.06, which although
important is smaller than the typical error bar in Ensemble C. It is interesting to notice that the deviation between the two
spectra seems more important on the right tail. Such a deviation could be due to the difficulties of estimating high values
of the singularity exponents, which imply highly regular behavior that can only be properly assessed when rather large
scales are considered [40,43]. Concerning the other weighted average differences, they are smaller and compatible with the
observed size of the error bars. Hence, we accept that at least in a first approximation the six spectra are coincident.

4. A common effective mechanism: Reconstruction

Fractals are strongly linked to systems undergoing critical transitions. Close to the critical set, all the scaling properties
of the system are characterized by the so-called critical exponent; in turn, the critical set itself is a fractal set, univocally
associated to that critical exponent. Close to the transition, all physical systems with the same critical exponents behave
identically, regardless particular microscopic details of the underlying dynamics. That is, these systems belong to the same
universality class. The study of critical systems is then reduced to the study of their associated universality classes [51].
For multifractals, one can extend the idea and assume that systems with the same singularity spectrum belong to the same
universality class, as the singularity spectrum describes univocally their multi-scaling properties.
There is a long debate about the existence of universality in multiplicative processes. It is not our goal to review all

the theoretical arguments that have been proposed either to favor or deny its existence; the interested reader can consult
Ref. [24] and references therein. Anyway, the results shown in this paper (the coincidence between spectra within the
experimental error) are compatible with the existence of multifractal universality classes.
Several aspects of our study must be remarked. The method implemented to assess and evaluate the singularity spectra

has been tested previously under many different signals ranging from monofractals [42] to artificially generated data [40]
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Table 3
Summary of the performance of the reconstruction formula, Eq. (11), on the six studied ensembles. To provide a stable determination of the MSM, we
have defined the MSM as the 30% most singular points. The singularities were calculated with an optimized numerical implementation of the Lorentzian
wavelet, as in Ref. [26,27]. The quality of the reconstruction is given by the value of the PSNR. For each ensemble, we give the minimum and maximum
values of PSNR obtained for a signal in that ensemble and the average of all the values of PSNR in that ensemble.

Ensemble A B C D E F

Min PSNR (dB) 21.47 19.65 18.48 27.65 28.41 21.65
Max PSNR (dB) 31.36 24.72 25.40 27.85 44.78 31.91
Mean PSNR (dB) 25.74 21.56 22.35 27.75 33.40 27.86

(and therefore under absolute control). It is very stable, accurate and efficient and therefore a reliable tool to undertake
multifractal signal processing [43].
The singularity spectra of our datasets have a prominent feature: there exists a finite minimum value for the singularity

exponents, i.e., the spectra are bounded from below. This can be expected since we work with finite variation signals
(i.e., bounded over compact sets); see discussion in Ref. [14]. Such a lower bound is incompatible with some of the models
used to describe multifractal phenomena, as log-normal and the majority of log-Lévy models. Some possible candidates
to fit our experimental data are log-Poisson models, including log-Poisson compound processes [52], as proposed in some
models of turbulence [53–55].
There is another aspect that deserves special attention. Since one observes so-close singularity spectra in systems of a

very different nature and also with different dimensionality, we are naturally led to ask whether there exists a common
mechanism giving rise to multifractality. As explained in the introduction, this question is not new and has been discussed
previously in the literature [24]. In the case of turbulence, it is commonly accepted that there exists a cascade process, where
the energy or enstrophy flux is transferred from large to small scales, from the vertex of a hierarchy to the lower stages. It is
important to realize that in the other systems we have an analogous process: recent approaches to multifractal systems [55,
44,14] identify this vertex with theMost Singular Manifold (MSM), i.e., the fractal component associated to the lowest value
of singularity exponent. TheMSM is a crucial ingredient in log-Poissonmultifractals, as it can be used to compactly describe
them [55], and even to recover the whole multifractal structure [56,44]. The big success of MMF is that it allows explicit
identification of the points belonging to the MSM on real signals, from which the signals can be reconstructed with an
algorithm based on the multiplicative cascade.
The reconstruction formula was first presented in Ref. [44], and has been shown to provide high-quality results in a

variety of contexts [14,15,26,25,27]. The starting data in the reconstruction algorithm are the values of the gradient of the
signal over the MSM only, the so-called essential gradient ∇∞s, that is:

∇∞s(Ex) ≡ ∇s(Ex)δF∞(Ex) (9)

where δF∞(Ex) is a delta-like function with support on the MSM F∞. The reconstruction formula is a functional G such that:

G [∇∞s] (Ex) = s(Ex) (10)

i.e., a functional which allows retrieving the signal s from its essential gradient. As demonstrated in Ref. [44], there is only
one such functional G which verifies the following symmetries: determinism, translational invariance, scale invariance,
isotropy and compatibility with the shape of the power spectrum. All those symmetries are reasonable if the functional G
is universal, as the known statistical symmetries of the ensembles of multifractal signals must be restored. After applying
these symmetries, the reconstruction formula reads:

s(Ex) =
(
Eg ⊗∇∞s

)
(Ex) (11)

where ⊗ is the convolution dot product and Eg is the reconstruction density kernel, which has a simple expression in the
Fourier space:

Êg(Ek) = i
Ek
k2
. (12)

To conclude our analysis and as a validity check, we have applied this reconstruction algorithm to our dataset. In fact,
all the signals considered in this study can be reconstructed at a great quality. In Table 3 we present a summary of the
performance of the reconstruction algorithm on our 6 ensembles; see also Fig. 5 for two particular examples, as well as the
ones reported in Ref. [44,14,26]. We measure the quality of the reconstruction in terms of the Peak Signal-to-Noise Ratio
(PSNR): PSNR = 10 log(variance of error/dynamic range2) (expressed in dB). Some reference values of PSNR commonly used
in signal processing are the following: below20 dB: lowquality reconstruction; from20 to 30 dB: fair quality reconstruction;
from30 to 40 dB: high quality reconstruction; beyond 40 dB: almost perfect reconstruction. Our results show that our signals
can be described frommedium to high quality using the reconstruction algorithm, so confirming that these signals are well
described as a cascade process from the MSM.
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Fig. 5. Left: MSM derived from the representative signals of Ensemble A (top) and Ensemble E (bottom) shown in Fig. 1. Right: Reconstruction from the
values of the gradient over the respective MSM’s [44]; the quality of the reconstructions (PSNR) are 29.7 dB and 37.4 dB respectively.

5. Conclusions

The development of the microcanonical multifractal formalism has given rise to a substantial advance in the field of
multifractal systems. It allows a geometrical description of the signal through local, point-wise analysis of its scaling
exponents. Thewhole set of exponents defines the singularity spectrum,which describes the scaling properties of the system
and can be used to characterize the local behavior of any functional defined on it.
In this paper, we have shown that six very different systems, ranging from Biology to Physics and passing through

Economics are multifractal in the microcanonical sense of MMF. We have also shown that, within our experimental
uncertainty, the singularity spectra of all the studied systems coincide. These results are compatible with the existence
of a multifractal universality class that would include the systems we have studied. In this context, the most singular
manifold (MSM) plays a crucial role not only because it contains the maximum amount of information about the signal
but also because the MSM allows the reconstruction of the whole signal in a multiplicative sequence, analogous to the
cascade process in turbulence, following a precise and well defined way. This process could explain the common shape of
the singularity spectra andwould be the effectivemicroscopicmechanism giving rise tomultifractality in real-world signals.
New research should be addressed to understand why natural systems self-organize in a multiplicative cascade.
Applications of the MSM-based cascade process could include, e.g., devising efficient codes for image compression [44],

inference of missing information in satellite data [27] and forecasting of stock market prices [14].
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Appendix A. Description of the data

We have used six datasets, each containing a variable number of experimental 1D and 2D signals with different amounts
of sampling points. Details on their acquisition and preprocessing are the following:

• Ensemble A: 20 quotation time series from the Spanish stock market over a period of about ten years, from 1990 to 2000,
sampled daily. The logarithm of the price in euros has been taken, so that derivatives correspond to relative
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variations. 19 of the series belong to very liquid stocks that have been part of the Spanish composite index
IBEX35 most of the analyzed period. The last series is the value of the IBEX35 index itself.

• Ensemble B: 9 currency exchange rate time series in a five-year period, from1992 to 1997, sampled daily. The logarithmof
the exchange rate has been taken, as in the ensemble A. The series correspond to exchange rates of couples
obtained combining Australian Dollar, US Dollar, Euro, Japanese Yen and Swiss Franc. The 9 series are all
possible couples except AUD vs. CHF.

• Ensemble C: 6 temperature time series, obtained from a mooring settled in front of the Ebro river delta by ICM
scientists [45,46]. Temperature is expressed in Celsius degrees. The series were acquired at a rate of one
record every three minutes during three months. The six series come from six sensors moored at depths of
25m, 30m, 35m, 40m, 45mand50m.Due to device inertia and limited accuracy, themeasured variations on
a three-minute scale too often vanish, resulting in an apparent smoothening of the series at finer resolutions.
To avoid this effect, we have downsampled the series by a factor 4.

• Ensemble D: Two weekly averages of Sea Surface Temperature images have been considered, one corresponding to the
week 2 to 9 February 2003 and the other obtained for the period 14 to 21 April 2004. Temperature is
expressed in Celsius degrees. On both images we have selected an area going from 34 degrees West to 8.5
degrees East in Longitude, and from 45 degrees South to 2.5 degrees South in Latitude. This corresponds to
an area in the South Atlantic, which has been found rather free of missing points (i.e., points for which no
acquisition was possible, mainly due to the presence of clouds). Data are available at http://oceancolor.gsfc.
nasa.gov/.

• Ensemble E: 14 natural images from Hans van Hateren’s web database [47]. They have been visually chosen so they have
good enough contrast, because many of van Hateren’s images are too dark; no further requirement has been
imposed. They have been chosen among those with index number finishing in 20.1

• Ensemble F: 50 2D maps of high-Reynolds velocity fields generated in a wind tunnel. The velocities were estimated
using the Maximum Cross Correlation Method [49] on a dispersed colorant, and expressed in cm/s. Data
and methods are described in Ref. [48]. The processed signal is the modulus of the velocity vector.
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