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Error analysis for a class of numerical differentiator: application to
state observation

D. Liu, O. Gibaru, W. Perruquetti

Abstract— In this note, firstly a modified numerical differ-
entiation scheme is presented. The obtained scheme is rooted
in [22], [23] and uses the same algebraic approach based on
operational calculus. Secondly an analysis of the error dueto
a corrupting noise in this estimation is conducted and some
upper-bounds are given on this error. Lastly a convincing
simulation example gives an estimation of the state variable
of a nonlinear system where the measured output is noisy.

I. I NTRODUCTION

Since the seminal paper by Diop& Fliess ([12] see also
[2]), observation theory and identifiability are closely linked
to numerical differentiation scheme. Indeed, a non-linear
system is observable if, and only if, any state variable is
a differential function of the control and output variables,
i.e., a function of those variables and their derivatives upto
some finite order.

Recent algebraic parametric estimation technics for linear
systems [10], [15] have been extended to various problems
in signal processing (see, e.g., [11], [21], [24], [25], [29],
[30], [31]). Let us emphasize that those methods, which
are algebraic and non-asymptotic, exhibit good robustness
properties with respect to corrupting noises, without the need
of knowing their statistical properties1. It appears that these
technics can also be used to derive numerical differentiation
algorithms exhibiting similar properties see ([22], [23]). Such
technics being used in [13], [14], [2] for state estimation.

Numerical differentiation is concerned with the estima-
tion of derivatives of noisy time signals. This problem has
attracted a lot of attention from different point of view

• observer design in the control literature (see [4], [5],
[16], [17], [20], [28])

• digital filter in signal processing (see [1], [3], [6], [26],
[27])

for on-line application which are alternative solutions tothe
very classical one, based on least-squares polynomial fitting
or (spline) interpolation mostly used in off-line applications
([7], [18]).
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1See [8], [9] for more theoretical details. The robustness properties have
already been confirmed by numerous computer simulations andseveral
laboratory experiments.

In recent papers [22], [23], numerical differentiation is
revised using an algebraic framework. Nevertheless, a weak-
ness of the above method was a lack of any error analysis,
when they were implemented in practice.

The aim of this paper is twofold: to extend the numerical
differentiation scheme presented in [22], [23] and to derive
an error analysis when the statistical properties of the cor-
rupting noise is known. The paper is organized as follows:
Section II presents a causal estimator and the affine causal
estimator extending the one obtained in [22], [23], then
Section III provides an analysis of error due to a corrupting
noise in these estimators and gives some upper-bounds
on this error, especially the gaussian noise is considered,
lastly Section IV provides a convincing simulation for the
estimation of the state variable of a nonlinear system where
the measured output is noisy.

II. CAUSAL NUMERICAL DIFFERENTIATOR

Let y(t) = x(t) + ̟(t) be a noisy observation on a finite
open time intervalI ⊂ R+ of a real valued smooth signal
x, the successive derivatives of which we want to estimate,
and ̟(t) denotes a noise. Letn be a positive integer, we
are going to estimate thenth order derivative ofx. Let us
ignore the noise̟ (t) for the moment. Assume thatx(t) is
an analytic function onI, and fort0 ∈ I, let us introduce

X(t) =

L
∑

i=0

ai x(t0 + βit), (1)

whereL ∈ N, ai ∈ R∗ andβi ∈ R∗ with β0 < β1 < · · · <
βL < 0. This analytic functionX(t), will enable us to per-
form any derivatives estimations ofx at pointt0 in only one
general framework. Consequently,X(t) is also an analytic
function on D := {t ∈ R+; ∀i ∈ {1, ..., L}, t0 + βit ∈ I}.
The Taylor series expansion ofX at t0 is given by

∀t ∈ D, X(t) =

L
∑

i=0

ai

+∞
∑

j=0

(βit)
j

j!
x(j)(t0). (2)

For N ≥ n, we consider the following truncated Taylor
expansion ofX on R+: ∀t ∈ R+,

XN (t) =

L
∑

i=0

ai

N
∑

j=0

(βit)
j

j!
x(j)(t0)

=
N
∑

j=0

(

L
∑

i=0

aiβ
j
i

)

tj

j!
x(j)(t0).

(3)



SinceXN is a polynomial defined onR+ of degreeN ,
we can apply the Laplace transform to(3):

X̂N (s) =

N
∑

j=0

cjs
−(j+1)x(j)(t0), (4)

where X̂N (s) is the Laplace transform ofXN (t), cj =
∑L

i=0 aiβ
j
i , and cn is supposed to be different from zero.

In all the sequel, the Laplace transform of a signalu(t) will
be denoted aŝu(s). To simplify the notation, the argument
s will be dropped and we write it aŝu for short.

The basic step towards the estimation ofx(n)(t), for
t ≥ 0 is the estimation of the coefficientx(n)(t0) from the
observationy(t). All the termscjs

−(j+1)x(j)(t0) in (4) with
j 6= n, are consequently considered as undesired terms which
we proceed to annihilate. For this, it suffices to find a linear
differential operator of the form

Π =
∑

finite

(

∏

finite

̺l(s)
dl

dsl

)

, ̺l(s) ∈ C(s), (5)

such that
Π
(

X̂N (s)
)

= ̺(s)x(n)(t0),

for some rational function̺ (s) ∈ C(s). Such a linear
differential operator is subsequently called anannihilator
for x(n)(t0). When the sum in (5) is reduced to a single
term, we obtain a particular case of such linear differential
operator which is a finite product.

A. Causal estimators of the derivatives of noisy signal

We investigate in this section some detailed properties and
performances of a class of pointwise derivative estimators.
These estimators will be derived from a particular family of
annihilators. Let us recall the following annihilator usedin
[23] with ν = N + 1 + µ, µ ≥ 0, k ≥ 0,

ΠN,n
k,µ =

1

sν

dn+k

dsn+k

1

s

dN−n

dsN−n
sN+1. (6)

As we can see in(4), we have a polynomial of degree
N by multiplying by sN+1. Then we annihilate the terms
of degree lower than(N − n) by applying(N − n) times
derivations w.r.ts. For preserving the term inx(n)(t0),
we multiply the remaining polynomial by1/s. In order to
annihilate the other terms includingx(i)(t0) with i 6= n,
we apply more thann times derivations w.r.ts. Finally, we
multiply by 1/sν to obtain an integral estimator.

Let us estimate thenth order derivative ofx with 0 ≤ n ≤
N . To do that, we will use(4) by taking2 X(t) = x(t0 +βt)
with β < 0, and to which we will apply the annihilatorΠN,n

k,µ .
Thus, we will have a family of causal estimators.

Proposition 1: An estimate of the derivativex(n) for any
point t0 ∈ I is given by:

x̃
(n)
t0

(k, µ, βT, N) =
1

(βT )n
ak,µ,n,N

N−n
∑

i=0

bn,N,i Ki, (7)

2extension to the general case being computationally complex.

with

ak,µ,n,N = (−1)n+k (ν + n + k)!

(n + k)!(N − n)!
,

bn,N,i =

(

N − n

i

)

(N + 1)!

(n + i + 1)!
,

ck,µ,n,N,j =
(−1)i+j

(ν + k − i − j − 1)!

(

n + k

j

)

(n + i)!

(i + j − k)!
,

Ki =
n+k
∑

j=max(0,k−i)

ck,µ,n,N,j

∫ 1

0

pk,µ,N,i,j(τ) y(βTτ + t0)dτ,

pk,µ,N,i,j(τ) = (1 − τ)ν+k−i−j−1τ i+j .

The causal estimator̃x(n)
t0

(k, µ, βT, N) (β < 0) is ob-
tained by using the integral window[t0 + βT, t0] ⊂ I with
k ≥ 0, µ ≥ 0, T > 0 andν = N + 1 + µ.

Proof. Let X(t) = x(t0 +βt) with β < 0 andt > 0, then
(4) becomes

X̂N(s) =

N
∑

i=0

βis−(i+1)x(i)(t0), (8)

whereX̂N (s) is the Laplace transform ofXN (t). We proceed
to annihilate the terms includingx(i)(t0)(i 6= n) in the right
hand side in equation (8) by multiplying by the annihilator
ΠN,n

k,µ defined in(6). It reads as

ΠN,n
k,µ

(

X̂N

)

=
1

sν

dn+k

dsn+k

n
∑

i=0

βi (N − i)!

(n − i)!
sn−i−1x(i)(t0)

=
βn(N − n)!(−1)n+k(n + k)!

s1+n+k+ν
x(n)(t0).

On the other hand, we have

ΠN,n
k,µ

(

X̂N

)

=
1

sν

dn+k

dsn+k

N−n
∑

i=0

(N−n

i
)(N+1)!

(n+i+1)! sn+i(X̂N )(i)

=

N−n
∑

i=0

(N−n

i )(N+1)!

(n+i+1)! F̄i.

with

F̄i =

n+k
∑

j=max(0,k−i)

(

n+k
j

)

(n + i)!

(i + j − k)!

(X̂N )(i+j)

sν+k−i−j
.

So, we have

x(n)(t0)

sν+n+k+1
=

(−1)n+k

βn(n + k)!(N − n)!

N−n
∑

i=0

(N−n

i )(N+1)!

(n+i+1)! F̄i.

(9)
As ν+k−i−j ≥ 1 we can express(9) back into the time

domain by using the classical rules of operational calculus
and the Cauchy formula for repeated integrals:

x(n)(t0) =

(−1)n+k

βnT ν+n+k

(ν+n+k)!
(n+k)!(N−n)!

N−n
∑

i=0

n+k
∑

j=max(0,k−i)

(N−n

i )(N+1)!

(n+i+1)! Aij ,

(10)



with

Aij =
(−1)i+j

(ν + k − i − j − 1)!

(

n + k

j

)

(n + i)!

(i + j − k)!
∫ T

0

(T − τ)ν+k−i−j−1τ i+j xN (βτ + t0)dτ.

We then replacexN (βτ+t0) in (10) by the noisy observed
signaly(βτ+t0) in order to obtain a family of strictly proper
estimators, which are parameterized byk, µ, T andN . The
proof can be achieved by applying the following change of
variable:τ → Tτ . �

Remark 1:Let us look at (7) which provides
x̃

(n)
t0

(k, µ, βT, N). Since β < 0, we can take
X(t) = x(t0 − t) to obtain an estimator̃x(n)

t0
(k, µ,−T̄ , N)

which is equal tox̃(n)
t0

(k, µ, βT, N) with T̄ = βT . So we
can denote the causal estimator asx̃

(n)
t0

(k, µ,−T, N).
If N = n, we will use the simplified notation

x̃
(n)
t0

(k, µ, βT ) and call it a minimal causal estimator (es-
timate of thenth order derivative based on annth order
truncated Taylor expansion).

By writing RN (−Tτ + t0) = x(−Tτ + t0)− xN (−Tτ +
t0) and y(−Tτ + t0) = xN (−Tτ + t0) + RN (−Tτ +
t0) + ̟(−Tτ + t0), the estimation ofx(n)(t0) defined in
Proposition1 is corrupted by two sources of error: the bias
term error which comes from the truncation of the Taylor
series expansion ofx and the noise error contribution.

B. Affine causal estimator

It was shown in [22], [23] that the estimator defined in
Proposition1 (with L = 0 and β = −1) can be written as
an affine combination of some minimal causal estimators.
This affine estimator corresponds to a point in theQ-affine
hull of the set

Sk,µ,T,q =
{

x̃
(n)
t0

(k + q, µ,−T ), . . . , x̃
(n)
t0

(k, µ + q,−T )
}

(11)

whereq = N −n. A new affine estimator was introduced in
[23], which corresponds to a point in theR-affine hull of the
set (11). Moreover, as we shall shortly see in the following
proposition, the Jacobi orthogonal polynomials are inherently
connected with this estimator.

Definition 1: Let n, N, k, µ ∈ N and a realξ ∈ [0, 1],
then we define an affine causal estimator of thenth order
derivative ofx at t0 by

x̃
(n)
t0−

(k, µ, T, N, ξ) : =

q
∑

l=0

λl(ξ) x̃
(n)
t0−

(kl, µl,−T ), (12)

where [t0 − T, t0] ∈ I, λl(ξ) ∈ R and (kl, µl) = (k + q +
l, µ + l).

Proposition 2: [23] Let x̃
(n)
t0

(k, µ,−T, N, ξ) be an affine
causal estimator. Assume thatq ≤ k + n with q = N − n,
then for anyξ ∈ [0, 1], there exists a unique set of real
coordinatesλl(ξ) ∈ R, for l = 0, . . . , q, such that

x̃
(n)
t0

(k, µ,−T, N, ξ) = x
(n)
LS,q(−Tξ) + e̟(t0; k, µ,−T, n, N, ξ),

where

x
(n)
LS,q(−Tξ) : =

q
∑

i=0

〈P k,µ
i (τ), x(n)(−Tτ + t0)〉

‖P k,µ
i ‖2

P k,µ
i (ξ),

e̟(t0; k, µ,−T, n, N, ξ) =

q
∑

l=0

λl(ξ) e̟(t0; kl, µl,−T, n).

TheP k,µ
i (·) denotes the Jacobi polynomial andx

(n)
LS,q(−Tξ)

denote the least-squaresqth order polynomial approximation
of x(n)(·) in the interval[−T + t0, t0].
Proof. See [23] for the original proof and the calculation of
λl(ξ) for l = 0, · · · , q. �

It was shown in [23] that whenξ = 0, the estimator
x̃

(n)
t0

(k, µ,−T, N, 0) is equal tox̃
(n)
t0

(k, µ,−T, N) defined
in Proposition1. So Proposition2 gives a general causal
estimator. It can be written as

x̃
(n)
t0

(k, µ,−T, N, ξ) =

∫ 1

0

pk,µ,−T,n,N,ξ(τ) y(−Tτ + t0)dτ,

(13)

wherepk,µ,−T,n,N,ξ is the associated polynomial.

III. A NALYSIS ON THE ERROR DUE TO A NOISE WITH

KNOWN STATISTICAL PROPERTIES

Assume now thaty(ti) = x(ti) + ̟(ti) is a noisy
measurement ofx in a discrete case with an equidistant
sampling periodTs, where the noise̟ (ti) is a sequence
of independent random variables with the same expected
value and the same variance. The estimate of thenth order
derivative of the signal is given by(13). Since y(·) is a
discrete measurement, it needs to use a numerical integration
method so as to approximate the integral value in(13).

Let f be a continuous function defined on a bounded
interval f : [0, 1] → R. By applying a quadrature formula,
the numerical integration approximations of the integralI =
∫ 1

0
f(x) dx are given by:

Im =

M−1
∑

j=0

h

l
∑

i=1

bif(x(l−1)j + cih), (14)

whereM and l take values inN∗. As m = M(l − 1), we
deduce thath = 1

M
and xi = i

m
for i = 0, · · · , m. The

nodesci are equal toci = i−1
l−1 andbi are the weights of the

different classical numerical methods used. For instance,for
l ≤ 7, the bi are given in [19].

A. Analysis on the error due to a known noise

By applying a numerical integration to(13), it yields

h

M−1
∑

j=0

l
∑

i=1

bi pk,µ,−T,n,N,ξ(τi,j) y(t0 + Tτi,j),

where the τi,j = τ(l−1)j + cih. In order to simplify
the notations, let us denotepk,µ,−T,n,N,ξ(·) as p(·) and
e̟(t0; k, µ,−T, n, N, ξ) ase̟(t0). Consequently, the noisy



error contributione̟(t0) can be given in the discrete case
by

e̟,m(t0) = h

M−1
∑

j=0

l
∑

i=1

bi p(τi,j)̟(t0 + Tτi,j). (15)

As e̟,m(t0) is a finite sum of independent random vari-
ables with the same expected value and the same variance,
we can compute the expected value and the variance of
e̟,m(t0).

Proposition 3: Let ̟(ti) be independent random vari-
ables with the same expected valueᾱ = E[̟] and the same
varianceβ̄ = var[̟]. The expected value ofe̟,m(t0) is
given by

E[e̟,m(t0)] = ᾱ h

M−1
∑

j=0

l
∑

i=1

bi p(τi,j), (16)

and the variance ofe̟,m(t0) is given by

var[e̟,m(t0)] = β̄ h2
M−1
∑

j=0

l
∑

i=1

b2
i p2(τi,j). (17)

Proof. Since ̟(ti) are independent with the same ex-
pected value and the same variance, the proof can be easily
achieved by applying the classical additive property of the
expected value function and the variance function. �

Now we can give two bounds fore̟,m(t0). By using the
Bienaymé-Chebyshev inequality, we obtain that for any real
numberγ > 0:

Pr

(

|e̟,m(t0) − E[e̟,m(t0)]| ≥ γ
√

V ar[e̟,m(t0)]

)

≤
1

γ2
.

Then,

Pr

(

|e̟,m(t0) − E[e̟,m(t0)]| < γ
√

V ar[e̟,m(t0)]

)

> 1−
1

γ2
,

i.e.

e̟,m(t0) ∈ ]Ml , Mh[ with a probability > 1 −
1

γ2
,

whereMl = E[e̟,m(t0)] − γ
√

V ar[e̟,m(t0)] and Mh =
E[e̟,m(t0)] + γ

√

V ar[e̟,m(t0)].

B. Analysis on the gaussian error in the estimations

We assume now that the discrete noisy measurement is
written asy(ti) = x(ti) + C̟(ti), whereC ∈ R+, and
the noise̟(ti) is a sequence of independent random vari-
ables with the same standard normal distribution (̟(ti) ∼
N (0, 1)). So the errore̟,m(t0) is also a gaussian random
variable. Sincee̟,m(t0) ∼ N (α̂, β̂) (with α̂ = E[e̟,m(t0)]

and β̂ = var[e̟,m(t0)]), we have3

α̂ − 2

√

β̂
95.5%
≤ e̟,m(t0)

95.5%
≤ α̂ + 2

√

β̂.

As the expected value of the noise is equal to zero, then
according to Proposition3, E[e̟,m(t0)] = 0. When the
parametersk, µ, −T , n, N andξ are chosen, the expression

3a
c%

≤ b means that the probability to havea ≤ b is c%.

of the polynomialp(·) can be known. We can compute
var[e̟,m(t0)] by using Proposition3, so that we can find
out two bounds for the noise error contributione̟,m(t0):

|e̟,m(t0)|
95.5%
≤ Mm(k, µ,−T, n, N, ξ) (18)

whereMm(k, µ,−T, n, N, ξ) = 2
√

var[e̟,m(t0)].
Remark 2:As ∀t0 ∈ I, var[̟] = 1, accord-

ing to (17) var[e̟,m(t0)] does not depend ont0, so
Mm(k, µ,−T, n, N, ξ).

IV. EXAMPLE : OBSERVATION OF A NONLINEAR SYSTEM

WITH NOISY OUTPUT

Let us consider the following non linear system







ẋ1 = x2,
ẋ2 = − sin(x2) + x1x2 + u,
y = x1.

(19)

This system is observable (x1 = y, x2 = ẏ see [12]).
Using the above obtained estimators one can reconstruct the
state by estimatingye (obtained withn = 0 in formula(13))
which is a filtered estimation of the output, and by estimating
its derivativeẏe (obtained withn = 1 in formula (13)). The
Figure1 and Figure2 show good reconstructions despite the
presence of a white noise.

0 0.5 1 1.5 2 2.5 3
−0.02

0

0.02

0.04

0.06

0.08

0.1

0.12

Fig. 1. Noisy output in blue, output without noise in black, and the filtered
output using minimal causal estimator in red.

In Figure2 two time delays appear. They are produced by
the corresponding bias term errors, and are predicted by the
theory (see in [22], [23]). The obtained estimations taking
into account the knowledge of these delays are shown in
Figure3.

Moreover, the noise error contributions in each estimate
and the predicted bounds given by(18) are shown in Figure
4, Figure5 and Figure6. Let us stress that these bounds are
given with a probability of0.956 which explains why some
occurrences are out of these bounds.
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Fig. 2. Output derivative without noise in black,ẏe using affine causal
estimator in red anḋye using minimal causal estimator in blue.

0 0.5 1 1.5 2 2.5 3
−0.1

−0.05
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0.15
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Fig. 3. Output derivative without noise in black,ẏe using affine causal
estimator in red anḋye using minimal causal estimator in blue.
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Fig. 4. Noise error contribution in the estimation ofx1 and the predicted
bounds given by(18) in red.
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