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Coarsely Calibrated Visual Servoing
of a Mobile Robot using a Catadioptric Vision System

Romeo Tatsambon Fomena, Han Ul Yoon, Andrea Cherubini,, Biar@@haumette and Seth Hutchinson

Abstract— A catadioptric vision system combines a camera scheme [7]. Spherical coordinates of points can be used to
and a mirror to achieve a wide field of view imaging system. keep a vehicle on a predefined path using a conventional
This type of vision system has many potential applications .amera mounted on a pan-tilt head and an omnidirectional
in mobile robotics. This paper is concerned with the design ] . . .
of a robust image-based control scheme using a catadioptric camera [8]: the contrql using spherical coordmate; has bee
vision system mounted on a mobile robot. We exploit the fact Shown to be robust with respect to (w.r.t.) calibration esro
that the decoupling property contributes to the robustness of a on omnidirectional vision systems.
control method. More precisely, from the image of a point, we  This paper deals with an image-based visual servoing
propose a minimal and decoupled set of features measurable 5pjication which consists in positioning a mobile robot
on any catadioptric vision system. Using the minimal set, a . . - - D
classical control method is proved to be robust in the presence of W'r',t' a point using an omn|d|rec.t|onal V'S'O_n system. The
point range errors. Finally, experimental results with a coarsely Main problem addressed here is the design of a robust
calibrated mobile robot validate the robustness of the new control scheme. Since the decoupling property has a pesitiv
decoupled scheme. impact on the robustness of a control method, using the

image of a single point, we propose a decoupled set of
l. INTRODUCTION features which ensures a satisfactory robot behavior even

There is currently a growing interest in using omnidirecin the case of calibration errors in the robotic platformeTh
tional vision system for mobile robotics [1]. An importantsecond section describes the robotic platform and the ti/pe o
advantage of omnidirectional vision systems over claksicamnidirectional vision system that can be used as well.én th
perspective cameras is that the former do not suffer fromlatter part of Section Il the basic concepts of visual sergoi
restricted field of view (FOV). This can facilitate landmarkare reviewed succinctly. Section Il exploits the work ifj [8
visibility during mobile robot navigation. and presents the choice of the set of features used to control

Vision-based control of a mobile robot can be applied téhe robot from an initial image to a final image. The set
pose stabilization, visual homing and path following. Tdesdecouples the control of the robot rotation from the robot
applications can require the robot to localize itself in theranslation. Although the proposed set does not control the
environment. Based on the localization approach, sevenabse of the robot, the set enables a simple pure rotation of
control techniques have been proposed. To keep a roltbe robot around its inertia axis which is not the case of the
on a desired or predefined path, a homography betweepipolar geometnbased control method proposed in [3]. In
the reference and the current image can be used to defiiection IV, using the selected set of features, a classical
adequate visual features for navigation [2]. It is also fldes control law is shown to be robust in the presence of point
to exploit the epipolar geometry between the reference amdnge errors. Finally, Section V presents real experintats
the current image to drive the robot to a desired position [3}alidate the robustness of the proposed decoupled control
An image memory can be used to guide the robot on a preeheme w.r.t. both point range and calibration errors.
taught path [4]. In this last application, Cartesian cooatis
of a point centroid have been used as features in the visual Il. SYSTEM CHARACTERISTICS
servoing scheme. A. Mobile robot characteristics

Other geometric features have been proposed for robotThis work focuses on a non-holonomic robot (which is
visual navigation. A normalized cross correlation can keus a differential-drive robot) with the kinematics of unicgcl
to control the robot heading [5]. The robot can autonomouslype (see Fig. 1(a)). As shown in Fig. 1(b), the two control
move to the desired destination by exploiting the bearinghputs available arev,= (v,,w,) where v, is the linear
angle of feature points matched in panoramic images [6§elocity andw, is the angular velocity. The robot moves
Polar coordinates of landmarks in omnidirectional imagei a planar workspace. LeF,,= (W, x,y,z) be the world
can be used as inputs for localization in a pose-based dontftame. The robot configuration is given y= (1., 7, 79),

o o where(r,, ) is the Cartesian position of the robot center
deRE'seTa;ﬁﬁgg,]bsosnogg,meenr?ngsﬁggei?lgfilg;tR:gr}%s@%}IiRéSaA_’f?amp”S in F,,, andry is the robot orientation w.r.t. the world frame
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Fig. 1. Visual servoing system. (a) Super scout mobile rob d - . - :
mﬁg < contalcatadopic oo System. () Robot relsvamiabies e 19, Central catadioptric image of 2 point. (2) Generaécast made
As shown in Fig. 1(a) and Fig. 2(a), the robot senses itsoint P, where parameters > 0 and ¢ < [0, 1] describe
environment through a wide FOV vision system called cenhe mirror shape (see Table | for usual mirrors [11]). The
tral catadioptric vision system. The next subsection lyrieflparacatadioptric case, shown in Fig. 3(b) correspondseto th
presents the principle and the projection model of this typgoupling of an orthographic camera and a paraboloidal mirro
of vision systems. described by = 1. Let F, be the sensor fram@, x,y, z)
B. Central catadioptric vision systems and . be the center of projection fram(€, x, y, z) where
C is the unique viewpoint of the vision system. The first
A central catadioptric vision system consists of a couplgtep is the spherical projection @f onto the unit sphere
(camera, mirror) which has a single viewpoint [9]. Fig. 25 ;): ps= P/||P|| where P is the vector coordinates of
presents the usual couples (camera, mirror) where the image The pointps is then expressed in the sensor frarfig
of an object consists of the camera image (red rays) of thg,q projected onto the catadioptric image plare ¢ — 2¢
reflection (blue rays) of the object into the mirror. as follows:

Px = psz/(psz + 5) ’ py = psy/(psz +€) (2)

wherep = (ps,py) is the vector coordinates of the projection
of ps= (Pss»Psy,Ps.). Note here that we consider a unit
sensor focal length, that is — £= 1.

TABLE |
PARAMETERS OF USUAL MIRRORS

Image plane l Mirror type [ S [ ¥ l
Paraboloidal 1 1+2f,
(b) Hyperboloidal | ——2 T T2

m
V o4l \é i, +475,
m

Ellipsoidal \/d%’n:-lf%@ \/d?n+4;:2n
L In the next section we present a visual servoing scheme
‘ /’\ , corresponding to our robotic system.
“‘\ / d?!l l “‘
— Image plane J Image plane C. Visual servo control
We recall that the interaction matrlxs € R™*¢ related to

) a set of features € R™ is defined such that = Lgv. where
© (@ v.=(v,w) € se(3) is the instantaneous camera velocity [12]:
v=(Ug, 0y, ;) and w= (w,,w,,w,) are respectively the
Fig. 2. Usual couples (camera, mirror). () Example of a capdimage  translational and the rotational velocities of the camerd a

formation. (b) Paraboloidal mirror and orthographic camecpaE{lipsoidal ™3 3 . .
mirror and perspective camera. (d) Hyperboloidal mirror andsgective ?(3) ~R* x R” is the Lie algebra of the Lie group of
camera.f,, is the mirror focal length and,,, is the distance between the displacementSE(3).

focal points. Visual servoing consists in using data provided by a vision
The central catadioptric image of an object can be decomsensor to control the motion of a dynamic system [13]. The

posed in two steps according to the unified projection modgekinciple of visual servoing is to regulate= s — s*, which

of catadioptric image formation [10]. Fig. 3(a) shows thds the error between a current set of visual featwesd a

general case of the central catadioptric projection of tufea desired set of features, to zero. In the center of projection



frame F., the regulation can be done using the classicalontrol can be obtained using a partition approach [16],
control law . cylindrical coordinates [17], moment invariants [18] ohsp-
ve=—ALg (s —s") (3) ical moments [19].

. - . —+ . .
where )\ is a positive gain and.s is the pseudo-inverse of
an approximation of the interaction matrix relatedsto

Yk Robot frame: F

D&Whetﬂ

Fig. 4. Robot and center of projection frames in the ideal .case

In this paper, we consider a positioning task with respect ] ) ] . )
to a point. For our robotic platform we assume that a vision A decoupled interaction matrix can be obtained using the
system can be ideally placed on top of the robot such thgpherical projection of the point object. As shown in Fig. 5,
the center of projection frame, and the robot framer, & POINtPs= (ps,Psy; Ps.) ON @ sphere can be minimally
are aligned as shown on Fig. 4. In this case, since the visif{grameterized using its spherical coordinates
system is rigidly attached to the robot, the linear and the
angular velocities of the robot correspond to the trarmtati ©
along the y-axisv, and the rotation about the z-axis.
respectively (see Fig. 4):

Center of projection frame: F,

Fig. 5. Spherical projection of a point.

= (¢,0), with ¢= arccos(ps,) and = arctan(ps, /ps,)-
(8)
By exploiting the coordinateg= (p, p,) of the catadiop-
tric image of the point, it is possible to compute featuses
Up = Uy, Wp=W,. (4) Indeed by expressing, as a function ofp from (2) and by

Therefore the appropriate interaction matrix for our visua™>"9 (8), itis possible to show that

servoing system is given by

Ls= [ Lvy sz ] . (5)

A ,
¢ = arccos (piipgil - §) , 0= arctan (Z—Z) 9)

] . . where& and \¢ are defined in (7). From (9), it is important
Since the image of a point enables only to control two DOFgg note that the set does not have any singularity in the

camera velocity sent to the low level robot controller isegiv the catadioptric image plane corresponds to the centereof th
by . dead region in the image space (see Fig. 2(a)), and the dead
ve=v,=—-ALg (s—s%). (6) region is (of course) not included in the region where the

In the next section, we choose a set of two features tthject Is visible.

decouples the control of the robot two degrees of freedom Thg pose-based control' of a mobile robot using spherical
(DOFs). coordinates of several points has been shown to be robust

to calibration errors on an omnidirectional vision system i
I1l. FEATURE MODELING a vehicle prerecorded-path following application [8]. B},[
Itis possible to use the two coordinates: (p,, p,) of the the interaction matrix relating the changesofo the change

catadioptric image of a point to control the robot two DOFSf motion in plane ¢., v, andw.) was presented. In this
v, andw,. However the corresponding interaction matrix PaPer we do not control the pose of the robot; the appropriate

obtained from the six DOFs case in [14], is highly coupledintéraction matrix, related to motions, andw:, is given by

S Py L b0 10
Lp= [ 1+pi+p;l,(17£(5+&)) ' ) () > { low -1 } (10)
- TPI[E+Ae) Pz .
. . wnhere
where is the mirror arameter and .
where - 3 e P lo= —(sin B cos &)/ |[P|
e= 1+ (1= €)(p2 +1}). Lo = —cos 0/(||P]|sin ),

In the case of a pure rotation of the robot around its inertia
axis, the interaction matrix (7) induces also a translatbbn with |P|| the range or distance of the point from the center
the robot which is not desirable. Indeed, fot&)° rotation of projectionC.
around the optical axis of a six DOFs manipulator, using Note thatsin ¢ # 0 in the object visibility region since
the coordinates of the perspective image of several pointir¢= 0 is equivalent tops, = ps,, = 0 (see Fig. 5), which
leads to an unachievable motion of the robot [15]. This is theorresponds to center, = p, = 0 of the dead region in the
reason why a decoupled control is desirable. The decoupledtadioptric image plane.



Taking the inverse of the interaction matrix (10) ands unknown in practice, we use an estimated vﬁ@ which

plugging it into (6) leads to the ideal control law can be expressed as follows
{ W, = lw,v Uy + )\(0 _ 9*)' (11) H H | ‘\/ / 1//

o ) where P, /P, = p,/ps, and P,/ P, = p,,/ps, can be mea-
The decpuplllng mL_S.shows that featuréd is the only _sured, using (2), from the catadioptric image plane.
feature which is sensitive to the robot rotation around itS s section aims at analyzing the robustness of the con-
inertia axis. Indeed, for a pure rotation of the robot, thie®a 4| (11) w.r.t. point range estimation errors, that is esron
of ¢ is constant, i.e= ¢, from (11) we obtain the estimation|P||. In the following, we derive a sufficient
vy =0, w,=A(0—6%). (12) condition for the robustness of the control in the image spac
o . _ o Here we assume that the interaction matrix never loses
In addition, in this case (pure rotation), there is no siagt}y  its rank during the servoing, that is we consider the image
of the control (12) in the visibility space since the valle space wherd., is always of rank 2. We also suppose that
is always defined when the object point is visible.  the point object is visible all times. Assuming that we do
Itis important to note that contrary to the work done in [3]not have neither image processing errors nor vision system

where the image of several points is used, we control neithggjipration errors, the closed-loop system equation (utie
the pose of the robot nor the non-holonomic constraint singgntrol law (11)) can be written as:

we use the image of a single point. However a simple 1

pure rotation between the current and the desired images e=-ALsLs e (15)
is impossible to realize using thepipolar geometnpased with e— s — *

control law proposed in [3]. This is due to the fact that the ' R

epipoles are not defined in this case. i\q _ [ 1/1, 0 ]

The interaction matrix (10) loses its rank 2 if and only if S low/ly —1 |7
l,=0that is¢p= (2k + 1)7/2 or = kn with k € Z. This R L -
corresponds to the cases where the pBiiig such that either wherel, = —(sinf cos ¢)/||P||, lw..= —cos8/(||P]| sin ¢).
P,=0 or P,= 0. Using (2), it is possible to show that the The stability of the system (15) can be analysed: in the
region of rank loss in the image space is defined as follow#leal case (no errors), (15) becomes- —\e which means

) 9 9 that the system is globally asymptotically stable (GAS).
Ri={ wapy), py=00rp; +p, =1/} (13)  |ndeed no trajectory will cause feature point to pass into
the dead zone since in the ideal case the system will always
execute the shortest path, i.e. a geodesic on a sphere, from
the initial to the desireds( = (¢*,6")) configurations.

In the case of error ofjP||, the robustness domain of the
control is given by theéheorem 1below. Of course there is
no guarantee that the feature point trajectory will not pass
into the dead zone, but this visibility issue can easily batde
with by using path-planning techniques in the image [20].

Theorem 1:the equilibrium poine = 0 of the system (15)
is GAS in the image space for all range estimdi®y| that

satis
An illustration of R, is given on Fig. 6 where we can b 0<b < ||/P\H/||PH < by

see that the circle is far from the exploitable space in the

image plane. Altough the ling, = 0 is a serious issue, itis with by =1+ 2=2Y&EL 0 j, = 1 4 2E2Va2EL - yyhere
possible to deal with it easily. Indeed by first controlliag a= — cos/(sin ¢ sin 6 cos ¢).

using the control law (12), it is always possible to positioriThe proof of thetheorem 1 given in [21], uses the following
the robot so that the image of the point lies in the adequatemma:

half image plane (see Fig. 6) before controlling bothand Lemma 1:the equilibrium pointe=0 of the system
w, simultaneously in the image space whéreis always of (15) is GAS in the imageTspace if the symmetric part
rank 2. Note also that the loss of rank on the lipe=01is g _ (-7 (LSE;_1> ) /2 of L.L. s positive
due to the nature of our non-holonomic robot, which can be ~

controlled with only two inputs«(, motion is impossible).  definite.

In the next section we analyse the stability of the proposed ~Proof: [Lemma 1] From Lyapunov theory, the equilib-
control scheme. rium pointe= 0 of the system (15) |s1 asymptotically stable

if L.L. > 0. The real matrixL L.  is given by

Fig. 6. RegionRq in red.

IV. ROBUSTNESS ANALYSIS

The interaction matrix (10) depends on the point range Lsf,?lz HPMPH 0 ,
|P|| from the center of projection. Since the value @ || a (1 - ||P||/||P||) 1



wherea= — cos 8/ (sin ¢ sin 6 cos ¢). center of projection frames (see Fig. 7): the shift between
Since we consider the image space region where titeese frames has been roughly estimated-tol cm.
current interaction matrids is always of rank 2, that is  In addition, for the estimation dfP|| (see (14)), the value
either y <0 or y >0 (see Fig. 6), the determinant of of |P.| has been set to the constant value 0.8 m which
LsLs given by|PJ||/||P| is never nul [LsLs | # 0). In  roughly corresponds to the desired depify|. Except for
this case, the equilibrium poirt= 0 is unique. In addition one particular experiment, the value of the gain of the adntr
if L;L. > 0 then for a fixed desired position of the point(6) has been set ta=0.1. _ _
in the image spacg < 0 (respectivelyy > 0) the control ~ The desired set of features has been defined by moving
Converges for any |n|t|a| position of the point in tl’l]e |mag€[he rObOt. Five dlﬁerent |n!t|a| pOSItIOﬂS Of the r0b0t Iﬂﬁv
spacey < 0 (respectivelyy > 0). Therefore ifL.Lu = > 0, ?een seLe(ited. TT’Z behavrllor ofbthe robot |]Iclu:;trat§d on tlh?j
the asymptotic stability of the equilibriuea= 0 is global in \gures below vall ates the ro ustr_less_ of the decouple
- - scheme to point range and robot calibration errors.
the considered image space. X ) o .
. o~ . . —~1 In the first experiment, it is clear from Fig. 8(c)that the
Since the real matrisLg  is not symmetricLgLg

) -, L Sl . final position of the robot corresponds to the desired pasiti
is positive definite if and only if its symmetric part ot o point in the image. Despite the large and abrupt

.
M= Lsf;71 + (Lsﬂfl) /2 is positive definite. variations on the visual featuréqg see Fig. 8(c) ), the control

sent to the robot does not present oscillations as shown on
(i:ig. 8(d). The video attached to this paper displays the first
experiment.

Therefore, a sufficient condition for the global asymptoti
stability of the equilibrium poine= 0 is given by the strict
positiveness of the symmetric matiMg of LSI/,\S .

|

As long as the ratio||P||/||P]|| lies in the robustness
domain given by the above theorem, for a fixed desired
position of the point in the image spage> 0 (respectively
y < 0) (see Fig. 6), the control converges from any initial
position of the point in the image spage> 0 (respectively
y < 0). From a practical point of view the value ¢fP||

should not be set constant. Indeed the robustness domain @

to point range errors is constrained by the valuesg¢of

and 0. For example, iff=¢=n/4 then a=—1/2 and o6 o o

0.056 < |P||/|IP]| < 17.94. In the next section, we will Z: L ’ . e |
show that the control converges for large errors between the T | 02 VA
initial and final images in presence of both point range and  , 03 /

calibration errors. 04 e

0 50 100 150 200 [ 50 100 150 200

V. EXPERIMENTAL RESULTS © (d)

. . . Fig. 8. First case. (a) Initial image. (b) Final image. (c) Esrons (rad).
This section presents relevant experimental results th@f Camera velocities (m/s and rad/s).

validate the robustness of our approach to both modeling The abrupt variation on featuré is due to the low
and calibration errors on the visual servoing system. The Viompensation on the angular velocity sincel, andi, .,
sion system intrinsic parameters (principal point coctBs are roughly estimated (see (11)). The low compensation
and focal lengths), obtained using the calibration methogf the angular velocityw, can also be explained by the
proposed in [22], are given by, = 693.60, vo=453.14, rough approximation of the parameters of the robot low
Ju=388.40 and f,, = 388.67. level controller. For large rotation motions of the robdte t
abrupt variations of featur@could cause the failure of visual
servoing. We have therefore set the gain of the control to
A= 0.05 for the second case as shown in Fig. 9. In the
second case, note that the initial image of the point is almos
in the region wherelg can lose its rank (see the line in
D» Fig. 9(a)). The experiment shows a more smooth variation
Wheel on the errors (see Fig. 9(c)) and the velocities (see Fig).9(d
More importantly note also in this case that we have used a
Fig. 7. Robot and center of projection frames in practice. rough approximation OﬂPH while when g tends to 0 (i.e.

In order to validate the robustness of our approach thothb; andb, tend to 1), fromTheorem lhe control is GAS
the robot calibration, we have set rough values for thé the value of||P|| is accurately estimated. The robustness
parameters of the low level controller of the robot and welomain to errors on the range estimate is thus larger than
have introduced a misalignment between the robot and tliee one given byrheorem 1

Center of projection flame: F,

Robot frame: F,



For the last experiment, we have added the followit would be interesting to use image path-planning techesqu
ing errors on the vision system intrinsic parametersto keep the feature point in the non-dead zone in the case of
g = ug — 15%ug, Uo= vo + 17%wvy, fu= fu + 10%f, and error on the estimated range of the object point.

ﬁ,zfv+20%fv. Once again the control converges as ACKNOWLEDGMENTS
The authors would like to thank J. Davidson and S.

shown on Fig. 10(c) and 10(d).
Eandido for their help during experiments.

To sum up, the decoupled control scheme proposed
robust with respect to both calibration and point rangersrro This work was funded by the INRIA-TALISKER project.

Fig. 9.

Second case. (a) Initial image. (b) Final image. (cpiErons
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VI. CONCLUSIONS AND FUTURE WORKS
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Third case: (a) Initial image. (b) Final image. (c)dEsrons
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In this paper we have proposed a decoupled scheme foriag]
robust vision-based control of a mobile robot equipped with

a catadioptric vision system. More precisely, the sphéric
coordinates of a point have been used to design a decoup

Tég

visual servoing scheme to position a unicycle with respect t
an object point. Using the new set of features, the contrsl hézo]
been theoretically proved to be GAS in the ideal case, and
robust in the presence of error in the range of the objectpoin21]
In practice we have validated the robustness of the contrg,

w.r.t. both point range and calibration errors. Experiraént

results demonstrate successful performance. In futurdé,wor
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