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# A temptative to reach a visual singular configuration using Halley's method. 

Mohammed Marey and François Chaumette


#### Abstract

Image-based visual servoing has been found to give satisfactory accurate and robust results. However, singularity and local minima may appear causing stability and convergence problems. In this paper, we present new control schemes based on Halley's method as a temptative to obtain a robust system even when the desired configuration is singular. The new control scheme use the first and the second order derivatives of the error to be regulated to zero. Hessian matrices of an image point are thus determined to be used in the control schemes. Preliminary experimental results obtained on a 6 dof eye-in-hand system shows that a more accurate positioning can be obtained compared with classical methods.


## I. Introduction

As pointed out in [2], convergence and stability problems may occur in some cases in image-based visual servoing. This happens when the system reaches a local minimum or when it crosses or reaches a singular configuration. Such singular configurations correspond to a loss of rank of the Jacobian matrix that relates the features used as input of the control scheme to the control parameters. That Jacobian matrix is named the interaction matrix [15], [3] when the control parameters are the six components of the instantaneous sensor velocity $\mathbf{v}$ (to recall that the considered working space is the Special Euclidean group $S E_{3}$ in which Lie algebra properties can be applied).

Several singular configurations in image-based visual servoing have been exhibited in the litterature. The most well known one appears for a target composed of three points. Indeed, for that target, when the camera optical axis lies on the surface of a cylinder built from these three points, the interaction matrix related to the Cartesian coordinates of the three image points is singular (with rank 5) [11], while it is of full rank 6 as soon as the camera optical axis lies outside of this surface. The same singular configurations exist whatever the image features selected to represent the three points (cylindrical coordinates of the points, parameters representing the three straight lines that can be defined from the three points, etc.) Another singular configuration has been exhibited in [1]: if the target is a circle, then the interaction matrix related to any set of parameters that represents the image of that circle, which is an ellipse, is always of rank 5, but when the circle appears in the image as a centered circle, in which case the interaction matrix if of rank 3. More general singular configurations can be exhibited: whatever the set $s$ of features selected and its desired value $s^{*}$, the

[^0]interaction matrix related to $\left\|\mathbf{s}-\mathbf{s}^{*}\right\|$ is always of full rank 1 but when $\mathbf{s}=\mathbf{s}^{*}$, in which case the interaction matrix is null [6]. This case is extremely problematic since the singularity occurs at the desired configuration where we would like the system to be stable and robust, while it is well known that classical control schemes are unstable and very sensitive to noise and perturbations around singular configurations.

Usually, these singular configurations are avoided trivially by selecting features such that their interaction matrix is always of full rank, that is by considering a fourth point when the original target is a set of three points, or by considering two circles or a circle and a point instead of just a circle, or by using $\mathbf{s}$ instead of $\left\|\mathbf{s}-\mathbf{s}^{*}\right\|$. This is not completely satisfactory from a scientific point of view, and may not be always possible in practice, when only three points can be extracted in the image for instance.

When the redundancy framework can be applied, that is when the main task does not control all the robot degrees of freedom (dof), a secondary objective can be designed to try avoid the singular configurations [13], [9]. Once again, this method can not always be used, typically when the task constrains all the robot dof. Furthermore, it is not efficient if the goal is to reach a singular configuration. To deal with this problem, a classical solution in robotics is to use the damped-least-squares inverse [16], [12], [5], [4] instead of the Moore-Penrose pseudo inverse. This method, which artificially increases the lowest singular values of the Jacobian matrix, reduces the effect of the singularity in terms of robustness, but decreases the precision of the control. Finally, a regularization technique has recently been introduced in [6]. It also allows reducing the effect of the singularity, but with the price of decreasing the convergence speed, which is inefficient if the task consists in tracking a moving target.

In this paper, we propose new control schemes to try to reach a singular configuration. It is based on Halley's method, which uses a second order minimization step. After analysing in Section II the behavior of the classical control schemes in a singular configuration, we present the new control schemes in Section III. Theu are based on the Hessian matrices of the selected features. We thus determine in Section IV the Hessian matrices of the Cartesian coordinates of an image point. Finally, experimental results are presented in Section V.

## II. ANALYSIS OF CLASSICAL CONTROL SCHEMES

Let $\mathbf{s} \in \mathbb{R}^{k}$ be the vector of the selected $k$ visual features, $\mathbf{s}^{*}$ their desired value and $\mathbf{v} \in \mathbb{R}^{6}$ the instantaneous velocity of the camera. Most classical control laws have the following form:

$$
\begin{equation*}
\mathbf{v}=-\lambda \widehat{\mathbf{L}}_{\mathbf{s}}^{+}\left(\mathbf{s}-\mathbf{s}^{*}\right) \tag{1}
\end{equation*}
$$

where $\lambda$ is a gain and ${\widehat{\mathbf{L}_{\mathbf{s}}}}^{+}$is the pseudoinverse of an estimation or an approximation of the interaction matrix related to $\mathbf{s}$ (defined such that $\dot{\mathbf{s}}=\mathbf{L}_{\mathbf{s}} \mathbf{v}$ where $\mathbf{v}=(\boldsymbol{v}, \boldsymbol{\omega})$ with $\boldsymbol{v}$ the translational velocity and $\boldsymbol{\omega}$ the rotational one). Different forms for $\widehat{\mathbf{L}_{\mathrm{s}}}$ have been proposed in the past [3]. For simplicity, we consider that all values can be computed accurately, leading to the following choices

$$
\begin{align*}
& 1): \widehat{\mathbf{L}_{\mathbf{s}}}=\mathbf{L}_{\mathbf{s}^{*}}  \tag{2}\\
& 2): \widehat{\mathbf{L}_{\mathbf{s}}}=\mathbf{L}_{\mathbf{s}(t)}  \tag{3}\\
& 3): \widehat{\mathbf{L}_{\mathbf{s}}}=\left(\mathbf{L}_{\mathbf{s}^{*}}+\mathbf{L}_{\mathbf{s}(t)}\right) / 2 \tag{4}
\end{align*}
$$

In the first case, $\widehat{\mathbf{L}_{\mathrm{s}}}$ is constant during all the servo since it is the value of the interaction matrix computed at the desired configuration. In the second case, $\widehat{\mathbf{L}_{\mathrm{s}}}$ changes at each iteration of the servo since the current value of the interaction matrix is used. Finally, in the third case, the mean of these two values is used [8]. These three usual choices for $\widehat{\mathbf{L}_{\mathbf{s}}}$ when used with (1) define three distinct control laws, that we denote $\mathrm{D}, \mathrm{C}$ and M (for desired, current, and mean respectively).

In this paper, we are interested in the case where the interaction matrix is singular at the desired configuration, that is when $\mathbf{L}_{\mathbf{s}^{*}}$ is singular. In that case, control law D is of course inefficient since it is subject to numerous local minima. Indeed, all configurations such that:

$$
\left(\mathbf{s}-\mathbf{s}^{*}\right) \in \mathcal{N}\left(\mathbf{L}_{\mathbf{s}^{*}}^{+}\right)
$$

(where $\mathcal{N}(\mathbf{A})$ is the null space of matrix $\mathbf{A}$ ) correspond to a local minimum, and such configurations are generally numerous since $\mathcal{N}\left(\mathbf{L}_{\mathbf{s}^{*}}^{+}\right)$is at least of dimension 1. If the initial error $\mathbf{s}_{i}-\mathbf{s}^{*}$ is large and $\mathbf{L}_{\mathbf{s}_{i}}$ is not singular, control law C can be used at the beginning of the servo, but, as soon as $\mathbf{s}-\mathbf{s}^{*}$ will become small, the system will be unstable since it nears the singularity. The same comment can unfortunately be done for control law M, even if we could hope for some smoothing effects of the singularity thanks to the use of the constant matrix $\mathbf{L}_{\mathbf{s}^{*}}$ in $\mathbf{M}$. This simple analysis of the behavior of control laws $\mathrm{D}, \mathrm{C}$, and M will be confirmed in Section V through experimental results.

To avoid the unstability near the singularity of all control schemes based on the interaction matrix only, we could think of using second order schemes, such as the one based on the classical Newton minimization method. It is given by (see [8] for instance):

$$
\begin{equation*}
\mathbf{v}=-\lambda \mathbf{K}_{1}^{+} \mathbf{L}_{\mathbf{s}}^{\top}\left(\mathbf{s}-\mathbf{s}^{*}\right) \tag{5}
\end{equation*}
$$

where

$$
\mathbf{K}_{1}=\mathbf{L}_{\mathbf{s}}^{\top} \mathbf{L}_{\mathbf{s}}+\sum_{i=1}^{k} \mathbf{H}_{s_{i}}\left(s_{i}-s_{i}^{*}\right)
$$

$\mathbf{H}_{s_{i}}$ being the Hessian matrix of the $i$-th component of $\mathbf{s}$. Unfortunately, the convergence domain of this control scheme is generally very limited due to the fact that the Hessian is not always positive definite (see Section IV-B). Furthermore, all configurations such that $\mathbf{L}_{\mathbf{s}}$ is singular and

$$
\left(\mathbf{s}-\mathbf{s}^{*}\right) \in \mathcal{N}\left(\mathbf{L}_{\mathbf{s}}^{\top}\right)
$$

correspond to a local minimum since we have in that case $\mathbf{v}=\mathbf{L}_{\mathbf{s}}^{\top}\left(\mathbf{s}-\mathbf{s}^{*}\right)=0$. This is also of course the same for the basic control scheme

$$
\mathbf{v}=-\lambda \mathbf{L}_{\mathbf{s}}^{\top}\left(\mathbf{s}-\mathbf{s}^{*}\right)
$$

based on the steepest descent and usually named gradient method.

All control schemes described above being not satisfactory when trying to reach a singular configuration, we propose new control schemes, based on Halley's method, in the next section.

## III. Halley's Method

## A. Scalar case

Halley's method is well known in the numerical analysis community to find a root of a function $f(x)$ (that is to find $x_{r}$ such that $f\left(x_{r}\right)=0$ ) [14]. As classical gradient and Newton methods, it is an iterative algorithm that can be applied if function $f$ is continuous and twice differentiable. It is based on the second order Taylor expansion of $f$ :

$$
\begin{equation*}
f(x)=f\left(x_{n}\right)+f^{\prime}\left(x_{n}\right)\left(x-x_{n}\right)+\frac{1}{2} f^{\prime \prime}\left(x_{n}\right)\left(x-x_{n}\right)^{2} \tag{6}
\end{equation*}
$$

where $x_{n}$ is the estimate of $x_{r}$ at iteration $n$ of the algorithm. Let $x_{n+1}$ be the root of (6). It can be written:

$$
x_{n+1}=x_{n}-\frac{f\left(x_{n}\right)}{2 f^{\prime}\left(x_{n}\right)-\frac{1}{2} f^{\prime \prime}\left(x_{n}\right)\left(x_{n+1}-x_{n}\right)}
$$

This equation can not be used directly since $x_{n+1}$ appears both in its left and right sides. However, using on the right side, the result of the Newton-Raphson step (which is easily obtained by solving the first order Taylor expansion $f(x)=$ $f\left(x_{n}\right)+f^{\prime}\left(x_{n}\right)\left(x-x_{n}\right)$, that is

$$
x_{n+1}=x_{n}-\frac{f\left(x_{n}\right)}{f^{\prime}\left(x_{n}\right)}
$$

we obtain

$$
\begin{equation*}
x_{n+1}=x_{n}-\frac{2 f\left(x_{n}\right) f^{\prime}\left(x_{n}\right)}{4\left[f^{\prime}\left(x_{n}\right)\right]^{2}-f\left(x_{n}\right) f^{\prime \prime}\left(x_{n}\right)} \tag{7}
\end{equation*}
$$

which is known as the Halley' rational formula. We can note that, thanks to the term $f\left(x_{n}\right) f^{\prime \prime}\left(x_{n}\right)$, there is no inversion problem when $f^{\prime}\left(x_{n}\right)=0$ as long as $f\left(x_{n}\right) \neq 0$ and $f^{\prime \prime}\left(x_{n}\right) \neq 0$.

We now apply exactly the same reasoning for the case where $x$ and $f(x)$ are not scalars but vectors.

## B. General case

Let $\mathbf{p}$ and $\mathbf{p}^{*}$ be the parameters that represent the current and the desired camera poses. The first order Taylor expansion of $\mathbf{s}(\mathbf{p})$ is given by

$$
\mathbf{s}^{*}=\mathbf{s}+\mathbf{J}_{\mathbf{s}} \Delta \mathbf{p}
$$

where $\Delta \mathbf{p}$ represents the displacement between $\mathbf{p}^{*}$ and $\mathbf{p}$. We immediately deduce the following control law using the Newton-Raphson method:

$$
\begin{equation*}
\mathbf{v}_{1}=-\lambda_{1} \mathbf{L}_{\mathbf{s}}^{+}\left(\mathbf{s}-\mathbf{s}^{*}\right) \tag{8}
\end{equation*}
$$

where $\mathbf{J}_{\mathbf{s}}$ and $\mathbf{L}_{\mathbf{s}}$ are linked by $\mathbf{L}_{\mathbf{s}}=\mathbf{J}_{\mathbf{s}} \mathbf{P}$ where $\mathbf{P}$ is defined such that $\dot{\mathbf{p}}=\mathbf{P v}$. Note that control law (8) is nothing but the classical control law C.

Let us now consider the second order Taylor expansion of s. It is given by

$$
\begin{equation*}
\mathbf{s}^{*}=\mathbf{s}+\mathbf{K}_{2} \Delta \mathbf{p} \tag{9}
\end{equation*}
$$

where matrix $\mathbf{K}_{2}$ is

$$
\mathbf{K}_{2}=\mathbf{J}_{\mathbf{s}}+\frac{1}{2}\left[\begin{array}{c}
\Delta \mathbf{p}^{\top} \mathbf{H}_{s_{1}} \\
\cdots \\
\cdots \\
\ldots \\
\Delta \mathbf{p}^{\top} \mathbf{H}_{s_{k}}
\end{array}\right]
$$

Solving (9) for $\Delta \mathbf{p}$, we obtain

$$
\Delta \mathbf{p}=-\mathbf{K}_{2}^{+}\left(\mathbf{s}-\mathbf{s}^{*}\right)
$$

from which we deduce the following control law:

$$
\begin{equation*}
\mathbf{v}=-\lambda \mathbf{K}_{\mathbf{s}}^{+}\left(\mathbf{s}-\mathbf{s}^{*}\right) \tag{10}
\end{equation*}
$$

where the output (8) of control law C is used to go from $\mathbf{K}_{2}$ to $\mathbf{K}_{\mathbf{s}}$ :

$$
\mathbf{K}_{\mathbf{s}}=\mathbf{L}_{\mathbf{s}}-\frac{\lambda_{1}}{2}\left[\begin{array}{c}
\left(\mathbf{s}-\mathbf{s}^{*}\right)^{\top} \mathbf{L}_{\mathbf{s}}^{+^{\top}} \mathbf{H}_{s_{1}} \\
\cdots \\
\cdots \\
\cdots \\
\left(\mathbf{s}-\mathbf{s}^{*}\right)^{\top} \mathbf{L}_{\mathbf{s}}^{+^{\top}} \mathbf{H}_{s_{k}}
\end{array}\right]
$$

This control law is named K in the following. Let us note that, if $\mathbf{L}_{\mathbf{s}}$ is singular, it does not necessarily imply that $\mathbf{K}_{\mathbf{s}}$ is singular thanks to the Hessian part involved in this control scheme. Furthermore and contrarily to the control law (5) based on the Newton method, when $\mathbf{L}_{\mathbf{s}}$ is singular, the configurations such that

$$
\left(\mathbf{s}-\mathbf{s}^{*}\right) \in \mathcal{N}\left(\mathbf{L}_{\mathbf{s}}^{\top}\right)
$$

does not generally correspond to a local minimum. That are for good points of K. Unfortunately, some bad points also exist. First, $\mathbf{K}_{\mathbf{s}}$ may be singular for some configurations where $\mathbf{L}_{\mathbf{s}}$ is not singular. Then, for $\mathbf{s}=\mathbf{s}^{*}, \mathbf{K}_{\mathbf{s}}$ is singular when $\mathbf{L}_{\mathbf{s}^{*}}$ is singular (since $\mathbf{K}_{\mathbf{s}}=\mathbf{L}_{\mathbf{s}^{*}}$ in that case. However, since we never have $s=s^{*}$ in practice, due to unavoidable image noise, we will never have exactly $\mathbf{K}_{\mathbf{s}}=\mathbf{L}_{\mathbf{s}^{*}}$, which makes appealing the use of K when $\mathbf{L}_{\mathbf{s}^{*}}$ is singular. Furthermore, near the singularity, the low conditioning of $\mathbf{L}_{\mathrm{s}}$ in the first part of $\mathbf{K}_{\mathbf{s}}$ is compensated by the high conditioning of $\mathbf{L}_{\mathbf{s}}$ in
its second part. However, we will see in Section V that if the rank of $\mathbf{K}_{\mathbf{s}}$ is indeed improved, it increases the sensitivity of the control scheme to the image noise.

Following the same idea than going from control law C to D , we could think of using:

$$
\begin{equation*}
\mathbf{v}=-\lambda \mathbf{K}_{\mathbf{s}^{*}}^{+}\left(\mathbf{s}-\mathbf{s}^{*}\right) \tag{11}
\end{equation*}
$$

where $\mathbf{K}_{\mathbf{s}^{*}}$ is given by:

$$
\mathbf{K}_{\mathbf{s}^{*}}=\mathbf{L}_{\mathbf{s}^{*}}-\frac{\lambda_{1}}{2}\left[\begin{array}{c}
\left(\mathbf{s}-\mathbf{s}^{*}\right)^{\top} \mathbf{L}_{\mathbf{s}^{*}}^{+\top} \mathbf{H}_{s_{1}^{*}} \\
\cdots \\
\cdots \\
\cdots \\
\left(\mathbf{s}-\mathbf{s}^{*}\right)^{\top} \mathbf{L}_{\mathbf{s}^{*}}^{+\top} \mathbf{H}_{s_{k}^{*}}
\end{array}\right]
$$

However, that is definitively not a good idea since this control scheme has exactly the same bad properties of D that all configurations such that

$$
\left(\mathbf{s}-\mathbf{s}^{*}\right) \in \mathcal{N}\left(\mathbf{L}_{\mathbf{s}^{*}}^{+}\right)
$$

will lead to a local minima (to check that, just note that in that case $\left(\mathbf{s}-\mathbf{s}^{*}\right)^{\top} \mathbf{L}_{\mathbf{s}^{*}}^{+^{\top}}=\mathbf{0}$, which implies $\mathbf{K}_{\mathbf{s}^{*}}=\mathbf{L}_{\mathbf{s}^{*}}$ ).

A last control scheme can be obtained by considering each feature independently in the second part of $\mathbf{K}_{\mathbf{s}}$, that is using

$$
\begin{equation*}
\mathbf{v}_{i}=-\lambda_{1} \mathbf{L}_{s_{i}}^{+}\left(s_{i}-s_{i}^{*}\right) \tag{12}
\end{equation*}
$$

instead of (8). In that case we obtain

$$
\begin{equation*}
\mathbf{v}=-\lambda \mathbf{K}_{i}^{+}\left(\mathbf{s}-\mathbf{s}^{*}\right) \tag{13}
\end{equation*}
$$

where

$$
\mathbf{K}_{i}=\mathbf{L}_{\mathbf{s}}-\frac{\lambda_{1}}{2}\left[\begin{array}{c}
\left(s_{1}-s_{1}^{*}\right)^{\top} \mathbf{L}_{s_{1}}^{+^{\top}} \mathbf{H}_{s_{1}} \\
\cdots \\
\cdots \\
\cdots \\
\left(s_{k}-s_{k}^{*}\right)^{\top} \mathbf{L}_{s_{k}}^{+^{\top}} \mathbf{H}_{s_{k}}
\end{array}\right]
$$

This control law will be named Ki in the following. Even if we are currently unable to give any theoretical explanation, we will see in Section V that this control law allows improving the accuracy of the positiong in a singular configuration.

## IV. Hessian Matrices of an image point

In the experiments presented in the next section, we will compare the behavior of the control schemes presented in this paper in the case of a target composed of three points. The analytical form of the Hessian matrices $\mathbf{H}_{x}$ and $\mathbf{H}_{y}$ of the coordinates $(x, y)$ of an image point are thus needed. Let us note that these matrices have already been used in [7], but the analytical form given in that paper contains unfortunately few typos errors.

## A. Modeling

We recall that an image point with coordinates $(x, y)$ results from the perspective projection of a 3D point such that $x=X / Z$ and $y=Y / Z$ where $(X, Y, Z)$ are the coordinates of this 3D point expressed in the camera frame. We also recall that the velocity $(\dot{x}, \dot{y})$ of an image point is linked to the camera velocity $\mathbf{v}=\left(v_{x}, v_{y}, v_{z}, \omega_{x}, \omega_{y}, \omega_{z}\right)$ through the well known equations:

$$
\begin{equation*}
\dot{x}=\mathbf{L}_{x} \mathbf{v}, \dot{y}=\mathbf{L}_{y} \mathbf{v} \tag{14}
\end{equation*}
$$

where the interaction matrices $\mathbf{L}_{x}$ and $\mathbf{L}_{y}$ are given by:

$$
\begin{align*}
& \mathbf{L}_{x}=\left[\begin{array}{llllll}
\frac{-1}{Z} & 0 & \frac{x}{Z} & x y & -\left(1+x^{2}\right) & y
\end{array}\right]  \tag{15}\\
& \mathbf{L}_{y}=\left[\begin{array}{llllll}
0 & \frac{-1}{Z} & \frac{y}{Z} & \left(1+y^{2}\right) & -x y & -x
\end{array}\right] \tag{16}
\end{align*}
$$

The Hessian matrices $\mathbf{H}_{x}$ and $\mathbf{H}_{y}$ can easily be determined by differentiating (14). Indeed, for any feature $s$, we have:

$$
\begin{equation*}
\ddot{s}=\mathbf{L}_{s} \dot{\mathbf{v}}+\mathbf{v}^{\top} \mathbf{H}_{s} \mathbf{v} \tag{17}
\end{equation*}
$$

where $\mathbf{H}_{s}$ is a symetrix matrix. Using (14), (15) and (16), we obtain:

$$
\begin{aligned}
\ddot{x}= & \mathbf{L}_{x} \dot{\mathbf{v}}+\frac{\dot{Z}}{Z^{2}} v_{x}+\frac{\dot{x} Z-\dot{Z} x}{Z^{2}} v_{z}+ \\
& (\dot{x} y+x \dot{y}) \omega_{x}-2 x \dot{x} \omega_{y}+\dot{y} \omega_{z} \\
\ddot{y}= & \mathbf{L}_{y} \dot{\mathbf{v}}+\frac{\dot{Z}}{Z^{2}} v_{y}+\frac{\dot{y} Z-\dot{Z} y}{Z^{2}} v_{z} \\
& +2 y \dot{y} \omega_{x}-(\dot{x} y+x \dot{y}) \omega_{y}-\dot{x} \omega_{z}
\end{aligned}
$$

By substituting (14) for $\dot{x}$ and $\dot{y}$, and knowing that:

$$
\dot{Z}=-v_{z}-y Z \omega_{x}+x Z \omega_{y}
$$

we obtain after simple developments:

$$
\begin{aligned}
\ddot{x}= & \mathbf{L}_{x} \dot{\mathbf{v}}-\frac{2}{Z^{2}} v_{x} v_{z}-\frac{2 y}{Z} v_{x} \omega_{x}+\frac{3 x}{Z} v_{x} \omega_{y}-\frac{x}{Z} v_{y} \omega_{x}-\frac{1}{Z} v_{y} \omega_{z} \\
& +\frac{2 x}{Z^{2}} v_{z} v_{z}+\frac{4 x y}{Z} v_{z} \omega_{x}-\frac{\left(1+4 x^{2}\right)}{Z} v_{z} \omega_{y}+\frac{2 y}{Z} v_{z} \omega_{z} \\
& +x\left(1+2 y^{2}\right) \omega_{x} \omega_{x}-y\left(1+4 x^{2}\right) \omega_{x} \omega_{y}+\left(1+2 y^{2}-x^{2}\right) \omega_{x} \omega_{z} \\
& +2 x\left(1+x^{2}\right) \omega_{y} \omega_{y}-3 x y \omega_{y} \omega_{z}-x \omega_{z} \omega_{z} \\
\ddot{y}= & \mathbf{L}_{y} \dot{\mathbf{v}}+\frac{y}{Z} v_{x} \omega_{y}+\frac{1}{Z} v_{x} \omega_{z}-\frac{2}{Z^{2}} v_{y} v_{z}-\frac{3 y}{Z} v_{y} \omega_{x}+\frac{2 x}{Z} v_{y} \omega_{y} \\
& +\frac{2 y}{Z^{2}} v_{z} v_{z}+\frac{1+4 y^{2}}{Z} v_{z} \omega_{x}-\frac{4 x y}{Z} v_{z} \omega_{y}-\frac{2 x}{Z} v_{z} \omega_{z} \\
& +2 y\left(1+y^{2}\right) \omega_{x} \omega_{x}-x\left(1+4 y^{2}\right) \omega_{x} \omega_{y}+y\left(1+2 x^{2}\right) \omega_{y} \omega_{y} \\
& +\left(1+2 x^{2}-y^{2}\right) \omega_{y} \omega_{z}-y \omega_{z} \omega_{z}
\end{aligned}
$$

from which we deduce by identification with (17)
$\mathbf{H}_{x}=\left[\begin{array}{cccccc}0 & 0 & \frac{-1}{Z^{2}} & \frac{-y}{Z} & \frac{3 x}{2 Z} & 0 \\ 0 & 0 & 0 & \frac{-x}{2 Z} & 0 & \frac{-1}{2 Z} \\ \frac{-1}{Z^{2}} & 0 & \frac{2 x}{Z^{2}} & \frac{2 x y}{Z} & \frac{-1-4 x^{2}}{2 Z} & \frac{y}{Z} \\ \frac{-y}{Z} & \frac{-x}{2 Z} & \frac{2 x y}{Z} & x\left(1+2 y^{2}\right) & -y\left(\frac{1}{2}+2 x^{2}\right) & \frac{1-x^{2}+2 y^{2}}{2} \\ \frac{3 x}{2 Z} & 0 & \frac{-1-4 x^{2}}{2 Z} & -y\left(\frac{1}{2}+2 x^{2}\right) & 2 x\left(1+x^{2}\right) & \frac{-3 x y}{2} \\ 0 & \frac{-1}{2 Z} & \frac{y}{Z} & \frac{1-x^{2}+2 y^{2}}{2} & \frac{-3 x y}{2} & -x\end{array}\right]$
and
$\mathbf{H}_{y}=\left[\begin{array}{cccccc}0 & 0 & 0 & 0 & \frac{y}{2 Z} & \frac{1}{2 Z} \\ 0 & 0 & \frac{-1}{Z^{2}} & \frac{-3 y}{2 Z} & \frac{x}{Z} & 0 \\ 0 & \frac{-1}{Z^{2}} & \frac{2 y}{Z^{2}} & \frac{1+4 y^{2}}{2 Z} & \frac{-2 x y}{Z} & \frac{-x}{Z} \\ 0 & \frac{-3 y}{2 Z} & \frac{1+4 y^{2}}{2 Z} & 2 y\left(1+y^{2}\right) & -x\left(\frac{1}{2}+2 y^{2}\right) & \frac{-3 x y}{2^{2}} \\ \frac{y}{2 Z} & \frac{x}{Z} & \frac{-2 x y}{Z} & -x\left(\frac{1}{2}+2 y^{2}\right) & y\left(1+2 x^{2}\right) & \frac{1-y^{2}+2 x^{2}}{2} \\ \frac{1}{2 Z} & 0 & \frac{-x}{Z} & \frac{-3 x y}{2} & \frac{1-y^{2}+2 x^{2}}{2} & -y\end{array}\right]$

## B. Positiveness of $\mathbf{H}_{x}$ and $\mathbf{H}_{y}$

Using the determinant test to study the positiveness of the Hessian matrices $\mathbf{H}_{x}$ and $\mathbf{H}_{y}$, we found that the determinants of the leading principal minor vectors of $\mathbf{H}_{x}$ and $\mathbf{H}_{y}$ are $\mathbf{M}_{x}=\left(0,0,0, \frac{x^{2}}{4 Z^{6}}, \frac{x^{3}\left(1+x^{2}\right)}{Z^{6}}, 0\right)$ and $\mathbf{M}_{y}=\left(0,0,0,0, \frac{y^{3}\left(1+y^{2}\right)}{Z^{6}}, 0\right)$ respectively, where $\mathbf{M}_{s}[i]=$ $\left|\mathbf{H}_{s}[1 . . i, 1 . . i]\right|$. This means that the necessary and sufficient condition for both $\mathbf{H}_{x}$ and $\mathbf{H}_{y}$ to be positive semi-definite is that $x$ and $y$ are positive, which is of course not always achieved. This may explain the fact that Newton and Halley's methods based on image point coordinates have a small convergence domain.

## V. EXPERIMENTAL RESULTS

The experimental results presented in this section have been obtained on a 6 dof eye-in-hand system (see Figure 1). All the control schemes have been easily implemented thanks to the open source ViSP library [10].


Fig. 1. Experimental system

The task consists of positioning the camera with respect to a target composed of three points (in practice, three white dots on a black background to avoid any image processing problem) using the Cartesian coordinates of the perspective projection of these points in the image. The three points form a rectangle isosceles triangle whose side lengths are equal to $0.06 \mathrm{~m}, 0.06 \mathrm{~m}$ and $0.06 \times \sqrt{2} \mathrm{~m}$. The interaction matrix is thus of dimension $6 \times 6$ and of full rank 6 but for the singularities exhibited in [11] in which case it is of rank 5. The singularities occur when the optical center of the camera belongs to the surface of the right circular cylinder whose basis is defined by the circle to which the three points belong. From this general result, it is easy to see that if one of the three points appears at the principal point in the image (which corresponds to the image of the optical axis), then the interaction matrix is singular.

The desired pose between the camera and the triangle has thus been chosen such that they are parallel (at a distance of 0.5 m ) and one point appears at the principal point (see Figure 2). The initial pose has been chosen very near from the
desired one, that is $\mathbf{p}_{\mathbf{i}}=(0.0022,0.001,0.501,0.8,0.4,0.6)$ where the first three components represent the translation expressed in meter, and the last three ones represent the rotation expressed in degree. We are indeed interested in the behavior near the singularity.

Let us finally note that the depth of the points, which appears in the translational term of the interaction matrix and in the Hessian matrix, are estimated at each iteration of the control scheme using a classical pose estimation method. Let us also note that the gain $\lambda_{1}$ involved in K and Ki has been set to 1 , and the gain $\lambda$ involved in all the control schemes has been set to 0.5 . This value has voluntarily been chosen very small to show the effects of the singularity and to avoid any unstability due to a too high value of $\lambda$. The very large number of iterations in each experiment is thus not significant. As for the singular value decomposition used to compute the pseudo-inverses involved in the different control schemes, the condition number threshold has been set to 0.0001 . We recall that the condition number is the ratio between the minimal and the maximal singular values of a matrix, and the threshold is used to compute its rank and to consider if a singular value is zero or not. This relatively high value has been chosen to not damage the robot by forbidding high values in the outputs of the control scheme.

The results obtained for control laws D, C, M, K and Ki are given on Figure 2.a, 2.b, 2.c, 2.d and 2.e respectively. As expected, control law D is always of rank 5 . It is thus not surprising that it reaches a local minimum. Contral law C is of rank 6 at the beginning of the servo, which allows the system to near the desired position. It is then of rank 5 due to the high condition number threshold, but for some iterations where it becomes again of rank 6, due to image noise, producing high robot velocities at these iterations. Control law M has not a very satisfactory behavior: even if it is of rank 6 at the beginning of the servo, it fails, as $D$, in a local minimum. As for K , it is almost always of rank 6 , as expected, but it reaches also a local minimum and is quite unstable due to the fact that it is of rank 6. Finally, control law Ki provides with the best behavior, similar to the one of C , but with a better positioning accuracy and less noise.

## VI. Conclusions and future work

In this paper, we have been interested by the difficult problem of reaching a visual singular configuration. Without any surprise, all classical control schemes have been shown to be unsatisfactory. Control schemes based on second order minimization Halley's method have been proposed to try to improve the behavior of the system near the desired singular
position. The experimental results obtained have shown that it is possible to improve the accuracy of the positioning using one of these control schemes. It would be interesting to see if it also the case for other singular configurations, such as the case of the centered circle for instance. It would also be interesting to see if any improvement can be obtained by combining Halley's method with the damped-least-squares method.
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Fig. 2. Experimental results. First line: initial and desired images; second line: translational components of the control law ( $\mathrm{cm} / \mathrm{s}$ ); third line: rotational components (dg/s); fourth line: visual features errors; fifth line: rank of the control matrix; sixth line: translational error (in mm); last line: rotational error (in dg)
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